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Abstract 

Though modern low-emission combustion strategies have been successful in abating the 

emission of pollutants in aircraft engines and power generation gas turbines, combustion instability 

remains one of the foremost technical challenges in the development of next generation lean 

premixed combustor technology. Combustion instability is the coupling between unsteady heat 

release and combustor acoustic modes where one amplifies the other in a feedback loop. This is a 

complex phenomenon which involves unsteady chemical kinetic, fluid mechanic and acoustic 

processes that can lead to unstable behavior and could be detrimental in ways ranging from faster 

part fatigue to catastrophic system failure. Understanding and controlling the onset and 

propagation of combustion instability is therefore critical to the development of clean and efficient 

combustion systems. Imaging of combustion radicals has been a cornerstone diagnostic for the 

field of combustion for the past two decades which allows for visualization of flame structure and 

behavior. However, resolving both temporal and spatial structures from image-based experimental 

data can be very challenging. Thus, understanding flame dynamics remains a demanding task and 

the difficulties often lie in the chaotic and non-linear behavior of the system of interest. To this 

end, this work investigates the flame dynamics of lean premixed swirl stabilized flames in two 

distinct configurations using a variety of high fidelity optical and laser diagnostic techniques in 

conjunction with advanced data / algorithm based post-processing tools.  

The first part of this work is focused on establishing the effectiveness of microwave plasma 

discharges in improving combustor flame dynamics through minimizing heat release and pressure 

fluctuations. The effect of continuous, volumetric, direct coupled, non-equilibrium, atmospheric 

microwave plasma discharge on a swirl stabilized, lean premixed methaneῐair flame was 

investigated using quantitative OH planar laser induced fluorescence (PLIF), spectrally resolved 
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emission and acoustic pressure measurements. Proper Orthogonal Decomposition (POD) was used 

to post-process OH-PLIF images to extract information on flame dynamics that are usually lost 

through classical statistical approaches. Results show that direct plasma coupling accelerates 

combustion chemistry due to the non-thermal effects of plasma that lead to significantly improved 

combustor dynamics. Overall, this study demonstrates that microwave direct plasma coupling can 

drastically enhance dynamic flame stability of swirl stabilized flames especially at very lean 

operating conditions. 

The second part of this work is focused on the development of a stable and efficient              

small-scale combustor architecture with comparable power density, performance and emission 

characteristics to that of existing large-scale burners with reduced susceptibility to extinction and 

externally imposed acoustic perturbations while maintaining high combustion efficiency and low 

emission levels under ultra-lean operating conditions. Prototype burner arrays were additively 

manufactured, and the combustion characteristics of the mesoscale burner array were studied using 

several conventional and optical diagnostic techniques. The burner array was specifically 

configured to enhance overall combustion stability, particularly under lean operating conditions, 

by promoting flame to flame interactions between the neighboring elements. Dynamic mode 

decomposition (DMD) analysis based on high speed OH-PLIF images was carried out to provide 

a quantitative measure of flame stability. Results show a marked improvement in combustion 

stability for a mesoscale burner array compared to a single swirl-stabilized flame with similar 

power output. Overall, this study shows promise for integration of mesoscale combustor arrays as 

a flexible and scalable technology in next generation propulsion and power generation systems.
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Chapter 1. Introduction  

1.1. Background and Motivation 

Combustion has played a fundamental role in the history and development of humans. The 

ability to control and utilize fire for warmth, cooking and protection from wild animals was in fact 

essential for survival to primitive human beings. With the evolution of civilization, humans 

gradually honed their skills to harness heat and thereby energy generated by combustion processes. 

In fact, the industrial revolution was heralded by the advent of the steam engines powered by 

combustion of wood and eventually cool in the late 18th and early 19th centuries.   Since then, 

starting from ships and trains, mass transportation has always relied on combustion. From the 

internal combustion (IC) engines that powers millions of automobiles daily all over the world to 

the gas turbine engines that propel aircrafts across the skies to the massive rocket engines used for 

space explorations, the majority of modern day transportation systems that have been the linchpin 

of globalization rely on engines powered by combustion of either gaseous, liquid or solid fuel.  

Furthermore, apart from transportation, todayôs technologically advanced modern life style 

as we know it would never exist without our current expertise in controlling and utilizing 

combustion processes. In fact, almost 80% of the worldôs energy needs are presently met through 

some form of combustion process. Also, as humanity continues its strides in technology and 

development, our energy needs are bound to rise in the future. Even, if we assume our per capita 

energy consumption to remain constant for the next thirty years, the total energy consumption of 

the world is still going to increase dramatically in that time. This is due to the expected increase in 

worldôs population by 20% between now and 2050. Thus, our reliance upon the combustion of 

fossil fuels is not likely to decline any soon and combustion is likely to continue as a major 
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component in the energy portfolio for the near future. 

Unfortunately, there are issues associated with the continuous burning of fossil fuels to 

satisfy our energy demands. Fossil fuels are a finite (limited) energy resource and hence are 

considered as non-renewable. Though according to recent estimate, our current coal, gas and oil 

reserves are expected to last for at least another fifty years, it is entirely realistic that the cost of 

fossil fuels that will inevitably be completely expended will most certainly increase beyond the 

realm of what can be considered as ñaffordableò in the current scenario leading to an international 

economic crisis. Furthermore, geopolitics and cost of fossil fuels are so closely interconnected, 

that any minor instability in the geopolitics without much warning can potentially jeopardize 

access to our primary energy reserves. This can in turn trigger a sharp increase in the cost of these 

fuels.  

Even, if our access to fossil fuels is unimpeded for the next several decades, it is important 

to note that burning of fossil fuels in such massive scales has a major negative and potentially 

irreversible impact on our environment. As all fossil fuels are carbonaceous, copious amount of 

carbon dioxide (CO2) and other harmful pollutants are released into the atmosphere when fossil 

fuels are burned. Over the last century, the burning of fossil fuels has increased the concentration 

of atmospheric CO2 by over 50%. Substantial scientific evidence has shown that there is better 

than a 95% probability that major greenhouse gases like CO2 have been directly linked to the 

observed climate change which has resulted in increasing global temperatures (global warming), 

extreme weather patterns and rising sea levels. 

Beyond damaging our environment, burning of fossil fuels can cause serious health issues 

to humans and all forms of life. For example, nitrogen oxides (NOx) emissions, a byproduct of all 

fossil fuel combustion contributes to ground level ozone (smog) and acid rain which can cause and 



3 
 

exacerbate a variety of chronic respiratory ailments including bronchitis, asthma in humans. In 

addition to this, acidic precipitations (acid rain) increases the acidity of lakes and streams, which 

can be harmful to fishes and other aquatic life in addition to damaging trees and weakening forest 

ecosystems. Particulate matter (PM) or soot, polycyclic aromatic hydrocarbons (PAHs) and 

unburnt hydrocarbons (UHC) are produced as a result of incomplete combustion of fossil fuels. 

These emissions, in addition to be a major contributor for respiratory disorders, have also been 

established as potential carcinogenic agents. Thus, for our civilization to continue its progress and 

flourish in a world that is dependent on a continuous supply of energy, it is essential to develop 

energy systems that are affordable, efficient and harm the environment and life in general as little 

as possible.  

To achieve this goal, there has been an increasing interest in using renewable energy 

sources such as solar, wind, hydroelectric and geothermal energy to meet at least some of our 

energy demands. However, there are a several disadvantages associated with renewable energy 

sources. Renewable energy sources cannot provide a continuous source of energy and are very 

vulnerable to weather and other climatic conditions: clouds, days with low wind speed and 

seasonal droughts can reduce energy output from solar power plants, wind energy farms and 

hydroelectric power plants respectively. Also, it is difficult to efficiently throttle the energy output 

from renewable energy sources to satisfy ever fluctuating demands. In general, renewable energy 

is more expensive to produce and to use when compared to fossil fuels as they require large areas 

of land which are often located in remote areas it can be expensive to build power lines from the 

renewable energy sources to the cities that need the electricity. For example, dams that are essential 

to hydroelectric power plants can take up large portions of land and are essentially situated only 

in certain specific parts of the world. They can also have significant negative environmental impact 
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on the surrounding ecosystem. At present, renewable energy source are not particularly efficient 

and hence at this time do not offer an affordable alternative to burning of fossil fuels. Nuclear 

energy would be ideal in theory, however, existing geopolitical situation along with the general 

publicôs negative view has hindered their development and will continue to hinder the development 

of nuclear power plants. 

Moreover, the energy production to weight ratio (thrust to weight) for renewable energy 

sources is extremely lower when compared to modern gas turbine engines operating with liquid 

hydrocarbon fuels. Thus, even if a significant portion of our energy demands and ground-based 

transportation needs are met by using renewable energy sources, it is unlikely that our air 

transportation systems will be powered by anything other than engines relying on liquid 

hydrocarbon fuel combustion in the foreseeable future. Hence it is of paramount importance, that 

we are invested in developing combustion systems that are efficient, economical and clean in terms 

of emissions. 

1.1.1. Gas Turbines 

Today, gas turbines have become an important, widespread and a reliable device used in a 

multitude of applications ranging from power generation to transportation (aviation and marine 

propulsion). Gas turbines have become a dominant power generation technology used worldwide. 

A gas turbine is a heat engine that uses high temperature, high pressure gas as a working fluid to 

spin a turbine thereby generating power or thrust. The combustion of fuel with air is usually used 

to produce the needed temperatures and pressures to efficiently drive the turbine.  

Some of the major factors driving the development of combustors used in gas turbine 

engines are: 
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¶ Improving thermal efficiency of the engine. 

¶ Reducing pollutant emissions - primarily CO and NOx. 

¶ Increasing operational flexibility.  

¶ Ever increasing energy demand. 

¶ High prices and strong price volatility 

Since the passage of the Clean Air Act of 1970 which imposed stringent emission control 

norms, stricter government regulations regarding pollutant emission and in particular for oxides of 

nitrogen, continue to be enacted. To comply with these norms, the gas turbine industry is 

continuously seeking new ways to reduce NOx emissions. 

Several solutions have been previously employed in gas turbine industry to reduce NOx 

emissions and meet Environmental Protection Agency (EPA) regulations. These techniques 

include catalytic combustion, rich-burn / quick-quench / lean-burn (RQL) combustion, fuel 

staging, water or steam injection and lean premixed combustion. Among these techniques, the 

RQL system is usually hampered by soot formation and incomplete mixing while catalytic 

combustion tends to be too expensive, but research on these technologies is still currently ongoing 

[1]. Currently, lean premixed combustion is garnering more interest of late and has become the 

most promising technology option for reducing NOx emissions. In lean premixed combustion 

systems, the flame temperature is reduced by the use of excess air (combustion occurs at lower-

equivalence ratio) which results in a decrease in the formation of thermal (Zeldovich mechanism) 

for NOx [2, 3]. For example, General Electric (GE) in 2005 utilized a dry low NOx combustion 

system for their 12 MW class 10-2 gas turbine which reduced NOx emissions from 25 to 15 ppm. 

These emission levels are guaranteed over any operating condition for 50-100% of load and 

ambient temperatures of -29°C to 38°C. The combustion chamber for this system incorporates four 
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GE5 premixed pilot burners and includes flame detection, flashback thermocouples, and a 

humming detection system for combustion instability control. 

1.1.2. Lean Premixed Combustion 

Older generations of gas turbine combustors were driven by diffusion type flames. The 

pollutant emissions particularly NOx could not be lowered sufficiently to abide by the emission 

regulations using the diffusion flame configuration. To address the issue, premixed combustion, 

where fuel and air are mixed in premixing sections prior to the combustion chamber was 

introduced to achieve significant reductions in NOx emissions. Figure 1.1 shows the effect of 

unpremixedness parameter U on NOx emissions. U = 0, if fuel-air mixture is completely mixed 

and homogenous; U > 0, if fuel-air mixture is not completely premixed and U = 1 if no mixing has 

occurred.  Furthermore, the fuel-air mixture is additionally kept fuel-lean to achieve low NOx 

emissions as shown in Figure 1.2 along with simultaneously decreased fuel consumption.  This 

new technology is referred to as lean premixed combustion. 

Though lean premixed combustion allows for pollutant emissions to be curtailed, it is more 

susceptible to flow field fluctuations than diffusion flames. Hence, combustors that employ lean 

premixed flames are also significantly more susceptible to thermoacoustic instability than those 

driven by diffusion flames. Thus, it is more likely that when lean premixed flames are involved, 

acoustic driving due to thermoacoustic coupling will exceed acoustic damping [4]. Such 

thermoacoustic  instabilities  are characterized  by  large  amplitude  oscillations  of  one  or  more 

natural acoustic modes of the combustor. The instabilities generally occur when the unsteady heat 

release from combustion couples with the natural acoustic modes of the combustor, resulting in 

self-excited oscillations.  Combustion  driven  pressure  oscillations  can  make the flame unstable, 
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Figure 1.1. NOx formation as a function of unpremixedness parameter of a  fuel-air mixture [5] . 

 

Figure 1.2. NO production in a stirred reactor as function of the excess air ratio ( 1-l=f). ɚ > 1 

characterizes a lean mixture [5] . 
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reduce part life, and lead to structural damage and failure. This aspect of lean premixed systems 

has been hindering its development and use in gas turbines [6]. 

1.1.3. Combustion Instability 

Combustion instabilities are a major problem in the design, development and operation of 

modern high performance propulsion systems [7]. Combustion instabilities refer to self-sustained 

oscillations at or near the acoustic frequency of the combustion chamber, which arise due to the 

closed-loop coupling between unsteady heat release and pressure fluctuations [8, 9] inside the 

combustion chamber. Combustion instabilities often manifest as large amplitude pressure 

oscillations that result in many undesirable effects leading to serious emission and performance 

degradation and catastrophic destruction of engine hardware [10]. The typically low frequency 

oscillations induce large mechanical vibrations in the system that often result in combustor failure. 

In unstable operation mode, enhanced heat transfer at combustor walls may lead to partial or total 

blow off [7-10].  The coupling between the heat release fluctuations and the acoustics was first 

identified by Lord Rayleigh [11] as follows: 

If heat be periodically communicated to, and abstracted from, a mass of air 

vibrating (for example) in a cylinder bounded by a piston, the effect produced will 

depend upon the phase of the vibration at which the transfer of heat takes place. If 

heat be given to the air at the moment of greatest condensation or be taken from it 

at the moment of greatest rarefaction, the vibration is encouraged. On the other 

hand, if heat be given at the moment of greatest rarefaction, or abstracted at the 

moment of greatest condensation, the vibration is discouraged. 
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This is called the Rayleigh criterion, which is a necessary condition for the occurrence and 

sustenance of combustion instabilities. Mathematically, Rayleigh criterion can be expresses as: 

 
T

0

1
p (t) q (t) dt 0

T
    ¡ ¡ >ñ   (1.1) 

Where p (t)¡  and q (t)¡  represent the pressure and heat release fluctuations respectively.        

In a practical combustion system, where flames are typically confined within the combustion 

chamber, pressure fluctuations from unsteady flames will reflect from the combustor boundaries 

back to the burner. Flames, being susceptible to acoustic perturbations, respond to these direct 

acoustic fluctuations as well as to indirect hydrodynamic fluctuations generated by acoustic 

fluctuations at components of the burner and the flame holder. In this manner, a feedback loop can 

be established between the unsteady flame and acoustic fluctuations within the combustor. The 

basic nature of the feedback loop that drives the combustion instability phenomenon is shown in 

Figure 1.3.  

 

Figure 1.3. Combustion instability feedback loop showing the coupling between acoustics and 

combustion process along with Rayleigh criterion.  
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When the amplification of acoustic energy at the flame during this feedback coupling 

exceeds the acoustic damping in the combustor, thermoacoustic instability will spontaneously 

occur. Acoustic fluctuations corresponding to the resonant modes of the duct are the least damped 

and consequently most likely to participate in the feedback coupling. The frequency of fluctuations 

in the flame associated with the feedback loop will accordingly correspond to the resonant modes. 

Thus, a constructive thermo-acoustic feedback loop leads to self-excited, self-sustained acoustic 

and heat release rate oscillations, known as thermoacoustic oscillations and the phenomenon is 

referred to as thermoacoustic instability.  

 

Figure 1.4. Basic interactions leading to combustion instabilities [12] . 

In general, combustion instabilities are driven by a variety of flow and combustion 

processes that can give rise to an unsteady heat release in a practical combustion system. A driving 

process generates a perturbation of the flow field while a feedback process couples this 

perturbation to the driving mechanism and produces the resonant interaction which may lead to 

combustion instability. The driving mechanism itself involves a wide variety of elementary 
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processes that are schematically outlined in Figure 1.4. The feedback generally relates the 

downstream flow to the upstream region and it is in most cases acoustic in nature. The coupling 

may also include convective modes like entropy waves. 

1.1.4. Combustion Instability Control  

Due to their potential harm to system performance, it is often necessary to find ways to 

reduce the magnitude of these oscillations in the course of developing a new combustion system. 

To suppress combustion instability, the feedback loop between the active acoustic modes and 

unsteady heat release should be interrupted. The methods that are generally employed to suppress 

or attenuate combustion instabilities can be divided into two classes [13]: passive and active 

control. 

 The first class of methods called passive methods require a certain physical understanding 

of the phenomenon and attempt to prevent combustion instabilities by modifying the combustion 

process to reduce its driving which involves modifications of the combustion systems, e.g., 

changing the injector design [14], changing the combustor geometry to prevent the excitation of 

unstable modes by the addition of baffles to the injector face in a liquid rocket [15], increasing the 

combustorôs damping by the addition of acoustic liners [16]. Unfortunately, passive control 

approaches have generally not been satisfactory due to lack of adequate understanding of the 

fundamental processes that drive the instability, which resulted in costly ósolutionsô that were only 

applicable to a specific combustor design over a limited range of operating conditions [9].                   

In contrast to a passive solution approach, an active control mechanism minimizes 

combustion instability by continuously sensing and evaluating the state of the combustor and 

forcing it to perform in a desirable manner [13]. Due to easy implementation, most of the current 
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active control technology involves modulating the primary/secondary fuel injection e.g., shear 

layer mixing [17, 18], valves that oscillate air or fuel flow rate [19]. However, the limitations of 

such a control strategy make it impractical for many propulsion applications.  

1.2. Scope of Research  

Combustion instability is a complex phenomenon which involves unsteady chemical 

kinetic, fluid mechanic and acoustic processes that can lead to unstable behavior and be detrimental 

in ways ranging from faster part fatigue to catastrophic system failure. Understanding and 

controlling the onset and propagation of combustion instability is therefore critical to the 

development of clean and efficient combustion systems. Imaging of combustion radicals has been 

a cornerstone diagnostic for the field of combustion for the past two decades which allows for 

visualization of flame structure and behavior. However, resolving both temporal and spatial 

structures from image-based experimental data can be very challenging. Thus, understanding 

flame dynamics remains a demanding task and the difficulties often lie in the chaotic and                   

non-linear behavior of the system of interest. To this end, this work investigates the flame 

dynamics of premixed swirl stabilized flames in two distinct configurations using a variety of high 

fidelity optical and laser diagnostics techniques in conjunction with advanced data / algorithm 

based post-processing tools.  

The first part of this work is focused on establishing the effectiveness of microwave plasma 

discharges in improving combustor flame through minimizing heat release and pressure 

fluctuations. The effect of continuous, volumetric, direct coupled, non-equilibrium, atmospheric 

microwave plasma discharge on a swirl stabilized, premixed methaneῐair flame was investigated 

using quantitative OH planar laser induced fluorescence (PLIF), spectrally resolved emission and 

acoustic pressure measurements. Proper Orthogonal Decomposition (POD) was used to                           
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post-process OH- PLIF data to extract information on flame dynamics that are usually lost through 

classical statistical approaches. Direct plasma coupling accelerated combustion chemistry due to 

the non-thermal effects of plasma that lead to significantly improved combustor dynamics. 

Overall, this study demonstrates that microwave direct plasma coupling can drastically enhance 

dynamic flame stability of swirl stabilized flames especially at very lean operating conditions. 

The second part of this work is focused on development of a stable and efficient              

small-scale combustor architecture with comparable performance and emission characteristics to 

that of large-scale burners with reduced susceptibility to extinction and externally imposed 

perturbations while maintain high combustion efficiency and low emission levels under ultra-lean 

operating conditions. Prototype burner arrays were additively manufactured and the combustion 

characteristics of the mesoscale burner array were studied using several conventional and optical 

diagnostic techniques. The array was specifically configured to enhance overall combustion 

stability, particularly under lean operating conditions, by promoting flame to flame interactions 

between neighboring elements. Dynamic mode decomposition (DMD) analysis based on high 

speed OH-PLIF images was carried out to provide a quantitative measure of flame stability. 

Overall, this study shows promise for integration of mesoscale combustor arrays as a potentially 

flexible and scalable technology in next generation propulsion and power generation systems.
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Chapter 2. Laser Diagnostics for Reactive Flows 

2.1. Laser Induced Fluorescence (LIF) 

Laser induced fluorescence (LIF) is a common, well-established method and a versatile 

tool for detection of chemical species or interrogation of a thermodynamic state in many science 

and engineering disciplines. LIF is highly selective by both species and quantum state. The 

absorption and emission of radiation is governed by quantum mechanics and is affected by 

collisional energy transfer which in turn allows for concentration, temperature, pressure density, 

velocity and reaction chemistry measurements [20]. In the field of combustion research, LIF has 

evolved to be the most predominant method for detection and measurement of minor species in 

flames and reactive flows [21-24] . Planar LIF imaging (PLIF) has matured into an effective tool 

for flow visualization and 2D imaging of concentration fields of chemical species and other 

thermodynamic variables [25, 26]. This allows for resolving the spatial structure of a reactive flow 

field. Chemical species like OH, CH and HCHO are particularly targeted in LIF as their presence 

marks the reaction zone, combustion products and the preheat zone respectively [27]. Other target 

species like NO are used for flow visualization by seeding the flow using the selected species [28]. 

In this chapter, the basic theory of LIF spectroscopy required interpretation of the LIF signal is 

presented. 

2.2. Basic Theory of Laser Fluorescence 

2.2.1. Quasi Two-Level System Model 

A quasi two-level model is used to introduce the fundamental energy transfer processes 

involved in LIF essential to understanding the dynamics of LIF. LIF is fundamentally viewed as a 

two-step process: First, the target molecule is excited to a higher energy state by absorption of 
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energy from the resonant photons of the laser followed by molecules in the excited state relaxing 

back to the ground state through both radiative and non-radiative pathways. The LIF signal is result 

of radiative relaxation, by which the excess energy is released spontaneously in the form of 

fluorescent photons. The non-radiative relaxation pathways compete with LIF and their relative 

magnitude impacts greatly the quantitative interpretation of the signal.  

For a typical diatomic molecule, LIF can be studied using a quasi two-level system as 

shown in Figure 2.1 with transitions occurring between two electronic energy states. The two-level 

model is a highly simplified representation of the actual physics associated with LIF process. 

However, it can be successfully used for developing a mathematical model based steady-state 

(non-transient) system analysis to understand LIF dynamics. The main mechanisms responsible 

for energy transfer between the two levels is also shown in Figure 2.1.  

 

Figure 2.1. Two level LIF model with relevant energy transfer processes. 

Absorption of radiation promotes the molecule or atom from the ground energy state 1(E ) 

to an excited energy state 2(E ) . The excited molecules can be perturbed by the presence of a 

radiation field and can emit a resonant photon in the process, returning to the ground state. The 
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excited molecules can also relax to the ground state through collisions with other molecules 

through a non-radiative process referred to as quenching.  The reverse process called collisional 

excitation occurs at a significantly slow rate when compared to other energy transfer processes 

and hence is typically neglected. Finally, the excited molecule can spontaneously emit radiation 

as it relaxes to the ground state through a process called fluorescence. The details regarding the 

energy transfer processes in the two-level model is discusses in detail in the following section. 

2.2.2. Fundamental Energy Transfer Processes 

2.2.2.1. Induced (Stimulated) Absorption  

Stimulated absorption is an excitation mechanism directly coupled to the interaction 

between the laser and the targeted molecule. Absorption 12(W )  is the event where energy from 

the incident photon of a laser beam is captured by the population in the ground energy state 1(E ) 

and added to the moleculeôs internal energy and is thereby excited to an upper energy state                

2(E ) . The absorption rate 
1

12W (s )-  is directly proportional to the Einstein transition probabili ty 

coefficient 
3 2

12B (m / Js )  and can be expressed as: 

 12
12

B I
W

c

n=   (2.1) 

Where 
2 1I (W / cm s )-

n  is the incident laser irradiance per unit frequency interval (spectral 

irradiance) and c is the speed of light (m/s). A more rigorous model that accounts for the laser 

and absorption line shape is given by 

 12
12

B
W I ( ) g( ) d

c
n

n

= n n nñ     (2.2) 

Where I ( )nn is the laser line shape and g( )nis the absorption line shape. The incident laser 
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irradiance can be decomposed as shown below.  

 0 012 12
12

B B
W I L ( ) g( ) d I

c c
n n n

n

= n n n= Gñ      (2.3) 

Where 
0I ( )nn is the normalized spectral irradiance and  L ( )nn is the spectral distribution 

function. The convolution integral of the two distributions is the line overlap integral ũ and is a 

dimensionless number less than or equal to 1. Since the energy required to induce the absorption 

is generally provided by pulsed lasers which are spectrally broad when compared to the targeted 

absorption lines, it can be assumed that the laser intensity is constant over the spectral width of 

the absorption lines, which results in a value of 1 for the overlap integral and Eq. 2.2 is assumed 

to be valid as long as ɜ is considered as the laser line center. 

2.2.2.2. Induced (Stimulated) Emission  

Stimulated emission is an excitation mechanism also directly coupled to the interaction 

between the laser and the targeted molecule. Stimulated emission 21(W )  is the simultaneous  event  

which induces a reverse, deactivation process which causes the excited molecules in the upper 

energy state 2(E )  to relax back down to the ground energy state 1(E ). The stimulated emission 

rate 
1

21W (s )-  is directly proportional to the Einstein transition probabili ty coefficient 

3 2

21B (m / Js )  and can be expressed as: 

 21
21

B I
W

c

n=   (2.4) 

Stimulated emission and absorption processes are coupled by their corresponding Einstein 

transition probabili ty coefficients and energy level degeneracies as shown below. 

 1 12 2 21g B g B=   (2.5) 
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Where 1g  and 2g  are the degeneracies of energy levels 1E  and 2E  respectively. 

2.2.2.3. Spontaneous Emission  

Spontaneous emission 21(A )  is the event by which an excited molecule in the upper 

energy state 2(E )  spontaneously relaxes to the lower electronic energy states by emitting 

fluorescence. This radiative decay process constitutes the main mechanism for LIF signal 

production. The fluorescence rate is given by the Einstein coefficient 
1

21A (s )-  and the total 

fluorescence rate A is the sum of fluorescence rates over all individual transitions as given below. 

 2i

i

A A=ä   (2.6) 

Spontaneous emission and stimulates emission are related by the Einstein coefficients as 

shown below. 
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Where h is the Planckôs constant, n and n  are the frequency and wavenumber 

corresponding to the transition 2 1E E respectively. This can be rewritten in terms of Einstein 

coefficient for absorption 12B   as 
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2.2.2.4. Rotational and Vibrational Energy Transfer 

In any molecule, the energy levels are fully described by a hierarchy of quantum numbers 

namely, electronic (n), vibration (ɜ) and rotational (J) quantum numbers which quantize the 

individual energy components namely electronic elecE (n), vibrational vibE ( )n and rotational 
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rotE (J) energies respectively that constitute a particular energy level. The total internal energy 

T(n, ,J)n  of the molecule in a specified energy level is the sum of these three individual 

components as shown below. 

 elec vib rotT(n, ,J) E (n) E ( ) E (J)n = + n +   (2.9) 

 

Figure 2.2. Excitation diagram. The molecule absorbs a photon equal to the energy gap between 

the upper and lower energy states. The electronic potential well consists of multiple vibrational 

levels which in turn consists of multiple rotational levels. 
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Transitions involving a change in the electronic state are called rovibronic, indicating the 

change in all three components. The excitation of the molecule by a narrowband laser, targeted to 

a  single  rovibronic  transition  is  illustrated  in  Figure 2.2,  which  shows the hierarchy of energy  

levels and the excitation of a molecule through a specific rovibronic level based on the frequency 

of the narrowband laser. The two electronic states (A state: first excited upper electronic energy 

state, X state: ground electronic energy state) are indicated by the two potential energy diagrams. 

The vibrational levels are shown with horizontal lines in each electronic state and the rotational 

manifold attached to relevant vibrational state are magnified and shown in the inset. 

While the excitation transition is between two specific rovibronic states defined by the set 

of quantum numbers (n, ɜ and J), the subsequent spontaneous emission occurs over many such 

transitions. The excited state molecule may fall to a range of rotational and vibrational energy 

levels as illustrated in Figure 2.3, which results is fluorescence spectra over a range of wavelengths. 

Further, the molecules in specific rovibrational levels in the upper excited energy state can migrate 

to neighboring rotational or vibrational states by internal energy transfer processes through 

collision with other molecules before de-excitation (fluorescence) occurs. Rotational energy 

transfer (RET) is typically very fast and is particularly significant in LIF dynamics of short pulse 

nanosecond lasers. Thermal equilibrium is perturbed when the laser pumps population from 

specific rotational levels in the ground electronic energy state to those in the excited upper energy 

state. Rotational energy transfer is responsible for refilling or depleting the relevant energy levels 

in an effort to re-establish thermal equilibrium distributions. The rate of rotational energy transfer 

1

RETQ (s )-
 caused by collisions with all other species j in the system is given by 

 
j j RET, j

j
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P
x v

k
Q

T
s= ä   (2.10) 
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Where 
j jx and v    are the mole fraction of the species ójô and the relative velocity and the 

of the collisional particles respectively. The relative velocity of the colliding particles is given by  

 

Figure 2.3. Fluorescence diagram. The molecule emits a photon equal to the energy gap between 

the upper and lower states but does not have to fall through the excitation transition. Excited 

molecules may fall to the ground vibrational state or the first vibrational level. An analogous 

process occurs with respect to the rotational transition. Furthermore, both the vibrational and 

rotational states may change before fluorescence occurs due to collisions. This is called 

vibrational energy transfer (VET) and rotational energy transfer (RET).  
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8kT
v=

pm
, where 1 2

1 2

m m

m m
m=

+
 is the reduced mass of the system. The parameter 2

RET, j (cm )s   is 

the effective rotational cross section for collision with species ójô. The vibrational energy transfer 

(VET) is conceptually identical to the rotational energy transfer but for the fact that energy transfer 

occurs to neighboring vibrational levels. Rotational energy transfer and vibrational energy transfer 

become increasingly important at high pressures, due to the increase in collision rates. 

2.2.2.5. Collisional De-excitation (Quenching) 

Quenching 21(Q )  is the event by which an excited molecule in the upper energy state 2(E )  

can relax down to a lower electronic energy state 1(E ) by non-radiative transitions through 

collisions with other molecules. The overall rate of quenching 1

21Q (s )- induced by collisions with 

all other species ójô in the system is express as 

 
j j Q, j

j

P
Q x v

kT
= sä   (2.11) 

Rotational and vibrational energy transfer maintain the molecule in the upper electronic 

state, thereby retaining the possibility of fluorescence while quenching forces the molecule back 

down to the lower electronic state. Thus, quenching is a directly competing process to LIF. Also, 

from Eq. 2.11, it can be clearly seen that is clear that quenching is directly proportional to the 

pressure P and inversely proportional to temperature T. Hence, the impact of quenching is 

significant in high pressure applications. 

2.2.3. Other Energy Transfer Processes 

In addition to the energy transfer processes described above, other energy transfer 

mechanisms can play significant roles in the analysis of LIF.  
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2.2.3.1. Predissociation 

Predissociation is the process by which a molecule is excited into a rovibrational level of    

bonding state above the dissociation energy or onto a potential surface crossing to an anti-bonding 

state which results in the dissociation of the molecule as shown in Figure 2.4. The predissociation 

rate constant PDP  is an intrinsic molecular property and specific to an excitation transition. 

 

Figure 2.4. Potential curves for ground, excited, and predissociative states of OH. 
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2.2.3.2. Photoionization or photodissociation  

Photoionization or photodissociation occurs when a molecule in the excited upper energy 

state absorbs additional photons to excite an electronic energy level to an unbound state, leaving 

the molecule ionized. The photo ionization rate constant 2iW  for energy level 2 can be expressed 

as, 

 2i i
2i

i

I
W

h

s
=
n

  (2.12) 

Where  2

2i (cm )s   is the photoionization cross section from energy level 2 and iI  is the 

irradiance of the photoionizing laser of frequency in.  

2.2.3.3. Intersystem crossing 

Intersystem crossing is a non-radiative process which involves the transition between two 

different electronic states having different spin multiplicities. As such a molecule from a single 

state can non-radiatively cross to a triplet state and vice versa. Intersystem crossing occurring 

between two overlapped potential surfaces can influence the dynamics of LIF.    

2.2.3.4. Phosphorescence 

Phosphorescence is the process in which the absorbed energy is slowly dissipated in the 

form of radiation. This process is relatively slow, because it is kinetically un-favored, since it 

involves transition that are normally forbidden.  

Each one of the processes described earlier has an associated time scale which is shown in 

the Jablonski energy diagram in Figure 2.5. 
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Figure 2.5. Jablonski Energy Diagram. 

2.2.4. LIF Equation Based on Two Level Model 

The basic physics of excitation and de-excitation processes involved in LIF can be easily 

understood using a two-level model. The steady state (non-transient) rate analysis of the two-level 

model yields the LIF equation, which captures the key physics involved in the LIF process.            

The actual physics and distribution of energy levels for diatomic molecules are more accurately 

described by a quantum-mechanical density-matrix approach [29, 30]. However, the steady state 

rate analysis is sufficient to reflect most of the basic concepts involved with the added benefit of 

mathematical simplicity. In theory, this type of simplified modeling is appropriate for atomic 
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species and molecular systems with fully equilibrated or fully frozen rotational level manifolds.  

In practice, such models can be effectively used as a first approximation in actual LIF experiments. 

The basic transitions involved in the two-level model are shown in Figure 2.1. The stimulated 

absorption and stimulated emission rates are denoted by 12W  and 21W  respectively. The 

quenching and spontaneous emission rates are denoted by 21Q  and 21A respectively.  

The steady state rate analysis assumes a constant laser irradiance intensity 0In which forces 

12W  and 21W  to be constants based on Eq. 2.1 and Eq. 2.4 respectively. Now, based on steady 

state rate analysis of the two-level system, the rate of change of population of molecules for energy 

state 1 and 2 is given by, 

 

1
1 1 12 2 21 21 21

2
2 1 12 2 21 21 IC21 2i PD

dn
n n W n (W Q A )

dt

dn
n n W n (W Q A W P )

t
I

d

           = =- + + +

= = - + + + + +

  (2.13) 

Where in  represents the rate of change of population in energy state óiô. Now, once the 

population reach an excites state through stimulated absorption 12(W ) , molecules can leave energy 

level 2 through spontaneous emission 21(A )  or by the competing mechanisms of stimulated 

emission 21(W ) , collisional quenching 21(Q ) , predissociation (P), photoionization 2i(W )  and 

intersystem crossing IC(I ) . 

Now, typically photoionization only occurs by design and most excited state are not 

predissociative. If predissociation, photoionization and intersystem crossing are neglected, then 

there is only population exchange between states 1 and 2. And if the initial excited population is 

negligible, the total number density 
0(n )  is given by 
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 0 0

1 2 1n n n n= + =  (2.14) 

Where 1n  and 2n  represent the population number densities of energy states 1 and 2 at any 

given time respectively and 0

1n  refers to the population of energy state 1 prior to laser excitation. 

Therefore, since the total population number density cannot change, the rate at which molecules 

are excited has to be equal to the rate at which molecules relax back to the ground state which 

results in a closed system described as, 

 1 2n n 0+ =  (2.15) 

Now solving Eq. 2.13, neglecting predissociation (P), photoionization 2i(W )  and 

intersystem crossing IC(I ) along with the initial condition, at  
0

1 1 2t 0, n n , n 0  = = =, we have,  
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  (2.16) 

At steady state (t )=¤, the population density of energy state 1 and 2 can be expressed as, 
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  (2.17) 

Thus, at steady state, the population density of energy state 2 can be expressed as, 

 12
2 2 steady state 1

21 21 21

W
n (t ) (n ) n

W Q A
 

å õ
=¤ = =æ ö

+ +ç ÷
  (2.18) 
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2.2.5. LIF Regimes 

Depending on the incident laser energy 0In, two limits of operation for LIF can be defined 

based on the steady state analysis. When the incident laser energy is sufficiently high 0 satI In n² , 

stimulated absorption and emission balance and the population of the two energy states are 

determined by the ratio of the degeneracies in a two-level model, otherwise known as ósaturationô. 

In this limit, the fluorescence signal is independent of laser intensity.  The other mode of operation 

is the óweak excitationô, which occurs when the incident laser energy is below the threshold of 

saturation 
0 sat(I I )n n¢ . 

2.2.5.1. Weak Excitation (Linear LIF)  

When 
0In is sufficiently below 

satIn , the fluorescence signal is linearly proportional to the 

laser intensity. Generally, this ólinear LIFô is preferred since laser non-uniformities and attenuation 

effects pose practical problem in applying LIF in the saturated regime. In this regime, the induced 

emission from energy level 2 is much weaker than the sum of collisional and spontaneous decay 

processes i.e, 

 21
21 21 21

B I
W A Q

c

n= +   (2.19) 

Then 2 1n n<< , and 0

1 1n nº . The population fraction in energy level 2 given by Eq. 2.18 

can be rewritten as 

 0 12
2 1

21 21

W
n n

Q A
=

+
  (2.20) 

It has been experimentally shown that the LIF signal is proportional to the population in 

energy level 2, the rate of spontaneous emission 21A and the solid angle of collection ɋ.  Based on 
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this, the fluorescence signal FS (photons/s) can be written as, 

 F 2 21S n VA
4

W
=

p
  (2.21) 

Where V is the volume of excited molecules given by V AL= , A is the laser beam focus 

area, L is the path length of the observed fluorescence and  
4

W

p
 is referred to as the collection 

fraction. In standard practice, the fluorescence signal is quantified in terms of the LIF intensity 

2

LIF (W / cmI ) . The population density of energy level 2 is replaced by a function of the initial 

ground state population 0

1(n )  using Eq. 2.20. For a more accurate model, the two-level model 

assumption is relaxed, and we assume that the lower energy level has a manifold of rotational 

levels in thermal equilibrium. The population in these lower energy levels maintain a Boltzmann 

distribution and the population of a specific rotational level can be written as 0

1 bn f , where bf

represents the Boltzmann fraction of the individual energy level. Thus, the LIF intensity can be 

written as, 

 ( )0 21
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Eq. 2.22 is known as the LIF equation and is fundamental for interpreting the LIF signal in 

experiments and in steady state computational simulations. The term21

21 21

A

Q A+
 is called the 

fluorescence yield ū, which the ratio of spontaneous emission rate (LIF) to all the excitation state 

de-excitation rates. It is a direct representation of how much of the excited population will 

fluoresce. Typically, the fluorescence yield is much less than 1. For other molecules where 

predissociation and intersystem crossing are large, the fluorescence yield can be expressed as 
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 21
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A

Q A W P I
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  (2.23) 

Where 2iW , ICI  and PDP are the rates of photoionization, intersystem crossing and 

predissociation respectively. Quenching is the dominant relaxation pathway for molecules that 

have absorbed laser energy. To make quantitative measurements in the linear regime, the 

quenching rate   must be accounted for. This is a challenging task as the quenching rate constant 

is based on the energy exchange between colliding molecules. It is a function of both gas mixture 

composition and temperature and these two parameters are not trivial to measure and naturally 

have steep gradients in a reacting flow. For a laminar flame with well understood chemistry, 

quenching corrections can be determined accurately. However, other avenues that circumvent 

quenching rate corrections are usually preferred for unsteady and turbulent flames. 

2.2.5.2. Saturation LIF  

The difficulties in quantifying the quenching rate can be avoided by forcing a competing 

de-excitation process to occur at a rate sufficiently high to make the quenching rate negligible. 

Saturated LIF is a common strategy for avoiding the need for quenching corrections. This is 

opposite the linear regime, so that 
0 satI In n² . Under this condition, absorption and stimulated 

emission dominate population exchange. In a simple two-level model, saturation occurs when the 

induced emission is much larger than the collisional and spontaneous emission as given by 

 21
21 21 21
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The population fraction in energy level 2 given by Eq. 2.18 can be rewritten as 
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Now using Eq. 2.14 and Eq. 2.25, the population fraction in energy level 1 can be expressed 

as  
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Based on Eq. 2.23 and Eq. 2.24, the LIF intensity LIFI for the saturation regime can be 

written as, 
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Thus, from Eq. 2.27, it can be clearly seen that the fluorescence signal is independent of 

both laser irradiance and the quenching rate. In the saturation regime, the rates of laser absorption 

and stimulated emission become so large that they dominate the state to state energy transfer into 

and out of the directly pumped levels. Since quenching does not influence the fluorescence 

intensity, LIF in the saturation regime can potentially be less complicated with the added benefit 

of maximizing the fluorescence yield and therefore increasing detection sensitivity. However, 

complete saturation is difficult to achieve due mainly to the specific wavelength region of the 

absorption or the magnitude of the saturation intensity. Furthermore, the decrease of energy in 

outer edges of the laser beam and the temporal deviation of pulse to pulse fluctuations introduce 

further complications. Therefore, application of LIF techniques in the linear regime using laser 

energy below the saturation is generally recommended and constitutes the basic approach in this 

thesis. The criterion for the saturation spectral irradiance satIn  based on the two-level analysis can 

be expressed as 
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Chapter 3. Decomposition Techniques for Flame Dynamics 

3.1. The Need for Decomposition Techniques to Understand Flame Dynamics 

Advanced combustion systems designed to operate under lean, premixed conditions have 

great potential to substantially curtail emission and satisfy regulatory requirements [31].                    

Such systems, however, are more susceptible to combustion instability, which in turn can 

negatively impact performance and durability [32]. Understanding and controlling the onset and  

propagation of combustion instability is therefore critical to the development of clean and efficient 

combustion systems [33]. Numerous experimental [14, 34-37] and theoretical [38, 39]  studies 

have made significant progress in understanding the key dynamics that affect combustion 

instability such as oscillatory heat release [40], acoustics [41],  and equivalence  ratio fluctuations 

[42]. In spite of these contributions, limited experimental data coupled with inadequate analysis 

techniques [43] have inhibited detailed combustion instability model development until the past 

few years.  Coherent structures across multiple time and length scales can drive combustion 

instability. However, resolving both temporal and spatial structures from image-based 

experimental data can be very challenging. Thus, understanding flame dynamics remains a 

demanding task and the difficulties often lie in the chaotic and non-linear behavior of the system 

of interest.  

Combustion instabilities arise due to the coupling of specific acoustic modes in the 

combustor configuration with the dynamics of the combustion heat release. When these 

phenomena occur in phase for a specific acoustic mode frequency, there is usually a constructive 

amplification of the mode, resulting in the growth of the mode and instability. Understanding the 

coupling of these phenomena is not trivial, especially for complex configurations involving 



33 
 

multiple physical interactions as it requires capturing a multi-scale phenomenon involving a large 

number of parameters [44]. These parameters can be captured as an ensemble of snapshots in a 

frozen state across 2D planes by advanced laser diagnostic techniques [45]. The physical variables 

captured could be major species or radical concentration as well as velocity vectors. 

 Planar measurements like OH-PLIF result in ensembles of 2D planes with each snapshot 

providing some insight about a typical turbulent flow field provided that the coherent structures 

are much stronger than small scales fluctuations. Instantaneous snapshots are often shown in the 

literature to illustrate, albeit qualitatively, the spatial arrangement of a dominant flow phenomenon. 

Such snapshots are clearly valuable for qualitative validation but are insufficient for quantitative 

comparisons to similar snapshot from a different system and can obscure less-dominant flow 

features that may be of importance, but which are overshadowed by the more-dominant structures. 

Hence, there is no significance associated with a particular snapshot and hence, it is customary to 

handle such data-sets by averaging the images and extracting ensemble averaged and                            

root-mean-square (RMS) fields. The drawback of doing so is that a large fraction of the 

information contained in the snapshots is lost, especially the flame dynamics and particularly the 

flame interaction with large scale coherent structures. Hence it is safe to say that in terms of 

isolating the underlying fluid mechanisms, these statistical techniques are far inferior to the model-

based techniques applied to numerically generated data. 

Traditional data processing in combustion instability analysis involves the bandpass 

filtering of the signals around a frequency of interest. The frequencies of interest can be determined 

from a power spectral density (PSD) analysis of the signal. In this way, the correlation between 

acoustics and combustion can be explored within a certain frequency range. However, filtered 

results are sensitive to several factors like filter type, bandwidth, and sample quality.                           
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While successive moments of the time statistics do represent a natural and intuitively meaningful 

technique for the validation of most quantities for engineering purposes and although power 

spectral density does allow for detailed analysis of the frequency content of a given time series, 

neither technique can provide an adequate description of the spatiotemporal nature of the system's 

dynamics. One approach that has been used to attempt to solve this problem is phase-locked 

sampling, which has been successfully used to study flames with periodic instabilities [46].                 

This technique, however, requires an external forcing source that can be used to trigger the 

measurement, which prevents it from being applied to self-excited flames. 

 Hence to extract information regarding the flame dynamics from an ensemble of data, one 

needs a numerical microscope, in other words to perform a distillation enabling to sort out the 

information and only retain the fraction of interest in the form of a statistical quantity.                      

The extraction of dynamical features by a global stability analysis has remained a tool that is nearly 

exclusively applied to numerical simulations. This is because the respective algorithms require the 

system matrix of the underlying flow in order to build a sequence of (artificial) flow fields upon 

which the convergence of the numerical method relies. In physical experiments this system matrix 

is not available, and whereas a subroutine call of the right-hand side is straightforward to 

accommodate in a numerical simulation, the same is not true for experiments. Rather, in 

experimental set-ups, the only input that is readily available are the flow fields themselves, either 

in form of particle image velocimetry (PIV) measurements or in form of visualizations of a passive 

tracer. Therefore, if coherent structures are to be identified from experimental data, algorithms 

need to be designed that rely on these measurements only. Thus, the decomposition of 

experimental measurements into temporally and spatially coherent structures is an important tool 

in the arsenal of any experimentalists, since the breakdown of a flow field into organized, 
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connected and large-scale fluid elements allows a more thorough analysis of complex fluid 

processes. 

Few such techniques are available to do so including conditional averaging, wavelet 

analysis [47], Proper Orthogonal Decomposition (POD) [48, 49] and Dynamic Mode 

Decomposition (DMD) [43, 50].  Decomposition techniques, such as POD and DMD, allow many 

of these shortcomings to be overcome and allow for reproducible, statistically converged 

representations of the key flow features and their various magnitudes, time scales, and spatial 

distributions. These techniques use instantaneous realizations of the system with sufficient spatial 

and temporal range and resolution such that the relevant flow structures are sufficiently 

represented. Ensembles of these instantaneous snapshots can be decomposed in space and/or time 

to separate the various coherent modes from each other in a way that allows for a statistically 

representative, reproducible, and quantitative description of each. Because such decompositions 

rely only on the input data and require no underlying model or approximation, they are said to be 

agnostic to the source of the data, that is, the decomposition technique makes no distinction 

between data generated by a physical measurement or a numerical simulation. This makes these 

techniques well suited for the experimentally measured parameters presented in this work. 

One primary advantage of the decomposition techniques over filtering is that they work 

with the entire data set with minimal information loss. Moreover, unlike filtering techniques, POD 

and DMD do not require prior knowledge or pre-analysis of the data to obtain the dominant 

frequencies. Another motivation is that decomposition techniques are capable of extracting 

dynamically significant structures from the flow field of interest. Each decomposed mode can be 

represented in terms of a spatial response and a temporal response, which provides detailed insight 

into the dynamics of acoustics and combustion. In our work, we seek to extend our understanding 
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of the combustion dynamics by employing advanced algorithm-based decomposition techniques 

to high fidelity experimental data. Specifically, we focus on the fundamental interactions between 

acoustic waves and unsteady combustion heat release and are interested in elucidating these effects 

at specific frequencies that may contribute to the generation of combustion instabilities.  

3.2. Principle of Mathematical Model of Decomposition Techniques 

The goal of any decomposition is to approximate a function z( , t)x  over a specified domain 

as a finite sum of a temporal component ka (t) and a spatial component k ( )F x , 

 
N

k k

k 1

z( , t) a (t) ( )
=

= Fäx  x    (3.1) 

It is assumed that approximation becomes exact as N approaches infinity. Note that in                

Eq. 3.1, there is no fundamental difference between x and t, but x is usually taken as the spatial 

coordinate and t as the temporal coordinate. The representation of Eq. 3.1 is not unique.                         

For example, if the domain (either from experiment or computation) is a bounded interval X on 

the real line, then the functions k ( )F x  can be chosen as a Fourier series, Legendre polynomials, 

Chebyshev polynomials, and so on. Different choices of the space-dependent function k ( )F x will 

result in different time-dependent functions ka (t). The time-dependent functions can be periodic 

or nonperiodic, single-frequency dominated, or multifrequency dominated. 

In the POD analysis, the spatial functions k ( )F x are chosen to be orthogonal functions, i.e., 
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The orthogonality of kF  means that ka  can be determined using only kF , as opposed to all 

the F functions, 
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 k ka (t) z( , t) ( )dx= Fñ
X

x  x   (3.3) 

3.3. Proper Orthogonal Decomposition (POD) 

Proper orthogonal decomposition (POD), is a data analysis technique originally proposed 

in 1901 by Karl Pearson [51] and first recognized by Lumley [52] for its value in analyzing 

turbulent flows. The statistical technique has been applied to data in many different fields that has 

been applied to a wide range of problems from pollutant dispersion [53] to reduced-order modeling 

[49] to machine vision [54] to neurology [55]. Owing in part to the diversity of its applications, 

POD is also referred to by a number of names, including: Principal Component Analysis (PCA), 

the Karhunen-Loève transformation (KLD), the method of empirical orthogonal functions, 

Singular Value Decomposition (SVD), eigenvalue decomposition, factor analysis, the                       

Eckart-Young theorem, empirical component analysis, and the Hotelling transform, among others.                               

The method is essentially a pattern recognition technique that seeks to approximate a dataset 

through a linear combination of a minimum number of orthogonal vectors [48]. While limited in 

aspects in its ability to discriminate between data classes, POD's proven application in detecting 

coherent structures in turbulent [48, 49, 56] and reacting flows [44, 57], together with its 

agnosticism toward the source of data, makes this technique particularly well suited to the 

comparison of simulated and measured combustion dynamic data.  

POD can be used to develop reduced order models and investigate large-scale structures of 

a combustion system. POD decomposes a set of distributions or functions, the ensemble, into an 

optimal orthonormal set of eigenfunctions able to represent the distributions of the ensemble. 

These distributions are represented as a weighted expansion of the eigenfunctions. Subsets of these 

eigenfunctions can offer highly efficient representations of important variables in combustion 
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systems. They are optimal in the sense that they contain the most information relative to any other 

basis set and allow one to capture the dominant features of a system using the fewest number of 

basis functions in an expansion. Examination of a few POD eigenfunctions quickly identifies the 

most important large-scale structures of the flow enabling the researcher to visualize the flow 

behavior and determine where more detailed investigation is desired.  

Furthermore, the potential for a reduced order model utilizing these basis functions can be 

evaluated from their information content as determined from the associated eigenvalue spectrum 

derived from POD. The eigenvalue spectrum quantifies the average contribution of each 

eigenfunction in representing the distributions in the ensemble, and thus its relative importance, to 

the representation of the system properties. For a reduced order model utilizing an expansion in a 

set of basis functions, a measure of the potential for modeling is the number of basis functions 

necessary to capture the flow physics. Because the POD eigenfunctions provide an optimal basis 

set, the number of POD derived basis functions required will be the lowest of any basis set and 

POD analysis can be used as a best case to evaluate the potential for modeling.  

3.3.1. Principle of Proper Orthogonal Decomposition (POD) 

Proper Orthogonal Decomposition (POD) is a mathematical formulation used to obtain a 

modal decomposition of an ensemble series of measurements [48]. Without loss of generality, for 

the sake of simplicity, let us assume the quantity u( , t)x  represents a scalar field. The POD 

technique proceeds by decomposing this field into a set of basis functions, namely spatial 

eigenmodes n( )F x  and time coefficients na (t) such that any snapshot u( , t)x  taken at time ótô can 

be reconstructed as: 

 
0 0 n n

n 1

u( , t) a ( ) a (t) ( )
¤

=

= F + Fäx x  x   (3.4) 
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The zeroth eigenfunction or Mode 0 represents the mean field while the following modes 

represent the fluctuations i.e., capture the dynamics. In POD, the extracted basis functions are 

empirical because the eigenfunctions are computed from the structures in the original fields rather 

than prescribing them apriori as in Fourier decomposition, where sinusoidal modes are chosen 

independently of the data. The basis in POD are chosen to maximize the quantity [48, 49]: 

 
22(u, ) /F F   (3.5) 

Where  denotes ensemble averaging, (a,b) is the inner product and c  is the norm.              

It is necessary that any function of interest should be square integrable in the space xL( )W , where 

xW  is the physical domain under consideration i.e., the region of interest. The maximization 

represented in Eq. 3.5 is described as follows: the POD procedure seeks to decompose the 

ensemble data of the function u( , t)x  onto a base that would maximize the variation content of the 

N-first modes for any integer N [48, 49]. This maximization problem represented by Eq. 3.5 can 

be reduced to an eigenvalue problem as shown below. 

 
Tu( , t).u ( , t) ( ) ( )F =lFx x  x  x   (3.6) 

Where 
Tu( , t).u ( , t)x x  is the auto correlation tensor and superscript T denotes the 

transpose of the field. The eigenvalues, l are arranged in the descending order of magnitude                      

n n 1+l >l and their corresponding eigenfunctions ( )Fx . (modes) are normalized such that                  

n n( , ) 1F F =. The eigenvalue il characterizes the variance fraction content of the mode óiô [58] 

and the POD  modes are optimal in capturing, on average the greatest possible fraction of variance 

for a projection onto a given number of modes [48, 49, 54].  Hence the optimization of basis in 2L

space separates and ranks the eigenmodes according to the energy content [58]. It is to be noted 

that when POD is applied to scalar fields, the square of the intensity has no physical meaning, but 
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the basis functions and coefficients are created just the same, so scalar POD can be used for 

extracting useful  pattern features from scalar intensity [54].  

POD analysis can be carried out using either the classical method [59] or the equivalent 

method of snapshots [60]. In the classical method, consider a physical variable u( , t)x  with a finite 

number of field realizations N, with each realization containing M grid points such that each 

realization has one value in each of the M grid points as shown below. 

 (k) k

m k mu ( , t ) u=x   (3.7) 
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(k) k
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é ù
ê ú

     (3.8) 

The discretization procedure leads to solving an eigenvalue problem for a matrix of 

dimensions M x M. For simplicity, let us consider that a typical OH concentration field obtained 

by means of PLIF has dimensions of 500 x 1024 pixels, resulting in number of spatial grid points, 

M = 500 x 1024 = 512000. Thus, a direct resolution of the eigenvalue problem is computationally 

extensive and therefore not feasible. Hence, the eigenvalue problem at hand is transformed into an 

equivalent but less computationally extensive one as suggested by Sirovich [60]. 

3.3.2. Singular Value Decomposition (SVD) in Proper Orthogonal 

Decomposition (POD) Analysis 

In practice, whole data sets or snapshots are arranged into a POD matrix first, for example, 

with each column containing the temporal data and each row containing the spatial data. Thus, if 

there are M rows of spatial data and N columns of temporal data, the POD matrix will be of size 

M×N.  
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Once we obtain the POD matrix A, the SVD of A is 

 TA U V= S   (3.9) 

Where U is an M×M orthogonal matrix, V is an N×N orthogonal matrix and Ɇ is an M×N 

matrix with all elements zero except along the diagonal. The diagonal elements of Ɇ consist of         

pN min(M,N)=  non-negative numbers il, which are the singular values of A. The singular 

values are unique and are arranged in decreasing magnitude,  

 i i 1+l >l  (3.10) 

In Eq. 3.9, let Q = UɆ. Then A = QVT. The column matrix kq can be interpreted as the 

spatial representation of the kth POD mode, while the column matrix kv  represents the temporal 

evolution of the kth POD mode. If the spatial mode kq is obtained such that Q = UɆ, the temporal 

mode kv  contains all normalized numbers and vice versa. Eq. 3.9 can also be rewritten as: 

 T

k k kA= lu v   (3.11) 

In Eq. 3.11, ku  is the kth column of U and kl  corresponds to the kth singular value of matrix 

A. The kl  is defined as the mode power of the kth POD mode, and it indicates mathematically 

how representative the decomposed modes are compared with raw data, and physically it 

represents the level of information that one can extract in terms of the decomposed modes from 

the original data. 

3.3.3. Method of Snapshots 

The method of snapshots uses the linear relation between the eigenmodes and the ensemble 

of instantaneous samples (snapshots) to transform the M x M eigenvalue problem and recast it into 

a  lighter  eigenvalue  problem of size N x N, where  N  is  the  number  of snapshots (typically,  
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M >> N).  The modified eigenvalue problem is as follows: 

 

(1,1) (1,N) (1) (1)

(N,1) (N,N) (N) (N)

b b c c

b b c c
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  (3.12) 

Where b is the auto-correlation tensor computed using the data from the N snapshots shown 

below: 
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  (3.13) 

Now Eq. 3.12 is a reduced eigenvalue problem of size N x N. The corresponding solution 

consists of N eigenvectors nc  along with N eigenvalues nl . The POD modes are obtained as 

follows: 

 
N

(k) (k)

n n

k 0n

1
( ) c u ( )

N =

F =
l
äx x   (3.14) 

The POD modes are a weighted average of the snaphots. The time coefficients of the POD 

modes can be computed by the projection of individual snapshots onto the POD modes as shown 

below: 
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  (3.15) 

The time coefficient of the nth mode and the kth snapshot is computed as: 

 
M

k k

n n m m

m 1

a ( )u
=

= Fä x   (3.16) 

Given that the quantity u( , t)x  was sampled at a fixed time interval, which is otherwise not 
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necessary, the time coefficientska  can easily be used to extract the frequency content of the modes 

using a Fast Fourier Transform (FFT). A better frequency analysis may even be obtained for the 

time coefficients compared to using point data in the flow field, since the decomposition can work 

as a filter. The POD modes, in contrast to DMD modes, may contain multiple frequencies. 

3.4. Dynamic Mode Decomposition (DMD) 

Dynamic mode decomposition (DMD) is a recent data-based decomposition technique 

developed by Peter Schmid [43, 50] for extracting dynamic information from a series of snapshots 

sampled at a fixed time interval. The extracted flow structures are called as dynamic modes. The 

DMD algorithm is based on a variant of the Arnoldi algorithm suggested by Ruhe [61] to compute 

the DMD modes or approximate the Koopman modes for any field variable. The Koopman method 

decomposes the flow field into a series of so-called Koopman modes in which each mode is 

characterized by a frequency and a growth rate. These modes are determined from spectral analysis 

of the Koopman operator and separated by the frequency corresponding to each flow behavior. 

The dynamic information extracted from the snapshots through DMD is useful in identifying the 

coherent features of the fluid flow which is important in understanding fluid dynamical and 

transport processes. Dynamic modes are ranked according to their coherency by displaying the 

most coherent mode first. DMD can be applied to reactive flows (combustion chambers) to 

understand the underlying transition and instability mechanism. DMD takes in a time series of data 

and computes a set of dynamic modes, each of which are associated with a complex eigenvalue. 

The real part of the complex eigenvalue represents a growth or decay factor for the dynamic mode, 

while, the imaginary part of the complex eigenvalue gives the oscillation frequency of the dynamic 

mode. 
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DMD provides a means to decompose time-resolved data into modes, with each mode 

having a single characteristic frequency of oscillation with a growth or decay rate. DMD is based 

on the eigen decomposition of a best-fit  linear operator that approximates the dynamics present in 

the data. As DMD is closely related to spectral analysis of Koopman operator [62], the DMD 

model analyzes a nonlinear system as a linear combination of the modes whose dynamics are 

governed by the eigenvalues. The Koopman operator is a linear but infinite-dimensional operator 

whose modes and eigenvalues capture the evolution of nonlinear dynamical systems [63]. 

Therefore, a nonlinear system could be described by superposition of dynamic modes whose 

dynamics are governed by eigenvalues.  

Hence, DMD differs from dimensionality reduction methods such as POD, which although 

computes orthogonal modes, lacks temporal representation. POD modes are separated out based 

on their energy content while, DMD modes are separated out based on their frequency and rate of 

growth or decay. While POD is a statistical method, DMD is a stability analysis tool with 

connections to linear global modes. PODôs premise, rests on a hierarchical ranking of coherent 

structures based on their energy content. Mathematically, it uses an eigenvalue decomposition of 

a (commonly) time-averaged spatial correlation tensor computed from the snapshots. The reliance 

on second order flow statistics, however, does not directly capture the dynamics of the underlying 

coherent structures and thus limits the information that can be gained about fundamental dominant 

processes.  

Two major drawbacks that are tacitly acknowledged by employing this method are 

associated with this technique. They are as follows:  

1. The energy may not in all circumstances be the correct measure to rank the flow 

structures 



45 
 

2.  Due to the choice of second-order statistics as a basis for the decomposition, 

valuable phase information is lost. 

 The first shortcoming has been widely recognized, and an explanation for the existence of 

dynamically highly relevant but zero-energy modes has been presented by Noack et al [64]. 

Choosing weight functions that put more emphasis on specific components of the flow field or 

more active regions of the flow can ameliorate the focus on the total kinetic perturbation energy. 

The second shortcoming is more difficult to overcome. The averaging process that produces 

second order statistics causes the loss of information that might be important when classifying the 

dynamic processes contained in the snapshots.  

In many ways, DMD may be viewed as combining favorable aspects of both the POD and 

the discrete Fourier transform (DFT) [65, 66], resulting in spatio-temporal coherent structures 

identified purely from data. In the case of a linearized flow (i.e. a flow of small perturbation about 

a steady base flow), the extracted DMD modes are equivalent to the result of a global stability 

analysis; for a nonlinear flow, the results produce structures of a linear tangent approximation to 

the underlying flow and describe fluid elements that express the dominant dynamic behavior 

captured in the data sequence. Because DMD is rooted fi rmly in linear algebra, the method is 

highly extensible, spurring considerable algorithmic developments. Moreover, as DMD is purely 

a data-driven algorithm without the requirement for governing equations, it has been widely 

applied beyond fluid dynamics: in finance [67], video processing [68], epidemiology [69], robotics 

[70], and neuroscience [71]. As with many modal decomposition techniques, DMD is most often 

applied as a diagnostic to provide physical insight into a system. The use of DMD for future-state 

prediction, estimation, and control is generally more challenging and less common in the literature. 

The main advantage of using this decomposition technique is that it is free from the system 
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matrix of the underlying flow and is solely dependent on the snapshots of the flow. In other 

decomposition methods, the averaging process to produce second order statistics causes loss of 

information that might be contained in the snapshots and important in the classification of the 

dynamic process. But in DMD, the coherent structures accurately describe the motion of the flow 

and is well suited for the analysis of systems with a large spectrum of time and length.  

3.4.1. Arnoldi Algorithm in DMD Analysis  

DMD analysis decomposes the data by frequency. To obtain single frequency dynamic 

modes, suppose the data set is represented as a sequence of snapshots, 

 1

N

1 2 N{ , ,....., }=V ɜ ɜ ɜ  (3.17) 

Where iɜ stands for the ith snapshot of the data. DMD assumes that a linear map exists 

between a snapshot and the next snapshot in the sequence; thus, if A represents the linear map,  

i 1 iA+=ɜ ɜ. Therefore,  

 1

N 2 N 1

1 1 1 1{ ,A ,A .....,A }-=V ɜ ɜ ɜ ɜ  (3.18) 

Another assumption is that there exists a specific number N, beyond which the vector Nɜ   

can be expressed as linear combination of the previous vectors, 

 

N 1 1 2 2 N 1 N 1

N 1

1 1

a a .... a- -

-

= + + +

=

ɜ ɜ ɜ ɜ

           ɜ V a + r

  (3.19) 

Hence, 

 N 1 N N 1 T

1 2 1 N 1A S- -

-= = +V V V r   (3.20) 

Where S is the companion type matrix, 
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  (3.21) 

Applying the eigenvalue decomposition for matrix S, 

 1S T T-= L   (3.22) 

Where matrix T is the eigenvector matrix of S. When sufficient number of snapshots are 

used, the eigenvalues of S are representative of the eigenvalues of A, which contain the time 

evolution information of the flow field. Similarly, the kth dynamic mode corresponding to the 

frequency response can be constructed as, 

 N 1

k 1 k

-=Ɋ V y  (3.23) 

Where ky  is the kth eigenvector of matrix S in Eq. 3.22. The original data set can be 

decomposed into the form in Eq. 3.1, 

 N 1 T

1 k k

k

- äV = Ɋ y  (3.24) 

Where kɊ  contains the dynamic spatial information and ky  contains the temporal 

evolutional information. 

3.4.2. Practical Implementations of DMD Analysis 

As pointed out by Schmid [50], even though the previous Arnoldi algorithm is 

mathematically correct, in practical implementations, the companion matrix S can be ill 

conditioned, especially when the datasets are contaminated with noise. Therefore, a more robust 

implementation is used for DMD analysis in the current studies. First, the snapshots are arranged 

as in Eq. 3.17 to get matrix N 1

1

-
V and then SVD is applied, 
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 N 1 T

1 W U-= SV   (3.25) 

Where matrices W and U are both orthogonal and contain spatial and temporal information, 

respectively. Substituting Eq. 3.25 into Eq. 3.20: 

N 1 N T

1 2

N 1

2

A AW U

AW U

V V

      V

-

-

= = S

= S

 

 T T N 1

2W AW W U S-= S =V   (3.26) 

It should also be noted from Eq. 3.20 that N 1 N N 1

1 2 1A S- -=V V V , so 

T N 1 1

1

T T 1

W SU S

W (W U )SU S

      V
- -

-

S =

Ý S S =

 

 T T 1( U )S( U ) S-Ý S S =   (3.27) 

And it can be seen that S is a similarity matrix to S and they share the same eigenvalues. 

Therefore, eigenvalue decomposition is applied to S  instead of S, 

 
1

S T T
-

= L   (3.28) 

In this way, the kth spatial mode can be calculated as, 

 
k k

W=Ɋ y  (3.29) 

Where 
k

y is the kth eigenvector of matrix S  in Eq. 3.28 and the temporal modes can be 

computed as, 

 1

k k
U -= Sy y   (3.30) 

Each DMD mode corresponds to a single frequency kf ,   

 
k k,i2 f log( ) / tp = l D  (3.31) 
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Where 
k,il is the imaginary part of the kth eigenvalue of matrix S in Eq. 3.28 and ȹt is the 

time step in between two snapshots. Unlike POD, which produces modes in all real numbers, DMD 

modes consist of complex numbers, and usually each individual frequency is related to two modes, 

complex conjugate to each other. Therefore, the responses kV corresponding to the kth frequency 

can be reconstructed by taking the real part of DMD spatial and temporal modesô product, 

 T

k k kRe{ }=V Ɋ y   (3.32) 

3.5. POD and DMD Algorithm Validation 

3.5.1. Numerical Validation  

An image (q) of numeric functions is constructed to validate the POD and DMD results  

[72, 73]. The image superimposes a stationary field 0(q )  and three dominant dynamic structures 

1 2 3(q ,q and q )  with varying characteristic temporal and spatial frequencies.  

 0 1 2 3q q q q q= + + +  (3.33) 
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Here, n n nd a x b= +  is the diameter of the structure, na  and nb are constants, nb is the 

wavelength factor defined as the distance between two neighboring structures, ngis the convection 

velocity of the structure in the streamwise direction and n(t)a  is the growth or decay factor. The 

dominant frequencies nf  for 1 2 3q ,q and q  are 0.5 Hz, 1.64 Hz and 4.0 Hz, respectively. The value  
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Figure 3.1. Numerical images used for POD and DMD algorithm validation. 

of the coefficient n(t)a  determines variations in the convecting structures. n(t) 1a = indicates a 

constant structure without growth or decay 0(q and 1q - no growth or decay), n(t) 1a < and 

n(t) 1a > correspond to decaying 2(q )  and growing 3(q )  structures, respectively. The numeric 

image with multi-dominant structure pattern is composed of three different dynamical structures 

(n = 1, 2 and 3), each of which evolves with a certain velocity at different frequencies.                          

The parameters for each function are listed in Table 3.1. The long-term behavior of q2 and q3 reach 


















































































































































































































































































































