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Abstract

Though modern lovemission combustion strategies have been successful in abating the
emission of pollutants in aircraft engines and power generation gas turbines, combustion instability
remains one of the foremost technical challenges in the developmeseiiofeneration lean
premixed combustor technology. Combustion instability is the coupling between unsteady heat
release and combustor acoustic modes where one amplifies the other in a feedback loop. This is a
complex phenomenon which involves unsteadgneical kinetic, fluid mechanic and acoustic
processes that can lead to unstable behavior and could be detrimental in ways ranging from faster
part fatigue to catastrophic system failure. Understanding and controlling the onset and
propagation of combustianstability is therefore critical to the development of clean and efficient
combustion systems. Imaging of combustion radicals has been a cornerstone diagnostic for the
field of combustion for the past two decades which allows for visualization of flanoduse and
behavior. However, resolving both temporal and spatial structures from-lmaagd experimental
data can be very challenging. Thus, understanding flame dynamics remains a demanding task and
the difficulties often lie in the chaotic and nbnear behavior of the system of interest. To this
end, this work investigates the flame dynamics of lean premixed swirl stabilized flames in two
distinct configurations using a variety of high fidelity optical and laser diagnostic techniques in

conjunction vith advanced data / algorithm based gastcessing tools.

The first part of this work is focused on establishing the effectiveness of microwave plasma
discharges in improving combustor flame dynamics through minimizing heat release and pressure
fluctuations. The effect of continuous, volumetric, direct coupled;egunlibrium, atmospheric
mi crowave pl asma discharge on a swir/l stabi

investigated using quantitative OH planar laser induced fluorescence (PLIFjabpeesolved
i



emission and acoustic pressure measurements. Proper Orthogonal Decomposition (POD) was used
to postprocess OFPLIF images to extract information on flame dynamics that are usually lost
through classical statistical approaches. Results ghatvdirect plasma coupling accelerates
combustion chemistry due to the rthrermal effects of plasma that lead to significantly improved
combustor dynamics. Overall, this study demonstrates that microwave direct plasma coupling can
drastically enhance dgmic flame stability of swirl stabilized flames especially at very lean

operating conditions.

The second part of this work is focused on the development of a stable and efficient
smaltscale combustor architecture with compéegbower density, performance and emission
characteristics to that of existing largeale burners with reduced susceptibility to extinction and
externally imposed acoustic perturbations while maintaining high combustion efficiency and low
emission levelsunder ultralean operating conditions. Prototype burner arrays were additively
manufactured, and the combustion characteristics of the mesoscale burner array were studied using
several conventional and optical diagnostic techniques. The burner array e@Scaly
configured to enhance overall combustion stability, particularly under lean operating conditions,
by promoting flame to flame interactions between the neighboring elements. Dynamic mode
decomposition (DMD) analysis based on high speedRQHF images was carried out to provide
a quantitative measure of flame stability. Results show a marked improvement in combustion
stability for a mesoscale burner array compared to a singlestafiilized flame with similar
power output. Overall, this study ske promise for integration of mesoscale combustor arrays as

a flexible and scalable technology in next generation propulsion and power generation systems.
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Chapter 1.Introduction

1.1. Background and Motivation

Combustion has playediandamental role in the history and development of humans. The
ability to control and utilize fire for warmth, cooking and protection from wild animals was in fact
essential for survival to primitive human beings. With the evolution of civilization, humans
gradually honed their skills to harness heat and thereby energy generated by combustion processes.
In fact, the industrial revolution was heralded by the advent of the steam engines powered by
combustion of wood and eventually cool in the laté 48d eady 19" centuries. Since then,
starting from ships and trains, mass transportation has always relied on combustion. From the
internal combustion (IC) engines that powers millions of automobiles daily all over the world to
the gas turbine engines thaopel aircrafts across the skies to the massive rocket engines used for
space explorations, the majority of modern day transportation systems that hathebeehpin

of globalizationrely on engines powered by combustion of either gaseous, liquidiaifseil

Furthermoreapartt r om transportation, todayods techno
as we know it would never exist without our current expertise in controlling and utilizing
combustion processes. | n f aeeds.are présemtlysniet thBoOgbo o f
some form of combustion process. Also, as humanity continues its strides in technology and
development, our energy needs are bound to rise in the future. Even, if we assume our per capita
energy consumption to remain consttor the next thirty years, the total energy consumption of
the world is still going to increase dramatically in that time. This is due to the expected increase in
worl ddés population by 20% between now and 206E¢E

fossil fuels is not likely to decline any soon and combustion is likely to continue as a major



componentn the energy portfolio for the near future.

Unfortunately, there are issues associated with the continuous burning of fossil fuels to
satisfy our eneng demands. Fossil fuels are a finite (limited) energy resource and hence are
considered as nerenewable. Though according to recent estimate, our current coal, gas and oil
reserves are expected to last for at least another fifty years, it is entiredjicelaht the cost of
fossil fuels that will inevitably be completely expended will most certainly increase beyond the
realm of what can be considered as dnaffordabl
economic crisis. Furthermore, geaiok and cost of fossil fuels are so closely interconnected,
that any minor instability in the geopolitics without much warning can potentially jeopardize
access to our primary energy reserves. This can in turn trigger a sharp increase in the cest of thes

fuels.

Even, if our access to fossil fuels is unimpeded for the next several decades, it is important
to note that burning of fossil fuels in such massive scales has a major negative and potentially
irreversible impact on our environment. As all fo$siéls are carbonaceous, copious amount of
carbondioxide (CO) and other harmful pollutants areleased into thatmospheravhen fossil
fuels are burnedDver the last century, the burning of fossil fuels has increased the concentration
of atmospheric C®by over 50%. Substantial scientific evidence has shown that there is better
than a 95% probability that major greenhouse gases likeh@@ been directly linked tahe
observectlimate changevhich has resulted in increasing global temperatures (glodahing),

extreme weather patterns and rising sea levels.

Beyond damaging our environment, burning of fossil fuels can cause serious health issues
to humans and all forms of life. For example, nitrogen oxides)(E@issions, a byproduct of all

fossil fuelcombustion contributes to ground level ozone (smog) and acid rain which can cause and
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exacerbate a variety of chronic respiratory ailments including bronchitis, asthma in humans. In
addition to this, acidic precipitations (acid rain) increases the acfligkes and streams, which

can be harmful to fishes and other aquatic life in addition to damaging trees and weakening forest
ecosystems. Particulate matter (PM) or soot, polycyclic aromatic hydrocarbons (PAHs) and
unburnt hydrocarbons (UHC) are produ@eda result of incomplete combustion of fossil fuels.
These emissions, in addition to be a major contributor for respiratory disorders, have also been
established as potential carcinogenic agents. Thus, for our civilization to continue its progress and
flourish in a world that is dependent on a continuous supply of energy, it is essential to develop
energy systems that are affordable, efficient and harm the environment and life in general as little

as possible.

To achieve this goal, there has been an asing interest in using renewable energy
sources such as solar, wind, hydroelectric and geothermal energy to meet at least some of our
energy demands. However, there are a several disadvantages associated with renewable energy
sourcesRenewable energy sauescannot provide a continuous source of eneagg are very
vulnerable to weather and other climatic conditions: clouds, days with low wind speed and
seasonal droughts can reduce energy output from solar power plants, wind energy farms and
hydroelectrigpower plants respectively. Also, itd#ficult to efficiently throttle the energgutput
from renewable energy sourdessatisfy ever fluctuating demandis.general, renewable energy
is more expensive to produce and to use when compared to fosséhs$ubley require large areas
of land which are often located in remote areas it can be expensive to build power lines from the
renewable energy sources to the cities that need the electricity. For example, dams that are essential
to hydroelectric power phts can take up large portions of land and are essentially situated only

in certain specific parts of the world. They can also have significant negative environmental impact



on the surrounding ecosystem. At present, renewable energy source are ndapgarificient

and hence at this time do not offer an affordable alternative to burning of fossil fuels. Nuclear
energy would be ideal in theory, however, existing geopolitical situation along with the general
publicbs negati ve sglopmentahdavid cohtinue i kinder the develepment d e v

of nuclear power plants.

Moreover, the energy production to weight ratio (thrust to weight) for renewable energy
sources is extremely lower when compared to modern gas turbine engines operating mith liqu
hydrocarbon fuels. Thus, even if a significant portion of our energy demands and-gesead
transportation needs are met by using renewable energy sources, it is unlikely that our air
transportation systems will be powered by anything other than esngielying on liquid
hydrocarbon fuel combustion in the foreseeable future. Hence it is of paramount importance, that
we are invested in developing combustion systems that are efficient, economical and clean in terms

of emissions.

1.1.1.Gas Turbines

Today, gasurbines have become an important, widespread and a reliable device used in a
multitude of applications ranging from power generation to transportation (aviation and marine
propulsion). Gas turbines have become a dominant power generation technologyneieo
A gas turbine is a heat engine that uses high temperature, high pressure gas as a working fluid to
spin a turbine thereby generating power or thrust. The combustion of fuel with air is usually used

to produce the needed temperatures and predsueéfgciently drive the turbine.

Some of the major factors driving the development of combustors used in gas turbine

engines are:



1 Improving thermal efficiency of the engine.

1 Reducing pollutant emissiorprimarily CO and NQ
1 Increasing operational flébility.

1 Ever increasing energy demand.

1 High prices and strong price volatility

Since the passage of the Clean Air Act of 1970 which imposed stringent emission control
norms, stricter government regulations regarding pollutant emission and in particobadés of
nitrogen, continue to be enacted. To comply with these norms, the gas turbine industry is

continuously seeking new ways to reducex@issions.

Several solutions have been previously employed in gas turbine industry to reduce NO
emissions andneet Environmental Protection Agency (EPA) regulations. These techniques
include catalytic combustion, ridburn / quickquench / leaburn (RQL) combustion, fuel
staging, water or steam injection and lean premixed combustion. Among these techniques, the
RQL system is usually hampered by soot formation and incomplete mixing while catalytic
combustion tends to be too expensive, but research on these technologies is still currently ongoing
[1]. Currently, lean premixed combustion is garnering more interest of late and has become the
most promising technology option for reducing Némissions. In lean premixed combustion
systems, the flame temperature is reduced by the use of excess air (combustion occurs at lower
eqguivalence ratio) which results in a decrease in the formation of thermal (Zeldovich mechanism)
for NOx [2, 3]. For example, General Electric (GHE) 2005utilized a dry low NQcombustion
system for their 12 MW class 40gas turbine which reduc@&tOx emissions from 25 to 15 ppm.
These emission levels are guaranteed over any operating condition-I00%0 of load and

ambient temperatures €9°Cto 38°C. The combustion chamber for this system incorporates four
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GE5 premixed pilot burners and includes flame detection, flashback thermocouples, and a

humming detection system for combustion instability control.

1.1.2.Lean Premixed Combustion

Older generatiom of gas turbine combustors were driven by diffusion type flames. The
pollutant emissions particularly N@ould not be lowered sufficiently to abide by the emission
regulations using the diffusion flame configuration. To address the issue, premixed wombus
where fuel and air are mixed in premixing sections prior to the combustion chamber was
introduced to achieve significant reductions in \gissionsFigure 1.1 shows the effect of
unpremixedness parameter U on ,Ndhissions. U = 0, if fuehir mixture is completely mixed
and homogenous; U > 0, if fualr mixture is not completely premixed and U = 1 if no mixing has
occurred. Furthermore, the feml mixture 5 additionally kept fuelean to achieve low NO
emissions as shown figure 1.2 along with simultaneously decreased fuel consumptibimis

new technologys referr@ to adean premixed combustion.

Though lean premixed combustion allows for pollutant emissions to be curtailed, it is more
susceptible to flow field fluctuations than diffusion flames. Hence, combustors that employ lean
premixed flames are also signifitdy more susceptible to thermoacoustic instability than those
driven by diffusion flames. Thus, it is more likely that when lean premixed flames are involved,
acoustic driving due to thermoacoustic coupling vakceed acoustic damping]. Such
thermoacoustidnstabilities are characterizetby large amplitude oscillations of one or more
natural acoustic modes of the combustor. The instabilities generally occur when the unsteady heat
release from combustion couples with the natural acoustic modes of thestombpesulting in

self-excited oscillations. Combustion driven pressure oscillations can make the flame unstable,
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reduce part life, and lead to structural damage and failure. This aspect of lean premixed systems

has been hindering its development and use inugbmes[6].
1.1.3.Combustion Instability

Combustion instabilitieare a major problem in the design, development and operation of
modern highperformance propulsion systerig]. Combustion instabilities refer self-sustained
oscillationsat or near the acoustic frequency of the combustion chambat aise dwe to the
closedloop coupling between unsteatigat release and presstigctuations[8, 9] inside the
combustion chamber. Combustion instabilitieBen manifestas large amplitude pressure
oscillationsthat result inmany undesirable effects leading &risusemission angerformance
degradatiorand catastrophic destruction of engine hardWa@. The typically low frequency
oscillations induce large mechanical vibratiomghe systenthat often result in combustor failure.

In unstable operation mode, enhanced heat transfer at combustor walls may lead to partial or total
blow off [7-10]. The coupling betweethe heat release fluctuations and the acoustics was first

identified by Lord Rayleighl11] as follows:

If heat be periodically communicated to, and abstracted from, a mass of air
vibrating (for example) in a cylinder bounded by a piston, the effect produced will
depend upon the phase of the vibration at which the transfer of heat takes place. If
heat be given to the air at the moment of greatest condensation or be taken from it
at the moment of greatest rarefaction, the vibration is encouraged. On the other
hand, ifheat be given at the moment of greatest rarefaction, or abstracted at the

moment of greatest condensation, the vibration is discouraged.



This is called the Rayleigh criterion, which is a necessary condition for the occurrence and

sustenance of combustiorstabilities. Mathematically, Rayleigh criterion can be expresses as:
1 T
?Fpi(t) q(dt>0 (1.3)
0

Where pi(t) and gi(t) represent the pressure and heat release fluctuations respectively.
In a practical combustiorsystem,where flames are typically confined withihe combustion
chamber, pressure fluctuations fremsteady flames will reflect fromine combustor bouraties
back to the burner. Flames, beisigsceptible to acoustic perturbations, respond to these direct
acoustic fluctuations as well de indirect hydrodynamic fluctuations generated by acoustic
fluctuations at components tife burner and the flame hotdé this manner, a feedback loogan
be establisked between theinsteady flame and acoustic fluctuations within the combuBta.
basic nature of the feedback loop that drives the combustion instability phenomenon is shown in
Figurel.3.

Phase difference Rayleigh Criterion
Combustion

4)" - 1 T
(\/ e R
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Flow - Heat release
> N Flo I - —)
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Acoustics

Figure 1.3. Combustion instability feedback loop showing the coupling between acoustics and

combustion procesdong with Rayleigh criterion.
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When the amplification of acoustic energy at the flame during this feedimagking
exceedghe acoustic damping in the combustor, thermoacoustic instabilityspdhtaneously
occur. Acoustic fluctuations correspondinghe resonant modes of the dact the least damped
and consequently most likely to participate in the feedback couplmegfrequency of fluctuations
in the flame associated with the feedback loop will accordiogityespond to the resortanodes.
Thus,a constructive thermacoustic feedback loop leads to settited, seHsustainedacoustic
and heat release rate oscillations, known as thermoacoustic oscilidrite phenomenon is

referred to as thermoacoustic instability.

Acoustics
Atomization/ Flame
Vaporization/ wall
Mixin interactions
Upstream £ T
dynamics Downstream
. Stabilization dynamics
Feed line flame Heat
dynamics  H  Injection holding release Exhaust
| Entropy | | impedance
Impedance waves conditions
conditions l |
Organized Flame /
Mixing [ vortex vortex
structures interactions
[ Acoustics

Figure 1.4. Basic interactions leading to combustion instabilifiE2] .

In general, combustion instabilities are driven by a variety of flow and combustion
processes that can give rise to an unsteadyélease in @ractical combustiosystem A driving
process generates a perturbation of the flow field while a feedback process couples this
perturbation to the driving mechanism and produces the resonant interaction which may lead to

combustion instabily. The driving mechanism itself involves a wide variety of elementary
10



processes that are schematically outlinedrigure 1.4. The feedback generally relates the
downstream flow to the upstream region and it is in most cases acoustic in nature. The coupling

may also include convective modes like entropy waves.
1.1.4.Combustion Instability Control

Due to their potential harm to system performance, it is often necessary to find ways to
reduce the magnitude of these oscillations in the course of developing a new combustion system.
To suppress combustion instability, the feedback loop between the actiwmstic modes and
unsteady heat release should be interrupted. The methods that are generally employed to suppress
or attenuate combustion instabilities can be divided into two clg&8gspassive and active

control.

The first class of methods called passive methods requoedan physical understanding
of the phenomenon and attempt to prevent combustion instabilities by modifying the combustion
process to reduce its driving which involves modifications of the combustion systems, e.g.,
changing the injector desidf4], changing the combustor geometry to prevent the excitation of
unstable modeby the addition of baffles to the injector face in a liquid rofis} increasing the
combustorbés damping by t[l6]le Untortldately,ipassive ocohtrola c o u s
approaches have generally not been satisfactory due to lack of adequate understanding of the
fundamental processesh at dri ve the instability, which re

applicable to a specific combustor design over a limited range of operating con@tions

In contrast to a passive solution approach, an active control mechanism minimizes
combustion instability by continuously sensing and evaluating the state of the combustor and

forcing it to perform in a desirable manrn#B]. Due to easy implementationost of the current
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active control technology involves modulating the primary/secondary fuel injection e.g., shear
layer mixing[17, 18] valves that oscillate air or fuel flow etL9]. However, the limitations of

such a control strategy make it impractical for many propulsion apphsatio
1.2. Scope of Research

Combustion instability is a complexhenomenorwhich involves unsteady chemical
kinetic, fluid mechanic and acoustic processes that candeexstabe behaviorand be detrimental
in ways ranging from faster part fatigue to catgsiic system failureUnderstanding and
controlling the onset angropagationof combustion instability is therefore critical to the
development of clean and efficient combustion systémmsging of combustion radicals has been
a cornerstone diagnostic fthe field of combustion for the past two decades which allows for
visualization of flame structure and behaviblowever, resolving both temporal and spatial
structures from imagbasedexperimentaldata can be very challenginghus, understanding
flame dynamics remains a demanding tamkd thedifficulties often lie in the chaotic and
nortlinear behavior of the system of intere3b this end, this work investigates the flame
dynamics of premixed swirl stabilized flames in two distoatfigurations using a variety of high
fidelity optical and laser diagnostics techniques in conjunction with advanced agtaithm

basedoostprocessing tools.

The first part of this works focused on establishing the effectiveness of microwave plasma
dischargesin improving combustor flamethrough minimizing heat releasand pressure
fluctuations. The effect of continuous, volumetric, direct coupled;agunlibrium, atmospheric
microwavep | asma di scharge on a swir|l stabilized,
using quantitative OH planar laser induced fluorescence (PépEgtrally resolved emissi@nd

acoustic pressure measuremen®oper Orthogonal Decomposition (POMas uwsed to
12



postproces$OH- PLIF datato extract information on flame dynamics that are usually lost through
classical statistical approach&irect plasma couplingccelerated combustion chemistry due to
the nonthermal effects of lasmathat lead to significantly improved combustor dynamics
Overall, this studylemonstratethat microwave direct plasma coupling can drastically enhance

dynamic flame stability of swirl stabilized flames especially at very lean operating conditions.

The second part of this worls focused ondevelopment of a stable and efficient
smaltscale combustor architecture with comparable performandemission characteristics to
that of largescale burnerswith reduced susceptiity to extinction and externally imposed
perturbations while maintaimigh combustion efficiency and low emission levels under-ig@a
operating conditiongPrototype burner arrays were additively manufactaned the ombustiam
characteristics aihe mesoscale burner arrayere studiedising severatonventional and optical
diagnostic échniques. The array was specifically configured to enhance overall combustion
stability, particularly under lean operating conditions, by promoting flame to flamadtiters
between neighboring elemen@ynamic mode decomposition (DMD) analysis basechigyh
speedOH-PLIF imageswas carried out t@rovide a quantitative measure of flame stability.
Overall, this studyhows promise for integration of mesoscale combustays as a potentially

flexible and scalable technology in next generation propulsion and power generation systems.
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Chapter 2.Laser Diagnostics for Reactive Flows

2.1. Laser Induced Fluorescence (LIF)

Laserinduced fluorescence (LIF) is a commaorvell-established methodnd a versatile
tool for detection ofchemical speciesr interrogation ofthermodynamic state many science
and engineering disciplinesIF is highly selective byboth species anduantum stateThe
absorption and emission o&diation is governed by quantum mechanics and is affected by
collisional energy transfer which in turn allows for concentration, temperature, pressure density,
velocity and reaction chemistry measuremé¢2@. In the field of combustion research, LIF has
evolved to be the most predominant method for detection and measurement of minor species in
flames and reactive fles [21-24] . Planar LIF imaging (PLIF) has matured into an effective tool
for flow visualization and 2D imaging of concerniom fields of chemical species and other
thermodynamic variabld@5, 26] This allows for resolving the spatial structure of a reactive flow
field. Chemical species like OH, CH and HCHO are particularly targeted in LIF as their presence
marks the reaction zone, combustion products and the preheat zone resg@aijveiher target
species like NO are used for flow visualization by seediadlow using the selected spedi28].
In this chapter, the basic theory of LIF spectroscopy required interpretation of the LIF signal is

presented.

2.2. Basic Theory of Laser Fluorescence

2.2.1.Quasi Two-Level System Model

A quasi twelevel model is used to introdutke fundamental energy transfer processes
involved in LIF essential to understanding the dynamics of LIF. LIF is fundamentally viewed as a

two-step process: First, the target molecule is excited to a higher energy state by absorption of
14



energy from the onant photons of the laser followed by molecules in the excited state relaxing
back to the ground state through both radiative aneradiative pathways. The LIF signal is result

of radiative relaxation, by which the excess energy is released spontgneotie form of
fluorescent photons. The noadiative relaxation pathways compete with LIF and their relative

magnitude impacts greatly the quantitative interpretation of the signal.

For a typical diatomic moleculé,IF can bestudied using a quasivb-level systemas
shown inFigure2.1 with transitions occurring betwedmno electronicenergy states. The twevel
model is a highlysimplified representation of th&ctual physicsassociated with LIF process.
However, it can be successfully usked developing a mathematical modssedsteadystate
(nonttransient)systemanalysis to understand LIF dynamics. The main mechanisms responsible
for energy transfer between the two levels is also showigire?2.1.

Induced Induced Collisional Collisional

Absorption  Emission  Excitation De-Excitation Fluorescence

Energy

negligible  ‘Quenching’ LIF
Figure 2.1. Two level LIF model with relevant energy transfer processes.
Absorption of radiation promotes the molecule or atom from the grenedyystate (E,)
to an excitecenergystate (E,). The excitedmolecules canbe perturied by the presence of a

radiation field anccanemit a resonant photdn the processreturning to the ground stat€he
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excited molecules can also reléx the ground statéhrough collisions with other molecules
througha nonradiativeprocesgeferred to agjuenching The reverse processlledcollisional
excitation occurs at a significantly slow rate when compared to other energy transfer processes
and hence is typicallneglectedFinally, the excited molecule capontaneoug emit radiation

as it relaxes to the ground state through a process ¢aitedscenceThe details regarding the

energy transfer processes in the#ewel model is discusses in detail in thééddaing section.

2.2.2.Fundamental Energy Transfer Processes

2.2.2.1Induced (Stimulated) Absorption

Stimulated hsaption is an excitation mechanism directly coupled to the interaction

between the laser and the targeted moledtsaption (W,,) is the event where energy from
the incident photon of a laser be&gptured by the population in the ground energy sidg)

and added to the moleculebs internal ener gy

(E,). Theabsorptiorrate W,, (') is diredly propational to theEinstein transition probability

coefficient B, (m*/J€ ) and can be expressed as:
le =_"12n (21)

Wherel . (W/cm?’s ') is the incident laser irradiance per unit frequency interval (spectral

irradiance) and c is the speed of light (mA)nore rigorous model that accounts for the laser

and absorption line shape is given by
_ BlZ
W, —Tﬁn( ng( ) (2.2)
Wherel (n) is the laser line shape agdn) is the absorption line sha. The incident laser

16



irradiance can be decomposed as shown below.
—_ BlZ 0 Bl 0
W, ==210f ( hg()ul  F2°, (23

Where12(n) is the normalized spectral irradiance ahg(n) is the spectral distribution

function. The convolution integral of the two
dimensionless numbdéess than or equal to 1. Since the energy required to induce the absorption

is generally provided by pulsed lasers which are spectrally broad when compared to the targeted
absorption lines, it can be assumed that the laser intensity is constant espedinal width of

the absorption lines, which results in a value of 1 for the overlap integpleEq2.2 is assumed

tobevaidas | ong as 3 is considered as the | aser |
2.2.2.2Induced (Stimulated) Emission

Stimulated emission is an excitation maukan also directly coupled to the interaction

between the laser atite targeted molecule. Stimulated emisgj@¥},) is the simultaneous event

which induces a reverse, deactivation process which causes the excited moleculesperthe up

energy stat€E, ) to relax back down to the ground energy sidg). Thestimulated emission
rate W,, (S') is diredly propationa to the Einstein transition probability coefficient

B,, (m*/J< )andcan be expressed as:
W, =—== (2.9

Stimulated emission and absorption processes are coupled by their corresgorsting

transition probability coefficients and energy level degeneracies as shown below.

91812 = g2BZI (25)
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Whereg, and g, are the degeneracies of energy levg]sand E, respectively.

2.2.2.3Spontaneous Emission

Spontaneous emissiofA,,) is the evenby which an excited molecule in the upper
energy state(E,) spontaneously relaxes to the lower electronic gnatgtes by emitting
fluorescence. This radiative decay process constitutes the main mechanism for LIF signal
production. The fluorescence rate is given by the Einstegfficient A, (s'*) and the total
fluorescence rate A is the sumfloforescence rates over all individual transitions as given below.

A= a A, (2.6)
i
Spontaneous emission and stimulates emission are related by the Einstein coefficients as

shown below.

A, _8phn 4
B ¢ hp (2.7)
Where h 1is the nPahdam cake dhe frequemcg and mvavenumber

corresponding to the transitidg, - E respectively. This can be rewen in terms of Einstein

coefficient for absorptiorB,, as

A21:&8p2ﬁ g p?
B, 9, C %

(2.8)

2.2.2.4Rotational and Vibrational Energy Transfer

In any molecule, the energy levels are fully described by a hierarchy of quantum numbers
namel vy, electronic (n), vi bration (3) and

individual energy components namely electromig,.(n), vibrational E, (n) and rotational
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E...(J) energies respectively that constitute a particular energy level. The total internal energy
T(n,n,J) of the molecule in a specified energy level is the sunthebe three individual

components as shown below.

T(n,J) £, (N) €, (INEF( (29)

AZZ*

J=0
Rotational Manifold

—

v=5
Induced J’=9
ey Absorption

Potential Energy

J’=5 vi=0

J’=0
Rotational Manifold

Figure 2.2. Excitation diagram. The molecule absorbs a photon equal to the energy gap between
the upper and lowegnergystates.Theelectronic potential weltonsists omultiple vibrational

levelswhich in turn caisists ofmultiple rotational levels.
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Transitions involving a change in the electronic state are called rovibronic, indicating the
change in all three components. The excitation of the molecule by a narrowband laser, targeted to

a single rovibronic tragition is illustrated inFigure2.2, which shows the hierarchy of energy

levels and the excitation of a molecule through a specific rovibltewnat based on the frequency
of the narrowband laser. The two electronic stafestéte:first excited upper electronienergy
state, Xstate ground electronienergy state) anadicatedby the two potential energy diagrams.
The \brational levels arel®wn with horizontal lines in each electronic state #r&drotational

manifold attached to relevant vibrational state are magrafietdshown in thanset.

While the excitation transition is between two specific rovibronic states defined by the set
ofgumt um numbers (n, 3 and J), the subsequent
transitions. The excited state molecule may fall to a range of rotational and vibrational energy
levels as illustrated iRigure2.3, which results is fluorescence spectra over a range of wavelengths.
Further, the molecules in specific rovibrational levels in the upper excited energy state can migrate
to neighboring rotational or vibliahal states by internal energy transfer processes through
collision with other molecules beforde-excitation (fluorescence) occurs. Rotational energy
transfer (RET) is typically very fast and is particularly significant in LIF dynamics of short pulse
narosecond lasers. Thermal equilibrium is perturbed when the laser pumps population from
specific rotational levels in the ground electronic energy state to those in the excited upper energy
state. Rotational energy transfer is responsible for refilling pletiag the relevant energy levels

in an effort to reestablish thermal equilibrium distributions. The rate of rotational energy transfer

Qrer(ST) caused by collisions with all other species j in the system is given by

P ..
Qper = ﬁa X,V;Sger | (2.10
J
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Wherex,;andy are the mole fraction of the specie

of the collisional particles respectively. The relative velocity of the colliding particles is given by

ATZ

v, _ 5 /
\ / Rotational
v=d - energy
\ / Rotational Manifold transfer
O | s

energy

/ transfer | 1
Ny /

vV=5

\ Fluonescenc/ =9
h \ / =3 v’=0
v=3 =0

, 2\ / Rotational Manifold

v = / -

= A =
A
7 \ S
E'n X v=2 s =3 v=1
= v=1 e
-:g '''' _ Vibrational
= I
)
e
=
=W

Figure 2.3. Fluorescencealiagram. The molecule emits a photon equal to the energy gap between
the upper and lower states but does not have to fall through the excitation transition. Excited
molecules may fall to the ground vibrational state or the first vibrational level. An gmado
process occurs with respect to the rotational transition. Furthermore, both the vibrational and

rotational states may change before fluorescence occurs due to collisions. This is called

vibrational energy transfer (VET) and rotational energy trangfdeT).
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f KT : :
V= 8KT , wherem ="M _ s the reduced mass of the system. The pararsgter, (cn’) is
p m, +m, Y

the effective rotational cross section for <co
(VET) is conceptually identical to the rotational energy transfer but for the fact that energy transfer
occurs to neighboring vibrational levelRotational energy transfer and vibrational energy transfer

become increasingly important at high pressures, due to the increase in collision rates.

2.2.2.5Collisional De-excitation (Quenching)

Quenching(Q,,) is the event by which an excited reolle in the upper energy st4te, )
can relax down to a lower electronic energy stéiig) by nonradiative transitions through

collisions with other molecules. The overall rate of quenci@ygs* )induced by collisions with

all other species 6j6 in the system is expres
P .
Q—ﬁa XVi 3, (21D
J

Rotational and vibrational energy transfer maintain the molecule in the upper electronic
state, thereby retaining the possibility of fluorescence while quenching forces the molecule back
down to the lower eleatnic state. Thus, quenching is a directly competing process to LIF. Also,
from EqQ.2.11, it can be clearly seen that is clear that quenching is directly proportional to the
pressure P and inversely proportional to temperature T. Hence, the impact ofiilggesc

significant in high pressure applications.
2.2.3.0ther Energy Transfer Processes

In addition to the energy transfer processes described above, evtbryy transfer

mechanisms can play significant roles in the analysis of LIF.
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2.2.3.1Predissociation

Predissociatiois the process by which a molecule is excited into a rovibrational level of
bonding state above the dissociation energy or onto a potential surface crossing tb@mdamdi
state which results in the dissociation of the molecule @asrsin Figure2.4. The predissociation

rate constan®,; is an intrinsic molecular property and specific to an excitation transition.

ALt

O('D) + H(®S)

_—

\ \\\ / Predissociated
X1 v=2 - potential curves

OCP)+ H(®S)

Potential Energy
<\l
I

Figure 2.4. Potential curves for ground, excited, and predissociative states of OH.
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2.2.3.2Photoionization or photodissociation

Photoionization or photodissociation occurs when a molecule in the excited upper energy
stateabsorbsadditional photonso excite an electronienergy leveto an unbound state, leaving

the molecule ionizedl'he photo ionization rate constaW,, for energy level 2 can be expressed

as,

s..|
2i hn. ( )

Where s, (cn?) is the photoionization cross section from energy level 2 larid the

irradiance of the photoionizing laser of frequemcy

2.2.3.3Intersystem crossing

Intersystem crossing a nonradiative process which involves the transition between two
different electronic states hang different spin multiplicities. As such a molecule from a single
state can nomadiatively cross to a triplet state and vice versa. Intersystem crossing occurring

between two overlapped potential surfaces can influence the dynamics of LIF.
2.2.3.4Phosphoresence

Phosphorescends theprocessn which the absorbed energy is slowly dissipated in the
form of radiation. This process is relatively slow, because it is kineticalfavwored, since it

involves transition that are normally forbidden.

Each one of th processes described earlier has an associated time scale which is shown in

the Jablonski energy diagramhigure?2.5.
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Figure 2.5. Jablonski Energy Diagram.
2.2.4.LIF Equation Based on Two Level Model

The basic physicef excitation and dexcitation processes involved in Ltan be easily
understood using a twlevel model. The steady state (Abansient) rate analysis tife twalevel
model yields the LIF equation, which captures the key physics involved in the LIF process.
The actual physics and distribution of energy levetsdiatomic molecules are moeecurately
described by a quantumechanical densitynatrix approacti29, 30} However,the steady state
rateanalysis is sufficient to reflect most of the basic conceptsived with the added benefit of

mathematical simplicity. In theory, this type of simplified sebng is appropriate for atomic
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species and molecular systems with fully equilibrated or fully frozen rotational level manifolds.
In practice, such models can be effectively used as a first approximation in actual LIF experiments.
The basic transitionswolved in the twdevel model are shown iRigure 2.1. The stimulated

absorption and stimulated emission rates demoted byW,, and W,, respectively. The

quenchingand spontaneous emission rates are denotég} band A ,, respectively.

The steady state rate analysis assumes a constant laser irradiance ititevisity forces
W,, and W,, to be constants based Bq. 2.1 and Eq2.4 respectivelyNow, based on steady

state rate analysis of the te@vel system, the rate of change of populatibmolecules for energy

state 1 and 2 is given by,

. _d
nl:d_r;1 = n‘1VVZI.2 n?(WZJ. Q2-ll- AZJ’_

(2.13

. dn
nz:d_,[2 :nlvvlz nz(Wzl Q"zl Azi" VV2i+ PPD *|c)

Wheren. r epresents the rate of change of popul
population reach an excites state through stimulated absofptigh, molecules can leave energy
level 2 through spontaneous emissiph,,) or by the competing mechanisms of stimulated
emission (W,,), collisional quenching(Q,,), predissociation (P), photoionizatigi¥,;) and
intersystem crossing .) .

Now, typically photoionization only occurs by design and most excited state are not

predissociative. If predissociation, photoionization and intersystem crossing are neglected, then

there is only population exchange between states 2.ahad if the initial excited population is
negligible, the total number densi(g®) is given by
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n=n n, & (2.149)
Wheren, and n, represent the population number densities of energy states 1 and 2 at any
given time respectively and? refers to the population of energy stateribr to laser excitation.

Therefore, since the total population number density cannot change, the rate at which molecules
are excited has to be equal to the rate at which molecuesvatk to the ground state which

results in a closed system described as,
n,+n, 0 (2.15)
Now solving Eq. 2.13, neglecting predissociation (P), photoionizatiogW,;) and

intersystem crossind ) along with the initial condition, at =0, n, =, n, £, we have,

n,(t)=n’ é\/\/21-'-(221 A, W (Wi, Wy, @y At
1\t T Th e
c W,+W,, 9, A,

2.16
a 1- e'(le Wy @y Apyt ( )

n, (t)=nd W,
' 1$N12+W21 €y Ay

- O: O

At steady statét = 9, the populatiomlensity of energy state 1 and 2 can be expressed as,

Oa W21+Q21 -|A21

n(t=19 =
' léﬁ/\llZ-*-W21 -Q21 AZl

(2.17)

a

W.
n,(t= 9 Flg 12
?;N

12+W21 -Q21 A21
Thus, at eady state, the population density of energy state 2 can be expressed as,

o

W12
Q21 A 21

a
n2 (t = C) :énz )steady state n:d:‘lN + (218)
C''a
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2.2.5.LIF Regimes

Depending on the incident laser eneldytwo limits of operation for LIF can be defined

based on the steady state analysis. When the incident laser energy is sufficientlyzhigh,

stimulated absorption and emission balance and the population of the two energy states are
determined by the ratio of the degeneracies in a tveov e | model , other wise ki
In this limit, the fluorescence signal is independent of la&ensity. The other mode of operation

is the 6weak excitationo6, which occurs when t

saturation(l° ¢ 1%

2.2.5.1Weak Excitation (Linear LIF)

sat
n

When I? is sufficiently below!®™, the fluorescence signal is linearly proportional to the

|l aser intensity. Generall y, -unifarnstiesahdiatteeuation L |1 F 6
effects pose practical problem in applying LIF in the saturatacheedn this regime, the induced
emission from energy level 2 is much weaker than the sum of collisional and spontaneous decay
processes i.e,

B.,l
W,, = 2;” <A, 0, (2.19

Thenn, < <, andn? ° n,. The population fraction in energy level 2 givenHxy. 2.18

can be rewritten as

0 W12

n,=n —<%— 2.20
’ ' Q21+A21 ( )

It has been experimentally shown that the LIF signal is proportional to the population in

erergy level 2, the rate of spontaneous emis#igja nd t he sol i d angle of c
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this, the fluorescence signdl (photons/s) can be written as,

W
S.=n, VA214—p (2.21)

Where V is the volume of excited molecules given\by AL , A is the lasr beam focus

: w :
area, L is the path length of the observed quorescence?rquds referred to as the collection

fraction. In standard practice, the fluorescence signal is quantified in terms of the LIF intensity

l(W/cn?). The population density of energy level 2 is replaced by a function of the initial
ground state population?) usingEq. 2.20. For a more accurate model, the tiegel model

assumption is relaxed, and we assume that the lower energy level has a manifold of rotational
levels in thermal equilibrium. The population in these lower energy levels maintain a Boltzmann
distribution and th population of a specific rotational level can be writtem@g , wheref,
represents the Boltzmann fraction of the individual energy level. Thus, the LIF intensity can be

written as,

3B W @ A
e =(n%, ) (AL) &21° G & Wﬂ (2.22)
N (1b) ¢C é%g'zl Kavt

Eq.2.22is known as the LIF equation and is fundamental for interpreting the LIF signal

experiments and in steady state computational simulations. The—téﬁii— is called the
21+ 21
fluorescence yield 0, which the ratio of spon

de-excitation rates. It is a direct reprasgtion of how much of the excited population will
fluoresce. Typically, the fluorescence yield is much less than 1. For other molecules where

predissociation and intersystem crossing are large, the fluorescence yield can be expressed as
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A21
QZl + A21 -MVZi I:'.PD I Ié

(2.23)

Where W,,,l. and P, are the rates of photoionization, intersystem crossing and

predissociation respectively. Quenching is the dominant relaxation pathway for molecules that
have absorbed laser energy. To make quantitative measurements in the [ear, the
guenching rate must be accounted for. This is a challenging task as the quenching rate constant
is based on the energy exchange between colliding molecules. It is a function of both gas mixture
composition and temperature and these two parasnate not trivial to measure and naturally

have steep gradients in a reacting flow. For a laminar flame with well understood chemistry,
guenching corrections can be determined accurately. However, other avenues that circumvent

guenching rate correctionseausually preferred for unsteady and turbulent flames.
2.2.5.2Saturation LIF

The difficulties in quantifying the quenching rate can be avoided by forcing a competing
de-excitation process to occur at a rate sufficiently high to make the quenching rate negligible.

Saturated LIF is a common strategy for avoiding the need for quenchmections. This is
opposite the linear regime, so thHt2 1°*. Under this conditionabsorption and stimulated
emission dominate population exchaniyea simple tweevel model, saturation occurs when the
induced emission is muchriger than the collisional and spontaneous emission as given by

W21 = Ble n

>A, 8, (229

Thepopulationfraction in energy level 2 giveny Eq.2.18 carbe rewritten as

m,—*# A== (2.29



Now using Eq2.14 and Eqg2.25, thepopulation fraction in energy level 1 can be expressed

as
a
n=n ot (2.26)
chto
Based on Eg2.23 and Eq2.24, theLIF intensity | . for the saturation regime can be
written as,
a g 0 ,aW B
| nJf L 2.2
LIF (1b)ggl+g2@‘ ae4—§ (2.27)

Thus, from Eq2.27,it can be clearly seen that the fluorescence signal is independent of
both laser irradiance and the quenchiaig.In the saturation regime, the rates of laser absorption
and stimulated emission become so large thatdbeyinate the state to state energy transfer into
and out of the directly pumped levels. Since quenching does not influence the fluorescence
intensity, LIF in the saturation regime can potentially be less complicated with the added benefit
of maximizing the fluorescence yield and therefore increasing detection sensitivity. However,
complete saturation is difficult to achieve due mainly to the Sipesavelength region of the
absorption or the magnitude of the saturation intensity. Furthermore, the decrease of energy in
outer edges of the laser beam and the temporal deviation of pulse to pulse fluctuations introduce
further complications. Thereforgpplication of LIF techniques in the linear regime using laser
energy below the saturation is generally recommended and constitutes the basic approach in this

thesis.The criterion for theauration spectral irradiandé™ based on the twtevel analysis can

be expresseds

ISat aAZl +Q21

&ﬁ (2.29)
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Chapter 3.Decomposition Techniques for Flame Dynamics

3.1. The Need for Decomposition Techniques to Understand Flame Dynamics

Advanced combustion systems designed to operate under lean, premixed conditions have
great potential to substantially curtail emission and satisfy regulatory requiref3dnis
Such systems, however, areoma susceptible to combustion instability, which in turn can
negatively impact performance and durabi[@®]. Understanding and controlling the onset and
propagation of combustion instability is therefore critical to the development of clean and efficient
combustion system@3]. Numerousexperimental[14, 3437] and theoretical38, 39] studies
have made significant progress understandingthe key dynamics that affect combustion
instability such as oscillatory heat rele§4@], acoustic$41], and equivalence ratftuctuations
[42]. In spite ofthese contributiondimited experimental data coupled withadequatenalysis
techniqued43] have inhibited detailed combustion instability model developrustik the past
few years Coherent structureacross multipletime and length scales caltive combustion
instability. However, resolving both temporal and spatial structures from oespsl
experimentaldata can be very challenginghus, understanding flame dynamiggmains a
demanding tasknd thedifficulties oftenlie in the chaotic and nelmear behavior of the system

of interest.

Combustion instabilities arise due to the coupling of speeifioustic modes in the
combustor configuration with the dynamics tife combustion heat release. When these
phenomena occur in phake a specific acoustic mode frequency, there is usually a constructive
amplification of the mode, resulting in the growth of the modeiastability. Understanding the

coupling of these phenama is nottrivial, especially for complex configurations involving
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multiple physical interactionas it requiregapturing a multscale phenomenon involving a large
number of parametefd4]. These parameters can t@ptured as an ensemble of snapshots in a
frozen state across 2D planes by advdtaser diagnostic techniqupb]. The physical variables

captured could be major species or radical concentration as well as velocity vectors.

Planar measuremerltke OH-PLIF result in ensembles of 2D planes with each snapshot
providing some insight about a typical turbulent flow field provided that the coherent structures
are much stronger than small scales fluctuations. Instantaneous snapshots are often tsleown in
literature to illustrate, albeit qualitatively, the spatial arrangement of a dominant flow phenomenon.
Such snapshots are clearly valuable for qualitative validation but are insufficient for quantitative
comparisons to similar snapshot from a differeygtem and can obscure leksminant flow
features that may be of importance, but which are overshadowed by thdaongrent structures.
Hence, there is no significance associated with a particular snapshot and hence, it is customary to
handle such datsets by averaging the images and extracting ensemble averaged and
rootmeansquare (RMS) fieldsThe drawback of doing so is thatlarge fraction of the
information contained in the snapshots is lost, especially the flame dysamd particularly the
flame interaction with large scale coherent structureEnce itis safe to say that in terms of
isolating the underlying fluid mechanisntisese statistical techniques are far inferior to the model

based techniques applied to nuioalty generatediata.

Traditional data processing in combustion instability analysis involves the bandpass
filtering of the signals around a frequency of interest. The frequencies of interest can be determined
from a power spectral density (PSD) analydishe signal. In this way, the correlation between
acoustics and combustion can be explored within a certain frequency range. However, filtered

results are sensitive to several factors like filter type, bandwidth, and sample quality.
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While successive moments of the time statistics do represent a natural and intuitively meaningful
technique for the validation of most quantities for engineering purposes and although power
spectral density does allow for detailed analysis of thauénegy content of a given time series,
neither technique can provide an adequate description of the spatiotemporal nature of the system's
dynamics.One approach that has been used to attempt to solve this problem idopkede
sampling, which has been sessfully used to study flames with periodic instabilifié§].

This technique, however, requires an external forcing source that can be used to trigger the

measurement, which prevents it from being applied teeselited flames.

Hence to extract informatiaegarding the flame dynamics from an ensemble of data,
needs a numerical microscope,ather words to perform a distillation enabling to sort out the
information and onlyretain the fraction of interest in the form of a statistical quantity.
The extraction of dynamical features by a global stability analysis has remained a tool that is nearly
exclusively applied to numerical simulations. This is because the respective algorithms require the
system matrix of the underlying flow order to build a sequence of (artificial) flow fields upon
which the convergence of the numerical method relies. In physical experiments this system matrix
is not available, and whereas a subroutine call of the-hghtl side is straightforward to
accommaate in a numerical simulation, the same is not true for experiments. Rather, in
experimental setips, the only input that is readily available are the flow fields themselves, either
in form of particle image velocimetry (PIV) measurements or in formsofalizations of a passive
tracer. Therefore, if coherent structures are to be identified from experimental data, algorithms
need to be designed that rely on these measurements only. heusle¢compositionof
experimental measurements into temporally gratially coherent structures is an important tool

in the arsenal of any experimentalists, since the breakdown of a flow field into organized,
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connected and largecalefluid elements allows a more thorougimalysis of complex fluid

processes.

Few such teahmiques are available to do so including conditional averaging, wavelet
analysis [47], Proper Orthogonal Decomposition (POI48, 49] and Dynamic Mode
Decomposition (DMD[43, 50] Decomposition techniques, such as POD and DMD, allow many
of these shdcomings to be overcome and allow for reproducible, statistically converged
representations of the key flow features and their various magnitudes, time scales, and spatial
distributions. These techniques use instantaneous realizations of the systenffigiimtsspatial
and temporal range and resolution such that the relevant flow structures are sufficiently
represented. Ensembles of these instantaneous snapshots can be decomposed in space and/or time
to separate the various coherent modes from each iotlzeway that allows for a statistically
representative, reproducible, and quantitative description of each. Because such decompositions
rely only on the input data and require no underlying model or approximation, they are said to be
agnostic to the sooce of the data, that is, the decomposition technique makes no distinction
between data generated by a physical measurement or a numerical simulation. This makes these

techniques well suited for the experimentally measured parameters presented in this work.

Oneprimary advantage of the decomposition techniques over filterititaisthey work
with the entire data set with minimal information ldgireover, unlike filtering techniques, POD
and DMD do not requirgrior knowledge or pranalysis of the data tobtain the dominant
frequencies. Another motivatiors that decomposition techniques amapable of extracting
dynamically significant structures from tHew field of interest. Each decomposed mode can be
represented iterms of a spatial response artd@mporal response, which provid#etailed insight

into the dynamics of acoustics and combustiormur work, weseek to extend our understanding
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of the combustion dynamics lemploying advanced algorithivased decomposition techniques
to high fidelity experimental dataSpecifically, we 6cus on the fundamental intetians between
acoustic waves and unsteady combustion heat rededsare interested in elucidating these effects

at specific frequencigkat may contribute to the generation of combustistabilities.
3.2. Principle of Mathematical M odel of DecompositionTechniques

The goal oanydecomposition is to approximate a functigt, t) over a specified domain

as a finite sum of a temporal componep(t) and a spatial componeft, (x),

20,0=4 3, () F ©) (31

It is assumed that approximation becomes exact as N approaches iNotgythat in
Eq. 3.1, there is no fundamental difference between x and t, but x is usually taken as the spatial
coordinate and t as the temporal coordinate. The representation @& 1E@ not unique.

For example, if the domain (eithBom experiment or computation) is a bounded interval X on

the real line, then the functiorfs, (x) can be chosen as a Fourier series, Legendre polynomials,
Chebyshev polynomials, and so on. Different choices of the sfgmEndent furton F |, (X) will
result in different timedependent functiong, (). Thetime-dependent functions can be periodic

or nonperiodic, singkrequency dominated, or multifrequency dominated.

In the POD analysis, the spatial functidag(x) are chosen to be orthogonal functions, i.e.,

&l if k, =k,

)Ij:kl(x) F,(X) dx AiO 3) theruise (3.2)

The orthogonality of, means that, can be determined using orffy,, as opposed to all
the F functions,
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a, ()= iz, t) K &)dx (3.3)
X
3.3. Proper Orthogonal Decomposition (POD)

Proper orthogonal decomposition (POD), is a data analysis technique originally proposed
in 1901 by Karl Pearsori51] and first recognized by Lumlejp2] for its value in analyzing
turbulent flows. The statistical tegique has been applied to data in many different fields that has
been applied to a wide range of problems from pollutant dispdf3pto reduceebrder modeling
[49] to machinevision [54] to neurology{55]. Owing in part to the diversity of its applications,

POD is also referred to by a number of names, includinigcipal ComponentAnalysis(PCA),

the KarhunerLoéve transformation(KLD), the method of empirical orthogonal functions,
Singular Value Decomposition (SVD), eigenvalue decomposition, factor analysis, the
EckartYoung theorem, empirical component analysis, and the Hotelling transimongeothers.

The method is essentially a pattern recognition technique that seeks to approximate a dataset
through a linear combination of a minimum number of orthogonal velet8tsWhile limited in

aspects in its ability to discriminate between data classes, POD's proven application in detecting
coherent structures in turbulef8, 49, 56]and reacting flowg44, 57} together with its
agnosticism toward the source of data, makes this technique particuldtlysuited to the

comparison of simulated and measured combustion dynamic data.

POD can be used to develop reduced order models and investigateciagstructures of
a combustion system. POD decomposes a set of distributions or functions, the enséondte
optimal orthonormal set of eigenfunctions able to represent the distributions of the ensemble.
These distributions are represented as a weighted expansion of the eigenfunctions. Subsets of these

eigenfunctions can offer highly efficient represgiuns of important variables in combustion
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systems. They are optimal in the sense that they contain the most information relative to any other
basis set and allow one to capture the dominant features of a system using the fewest number of
basis functiongn an expansion. Examination of a few POD eigenfunctions quickly identifies the
most important largscale structures of the flow enabling the researcher to visualize the flow

behavior and determine where more detailed investigation is desired.

Furthermoe, the potential for a reduced order model utilizing these basis functions can be
evaluated from their information content as determined from the associated eigenvalue spectrum
derived from POD.The eigenvalue spectrum quantifies the average contributioeach
eigenfunction in representing the distributions in the ensemble, and thus its relative importance, to
the representation of the system properties. For a reduced order model utilizing an expansion in a
set of basis functions, a measure of the pakfir modeling is the number of basis functions
necessaryo capture the flow physics. Because the POD eigenfunctions provide an optimal basis
set, the number of POD derived basis functions required will be the lowest of any basis set and

POD analysis cabhe used as a best case to evaluate the potential for modeling.
3.3.1.Principle of Proper Orthogonal Decomposition (POD)

Proper Orthogonal Decomposition (POD) is a mathematical formulation used to obtain a
modal decomposition of an ensemble series of measute@8h Without loss of generality, for

the sake of simplicitylet us assume the quantity(x,t) represents a scalar field. The POD
technique proceeds by decomposing this field into a set of basis funatamely spatial

eigenmoded- (X) and time coefficients, (t) such that any snapshotx,t)t aken at t i me

be reconstructed as:

U D=3 KK) A a0 FO (34
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The zeroth eigenfunction or Mode 0 represents the mean field while the following modes
repregnt the fluctuations i.e., capture the dynamics. In POD, the extractedflbagionsare
empirical because the eigenfunctions are computed from the structures in the original fields rather
than prescribing therapriori as in Fourier decomposition, whesmgmusoidal modes are chosen

independently of the data. The basis in POD are chosen to maximize the dd48nd8i
(WFP) /| A (35)
Where ( ) denotes ensemble averagir(g,b) is the inner product andc| is the norm.
It is necessary that any function of interest should be square integrable in thé@pgcevhere
W, is the physical domain under consideration itlee region of interest. The maximization
represented irEq. 3.5 is described as followsghe POD procedure seeks to decompose the
ensemble data of the functiar{x,t) onto a base that would maximize the variation content of the
N-first modes for any integer M8, 49] This maxmization problem represented By. 3.5 can
be reduced to an eigenvalue problem as shown below.
(U, .U & ) F &)= | @) (3.6)
Where <u(x,t).uT (x,t)> is the auto correlation tensor and superscript T denotes the

transpose of the field. The eigenvalués are arranged in the descending order of magnitude

|, >, and th& corresponding eigdanctions F(x). (mode§ are normalized such that

n

(F,,F,) 4. Theeigenvalue, char acteri zes the varian[& fract

and the POD modes are optimal in capturing, on average the greatest possible fraction of variance
for a projection onto a given number of mof#&; 49, 54] Hence the optimization of basis irf
space separates and ranks the eigenmodes according to the energy{s®ntiens to be noted

that when POD is applied to scalar fields, the square of the intensity has no physical meaning, but
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the basis functions and coefficients are created just the same, so scalar POD can be used for

extracting useful attern features from scalar intengiby].
POD analysis can be carried out using either the classical m@8apdr the equivalent
method of snapshof§0]. In the classical method, consider a physical varialptet) with a finite

number of field realizations N, with each realization containing M grid points such that each

realization has one value in each of the M grid points as shown.below

u® (X 1) = U (3.7)
eu; o
€. u
é' u
u® =€k With k 4,2, 3..... (3.8)
e. u
é: U
&, 4
M U

The discretization procedure leads to solvingedgervalue problem for a matrix of
dimensions M x MFor simplicity, let us consider thattygpical OH concentration field obtained
by means of PLIF hasmiensions of 500 x 1024 pixels, resulting in number of spatial grid points,
M =500 x 1024 = 512000. Thus, a direct resolution of the eigenvalue problem is computationally
extensive and therefore not feasible. Hence, the eigenvalue problem at handastiethsfto an

equivalent but less computationally extensive one as suggested by Sjié@jich

3.3.2.Singular Value Decomposition (SVD) in Proper Orthogonal

Decomposition (POD) Analysis

In practice, whole data sets or snapshots are arranged into a POD matrix first, for example,
with each column containing the temporal data and each row containing the spatial data. Thus, if
there areM rows of spatial data ard columns of temporal datehe POD matrix will be of size
MxN.
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Once we obtain the POD matrix A, the SVD of A is

A=U 8T (3.9
Where U is ailMxM orthogonal matrix, VisaNxNor t hogon al MMEN i X an
matrix with al/l el ements zero except along tF

N, =min(M, N) nonnegative numbers;, which are the singular values of A. The singular
values are unique and are arranged in decreasing magnitude,
I >.) (3.10
INEQ.3.9,let Q = UE. TTTheecolumA matrixq@&n be interpreted as the
spatialrepresentationf the K" POD mode, while the column matrix_represents theemporal
evolution of thek™ POD mode. If thespatiaimodeq,i s obt ai ned seatenporal hat Q
mode v, contains all normalized numbers and weesa. Eq3.9 canalso be rewritten as
A=u, Lv, (3.11)
In Eq.3.11, u, is the K'column of U and , corresponds to thésingular value of matrix
A. The |, is defined as the mode power of tH& ROD mode, and it indicates mathematically

how representativehe decomposed modes are compared with raw data, and physically it
represents the level of information that one can extract in terms of thenple®sed modes from

the original data.
3.3.3.Method of Snapshots

The method of snapshots uses the linear relation between the eigenmodes and the ensemble
of instantaneousasnples (snapshots) to transfaitme M x M eigenalue problem and recasinto

a lighter eigenvalueproblem of size N x N, wher&\l is the number of snapshots (typically,
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M >> N). The modified eigenvalue problem is as follows:

eb™ ... p*NV gc@ g c®

e . . . u.é .

6 ° - oo T H : (3.12
HND o NN u

g) b UC(e u d

Where b is the autoorrelation tensor computed using the data from the N snapshots shown

below:
gui cee uJI;/I ‘Sulg coe L!LN
b(N3N)=éE RN use'- : (3.13
8 - Ul g - o

Now Eq.3.12 is a reduced eigenvalpsoblem of size N x N. The corresponding solution

consists of N eigenvectors along with N eigenvalue$ ,. The POD modes are obtained as

follows:

N
F () =08 e ) (314)

n k=0
The POD modes are a weighted average of the snaphots. The time coefficients of the POD

modes can be computed by the projection of individual snapshots onto the POD modes as shown

below:
ea o
é. u
¢ u
a“(t)=¢6a W F - F oF u® (3.15)
e. u
é: 0
&\ U
The time coefficient of the'hmode and the'ksnapshot is computed as:
M
=8 RK. U, (316)
m=1

Given that thejuantity u(x, t) was sampled at a fixed time interval, whis otherwise not
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necessary, the time coefficiemiscan easily be used to extract the frequency content of the modes

using a Fast Fourier Transform (FFT). A better frequency analysis may even be obtained for the
time coefficientcompared to using point data in the flow field, since the decomposition can work

as a filter. The POD modes, in contrast to DMD modes, may contain multiple frequencies.
3.4. Dynamic Mode Decomposition (DMD)

Dynamic mode decomposition (DMD) isracent datdbased decomposition technique
developed by Peter Schnii3, 50]for extracting dynamic information fromseries of snapshots
sampled at &ixed time interval. The extracted flow structures are called as dynanudes.The
DMD algorithm is based on a variant of the Arnoldi algorithm suggested by[Rihe compute
the DMD modes or approximate the Koopman modes for any field varidi#e{oopman method
decomposes the flow field into a series ofcatled Koopman modes in which each mode is
characterized by a frequency and a growth rate. These modes are determined from spectral analysis
of the Koopman operator and separated by the frequency corresponding to each flow behavior.
The dynamic informatiorextraced from the snapshots through DNMuseful in identifying the
coherent features of the fluid flow which is important in understanding fluid dynamical and
transport processeBynamicmodes are ranked according to their coherency by displaying the
most colerent mode firstDMD can be applied toeactive flows ¢ombustion chambeéergo
understand the underlying transition and instability mechardib takes in a time series data
and computes a set of dynamic modes, each of which are associated witHex @ggmvalue.

The real part of the complex eigenvalue represents a gomattayfactor forthe dynamic mode
while, theimaginary part of the complex eigenvalue gives the oscillation frequency of the dynamic

mode.
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DMD provides a means to decomposeetisolved data into modes, with each mode
having a single characteristic frequency of oscillatidgtth agrowthor decay rate. DMD is based
on the eigen decomposition of a béstinear operator that approximates the dynamics present in
the dataAs DMD is closely related to spectral analysis of Koopman opefé&jr the DMD
model analyzesa nonlinear system as a lineasmbination of the modes whose dynamics are
governed by the eigenvalues. TKeopman operator is a linear bofinite-dimensional operator
whose modes aneigenvalues capture the evolution of nonlinear dynamical sysfé8&js
Therefore,a nonlinear system could be described by superposition of dynamic modes whose

dynamics are governed by eigenvalue

Hence DMD differs from dimensionalityeduction methods such BO®D,which although
computes orthogonal modes, lacks temporal represent®i@D. modesre separated out based
on their energy contemthile, DMD modes are separated dassed on theiréquency and rate of
growth or decay.While POD is a statistical method, DMD is a stability analysis tool with
connections to linear global modésO D 6 s isqy regtsnon a hierarchical ranking of coherent
structures based on their energy content. Mathieallgt it uses areigenvalue decomposition of
a (commonly) timeaveraged spatial correlation tensomputed from the snapshothe reliance
onsecondrderflow statistics, however, does not directly capture the dynamics of the underlying
coherent struaresand thus limits the information that can be gained about fundamental dominant

processes

Two major drawbacks that are tacitly acknowledged by employing this method are

associated with this technique. They are as follows:

1. The energy may not in alircumstances be the correct measure to rank the flow
structures

44



2. Due to the choice of secomdder statistics as a basis for the decomposition,

valuable phase information is lost.

The first shortcoming has been widedgcognized, and an explanation foe existence of
dynamically highly relevant but zenergy modes has been presented by Neack [64].
Choosing weightfunctions that put more emphasis on specific comporaise flow field or
more active regions of the flow can ameliorate the focuthenotal kinetic perturbation energy.
The second shortcoming is more difficult a@ercome.The averaging process tharoduces
secondrderstatistics causes the loss of information that might be important when clas#ifying

dynamic processes contained in the snapshots.

In many ways, DMD may be viewed as combining favorable aspects of both the POD and
the discrete~ourier transform (DFT]65, 66] resulting in spatidenporal coherent structures
identified purely frondata.ln the case of a linearizdldw (i.e. a flow of small perturbation about
a steady base flow), the extracteMD modesare equivalent to the result of a global stability
analysis; for a nonlinear flovihe results produce structures of a linear tangent approximation to
the underlying flowand describe fluid elements that express the dominant dynamic behavior
capturedin the data sequencBecause DMD is rootefirmly in linear algebra, the method is
highly extensible, spurring consideralalgjorithmic developments. Moreover, as DMD is purely
a datadriven algorithm without the requiremefdr governing equations, it has been widely
applied beyond uid dynamics: irfinancg67], video processinf68], epidemiolog)69], robotics
[70], and neuroscierd71]. As with many modal decompositisechniques, MD is most often
applied as a diagnostic to provide physical insight into a sydteeuse oDMD for future-state

prediction, estimation, and control is generally more challenging and less comthetiterature

The main advantage of using this decompostigahniquas that it is free from the system
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matrix of the underlying flowand is solely dependent on the snapshots of the flow. In other
decomposition methods, the averaging process to produce second order statistics causes loss of
information that might be contained in the snapshots and important in the classification of the
dynamic process. But in DMD, ttmherenstructures accurately describe the motion of the flow

andis well suited for the analysis of systems with a large spectrum of time and length.
3.4.1.Arnoldi Algorithm in DMD Analysis

DMD analysis decomposes the dataftgguency. To obtain single frequency dynamic

modes, suppose the data set is represented as a sequence of snapshots,
VY ={3, 3.... B (3.17)
Where 3, stands for the'i snapshot of the data. DMD assumes that a linear map exists
between a snapshot and the next snapshot in the sequence; thus, if A represents thapjnear
3., =A { Therefore,
VY ={3,A 3A?% ,.3.,AV" } (3.18
Another assumption is that there exists a specific number N, beyond which the3ayector
can be expressed as linear combination of the previous vectors,

3nTa 3, ,3 & Ay na
(3.19

3, = Yta +
Hence,
AVt =V v NS (3.20)

Where S is the companion type matrix,
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a0 a
o O 2,

S=ee : (3.21)
&
2 1 0 &,
& 1 ay,

Applying the eigenvalue decomposition for matrix S,
S=TILT? (3.22)

Where matrix T is the eigenvector matrix of S. When sufficient number of snapshots are
used, the eigenvalues of S are representative of the eigenvalues of A, which contain the time
evolution informatio of the flow field. Similarly, the R dynamic mode corresponding to the
frequency response can be constructed as

Qo= \"1y (329

Where y, is the K" eigenvector of matrix S iEq. 3.22. The original data set can be
decomposed into the form ky. 3.1,
Vi =8 Aok (329
k
Where (, contains the dynamic spatial information agyg contains the temporal

evolutional information.
3.4.2.Practical Implementations of DMD Analysis

As pointed out by Schmid50], even though the previous Arnoldi algorithm is
mathematically correct, in practical implementations, the companion matrix S can be Ill
conditioned, especially when the datasets are contaminated with noise. Therefore, a more robust

implementation is useaf DMD analysis in the current studies. First, the snapshots are arranged

asin Eq.3.17to get matrix/,""*and then SVD is applied,
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vit=w 8"’ (3.25
Where matrices W and U are both orthogonal and contain spatial and temporal information,
respectively. Substitutingq. 3.25 into Eq.3.20:
AVNt=V])Y AW S

AW = VU &

WAW=W'VINU & § (3.26)

It should also be notedom Eq.3.20 thaiav ' =V ) =V 'S, so
WT VN ISUS t =S
Y WI(WSUT)suU S 8
Y (SUNHS(S')L s (3.27)

And it can be seen tha is a similarity matrix to S and they share the same eigenvalues.

Therefore, eigenvalue decomposition is applied timstead of S,
S=T1T" (3.28)
In this way, the ¥ spatial mode can be calculated as,
Q. =Wy, (3.29)
Wherey, is the K" eigenvector of matrixg in Eq. 3.28 and the temporal modes can be
computed as,
Yy, =U Sy, (3.30)
Each DMDmode corresponds to a single frequeficy

2pf, Hog( 1)/ t (3:31)
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Wherel ;is the imaginary part of thé'leigervalue of matrixSin Eq.3.28and ot i s t

time step in between two snapshots. Unlike POD, which produces modes in all real numbers, DMD
modes consist of complex numbers, and usually each individual frequency is related to two modes,

complex conjugate to each other. Therefore, tsparsey¥, corresponding to the'kfrequency

can be reconstructed by taking the real part

V, =Re{q, ¥} (332

3.5. POD and DMD Algorithm Validation

3.5.1.Numerical Validation

An image (q) of numeric functions is constructed to validate the POD and DMD results

[72, 73] The image superimposes a stationary figlg) and three dominant dynamic structures

(0,,0, and g with varying characteristic temporal and spatial frequencies.

=0, 9 & G (3.33)
é 2
A (X, Y, 1)= exnanL7 (3.34)
g »
m= - e &x- -tlg y? +C
q,x.y.)= g)a (3 exp%é Ipd b v ¢ (3.35)
m=- @ 8 c n s
=5 3.36
fo =2 (3.36)

Here d, =a,x +b, is the diameter of the structura, and b, are constantsh,is the
wavelength factor defined as the distance between two neighboring strugfusafe convection
velocity of the structure in the streamwise direction an¢t) is the growth or decay factor. The

dominan frequencied, for q,,q, and gare 0.5Hz, 1.64Hz and 4.(Hz, respectivelyThe value
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Figure 3.1. Numerical images used for POD and DMD algorithm validation.

of thecoefficient a  (t) determines variatia®in the convecting structuresa, (t) = indicates a
constantstructurewithout growth or decay(q,and g,- no growth or decay)a,(t) < and

a,(t) = correspond to decayinff],) and growing(q,) structuresrespectivelyThe numeric

image with multidominant structure pattern is composed of three diffeslgnamical structures
(n =1, 2 and B each of which evolves with a certain velocity at different frequencies.

The parameters for eatimctionare listed infable3.1. The longterm behavior of and g reach
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