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Abstract

This thesis discusses two methodologies for applying type discipline to concurrent programming with actors: process types, and session types. A system based on each of the two is developed, and used as the basis for a comprehensive overview of process- and session-type merits and limitations. In particular, we analyze the trade-offs of the two approaches with regard to the expressiveness of the resulting calculi, versus the nature of the static guarantees offered. The first system discussed is based on the notion of a typestate, that is, a view of an actor’s internal state that can be statically tracked. The typestates used here capture what each actor handle may be used for, as well as what it must be used for. This is done by associating two kinds of tokens with each actor handle: tokens of the first kind are consumed when the actor receives a message, and thus dictate the types of messages that can be sent through the handle; tokens of the second kind dictate messaging obligations, and the type system ensures that related messages have been sent through the handle by the end of its lifetime. The next system developed here adapts session types to suit actor programming. Session types come from the world of process calculi, and are a means to statically check the messaging taking place over communication channels against a pre-defined protocol. Since actors do not use channels, one needs to consider pairs of actors as participants in multiple, concurrently executed—and thus interleaving—protocols. The result is a system with novel, parameterized type constructs to capture communication patterns that prior work cannot handle, such as the sliding window protocol. Although this system can statically verify the implementation of complicated messaging patterns, it requires deviations from industry-standard programming models—a problem that is true for all session type systems in the literature. This work argues that the typestate-based system, while not enforcing protocol fidelity as the session-inspired one does, is nevertheless more suitable for model actor calculi adopted by practical, already established frameworks such as Erlang and Akka.
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Chapter 1

Introduction

The field of computing has always strived to achieve high performance in terms of speed. Given the physical constraints that limit the maximum circuit density per unit of silicone area, we have now turned to parallel computer architectures [44], with remarkable results. The achieved increase in performance has rendered large-scale numeric calculations practical [94, 140], accelerating research in fields such as cosmology [54] and biology [77]. It has enabled—in terms of tractability—the training of artificial intelligence agents on very large data sets [85], producing systems that can play Atari games [105] and beat human champions in Go [123]. Moreover, the power consumption of processing units tends to scale cubically with their clock frequency, which makes multi-processing architectures fiscally preferable to fewer, power-hungry processing units [82, 83]. It is thus no coincidence that companies such as Google and Yahoo own large parallel computing infrastructures, and spend many man-hours developing parallel algorithms for data processing [34, 42].

Writing correct parallel programs is more difficult than writing sequential code: in addition to common problems such as dereferencing invalid pointers and memory leaks, programmers have to deal with deadlocks, data races and synchronization issues, to name a few. Adopting the actor model of computation [1] alleviates many of these problems: first, actors are concurrent objects, and hence capture parallelism naturally; second, they are fully encapsulated, i.e., they cannot access each other's state directly—thus, data races cannot occur; third, actors communicate with one another via asynchronous message passing, closely resembling the asynchronous nature of the physical world [65]. Because of these traits, and particularly due to their independent nature, actors encourage code modularity and the separation of concerns. In fact, actor-based languages have been used to implement industry-strength, widely used systems, such as the original back-ends of WhatsApp and Facebook chat [92, 130], both written in Erlang [86].

Despite the model's success, there are still concurrency-related problems that are left to the programmer to address. For example, it is difficult to verify that a collection of actors communicate according to some pre-defined specification. Deadlocks are also possible: situations where each actor requires the receipt of a particular message from another actor to make progress, in a cyclic manner. In general, synchronization issues are inherent to concurrent programming, since one needs to reason about how asynchronous events may be ordered,
and whether some orderings can cause problems. Avoiding problematic event sequences, and conversely, enforcing the desired ones, is at the heart of what makes concurrency difficult to get right.

This thesis is concerned with countering some types of synchronization issues at compile-time, i.e., statically. We focus on actors in order to capture programming models where the concurrent entities communicate via message-passing—implemented, for example, by MPI [100], Akka [93], and Erlang [86]. This is in contrast to shared-memory programming, where concurrent entities can access shared variables—captured, for example, by Java threads [110]. Given a program with fully encapsulated concurrent processes that exchange messages, we are interested in the static enforcement of two different, yet related types of properties: first, we want to ensure that communication follows a pre-defined pattern exactly; second, we want to guarantee that certain necessary messages are eventually sent to the processes that require them.

Consider the example of two actors communicating via a sliding window protocol [127]. This consists of actor a sending a sequence of messages to actor b, where each message needs to be acknowledged. The protocol dictates that a can keep sending, but only while the number of unacknowledged messages remains below an agreed upon threshold n. If this threshold is reached, then a needs to pause and wait until the window of unacknowledged messages drops below n, i.e., one more acknowledgment is received from b. Given an implementation, we seek to answer the question of whether the code corresponds to this protocol. The question is, in other words, whether it is possible that program execution produces a communication trace which violates the given constraints—and we want to know this at compile-time.

While above we discussed strict protocol adherence, this thesis is also concerned with guaranteeing a second type of property: the eventual delivery of required messages. Consider a scenario where a server creates worker processes on-demand, lets them serve requests received from client processes, and then needs to kill each worker process as they finish their jobs. Assuming that the system terminates processes by delivering a kill message, we want to guarantee that the server does indeed send such a message to each dynamically spawned worker. As before, we are concerned with static enforcement: given an implementation, ensure that it is impossible to produce an execution where an idle worker waits for a kill message indefinitely.

In strongly-typed programming languages such as C++ and Java, the compiler is usually tasked with guaranteeing plug-compatibility. Consider, for example, typed variable declarations: the compiler ensures that a memory location corresponding to an integer variable never contains a value intended for use as a floating-point number. Allowing so would not be safe, because the bitstring representation of floating-point numbers differs from that of integers.
Plug-compatibility can be guaranteed via the use of a suitable type system. A type system consists of rules that typecheck program statements, i.e., decide whether they can violate a desired property at runtime. For example, to avoid the aforementioned issue of integer vs floating-point bitstring representation, a simple type system would deem an assignment statement to be safe if the left- and right-hand sides of said assignment have the same type. The reason for such checks is that we need to ensure that operations on data work as expected. For example, the hardware does not employ the same algorithm for multiplying integer values, as for multiplying floating-point ones.

It is worth noting that, in reality, we don’t need to guarantee that both sides of an assignment statement have the exact same type. Rather, we merely need to ensure that the two sides are compatible—meaning that the operations applicable to the variable on the left are also applicable to the data on the right. This is, in essence, the meaning of plug-compatibility: it is safe to replace a piece of data with another that admits at least the same operations. This is known as the Liskov substitutability principle [95, 96].

Plug-compatibility questions arise in the context of concurrent programming as well: given two processes, determine if they can be used interchangeably in a concurrent program. Closely related are issues of composition: given a system of concurrently executing processes, determine whether it is safe to compose them with a given external process. In the sequential world, the relevant questions concern data and admissible operations, which can be decided by looking at the types of said data. However, the problem is more difficult when considering processes, because processes evolve—and with them, so do their types. Consider the example of a single-cell buffer, which can receive a set message, making it full, and an unset message, making it empty. The buffer’s type thus evolves as program execution progresses. As it turns out, it is still possible to use a type system to decide composition in this context. In fact, in his seminal 1993 paper, Honda [67] proposed a type system to check communication compatibility for pairs of concurrent processes: a type is assigned to each process, describing the communication interactions that it is allowed to engage in. Typechecking then requires that two processes that exchange messages have dual types, meaning that each process expects precisely the message sequence that the other sends.

Plug-compatibility is an example of a safety property. Intuitively, a safety property can be understood as the absence of a specific undesired situation: the fact that execution will never enter a pre-defined set of bad states. As such, the previously described sliding window example is one where we require a safety property too: that of the messaging pattern not deviating from the protocol. As it turns out, this property can also be enforced with a type system. In fact, Takeuchi et al. [126] do exactly that for concurrent processes that communicate over channels: a type is assigned to each channel, describing the patterns of
messages it is allowed to carry. Assuming suitable restrictions on the class of protocols we are interested in, looking at the relevant use sites suffices to decide whether each channel is used in accordance to its type.

**Figure 1.1:** Two actors communicating via a sliding-window protocol, with a window size of 3. Actor \( a \) can only initiate the sending of an \( m \) message if the total number of \( \text{ack} \)s it has received is within 2 of the number of \( m \)s it has sent.

While our work is based on the above ideas, our focus is on actors, where channels do not exist: actors can address each other by name, and communicate via asynchronous message-passing. This thesis looks at types as communication protocol specifications, and presents a typing methodology that decides adherence to such specifications by looking at the behavior of individual actors. The most important extension over other similar works is the treatment of cases that combine asynchrony with parameterization over the allowed message interleavings. In the example of the sliding window protocol, shown in Figure 1.1, the size of the window determines the allowed interleavings of messages and acknowledgments: no more than \( n \) messages can be unacknowledged at any given time, and up to a combined total of \( n \) messages and acknowledgments can arrive to their destination in any order. In fact, prior work cannot capture such complex interactions (see page 65) unless the value of \( n \) is known at compile-time.
We have thus far discussed safety properties, i.e., the continuous absence of a “bad” situation. Orthogonally, a liveness property holds if something “good” happens eventually. The most commonly treated liveness property is that of progress: the requirement that each process takes the next intended step, eventually. The term “next intended step” leaves room for interpretation, and many flavors of progress have been explored in the literature—the most common being deadlock-freedom. Works in this area differ with regard to their assumptions on the allowed communication patterns. For example, Kobayashi et al. [81] propose a type system that looks at the order of sending and receiving actions on communication channels, and detects cyclic communication dependencies—but only if the channels are designated for use in one of a few, restricted ways. Honda et al. [70] assume a programming model with concurrent processes that can simultaneously participate in multiple communication protocols (a.k.a. sessions), and propose a type system that guarantees the absence of cyclic communication dependencies on each session.

This thesis looks at progress from a higher-level perspective: we are interested in allowing the programmer to designate important messages, and letting the type system guarantee, statically, that those messages will be sent to their destinations. For instance, in the previously described scenario of a server spawning workers to process requests in parallel, we want to guarantee that the server eventually does send a kill message to each of the spawned workers. The main contribution of this thesis with regard to guaranteeing progress is that we allow the programmer to define the meaning of progress in a simple, intuitive manner: a special library call is used to add requirements to an actor, and the typing guarantees, statically, that all requirements generated at runtime are eventually satisfied. It is worth noting that this methodology can be easily incorporated in a mainstream actor framework, since type systems can run on top of existing compilers. Moreover, since the requirement generation call is only intended for use by the type checker, it can have an empty implementation, and hence impose no run-time performance penalty.

**Thesis Outline**

We discuss background material in Chapter 2, where we begin with a formal definition of the actor model of computation, used in the rest of this thesis. In this context, we touch upon the notion of fairness, which will be useful in Chapter 4. We then proceed to discuss the topic of session types, originally introduced to guarantee safety and liveness properties in channel-based communication. This thesis discusses actor programming, which does not use channels; nonetheless, our proposal for the enforcement of protocols such as the sliding window falls in the category of session type methodologies, since we look at protocols from a
global, whole-system perspective. We then proceed to introduce *typestates* and how these relate to *process types*. The latter are designed to guarantee properties of specific concurrent processes, which is in contrast to guaranteeing properties of communication protocols as a whole. Our treatment of cases such as a server being required to send *kill* messages to spawned workers is based on process types, because we associate a *kill* requirement with each worker, and there is no explicit mention of a specific protocol satisfying these requirements.

We proceed with an overview of related work in Chapter 3. The chapter discusses work on session types, as it evolved over time to be able to statically verify increasingly complex protocols. We discuss the introduction of type parameters to these methodologies, and the gradual lifting of restrictions on programmability. In this spirit, the chapter discusses approaches based on process types, and how the idea deviates from work on session types: it seems more intuitive to program systems without the explicit mention of protocols—rather, it is enough to specify the properties desired to hold always, i.e., safety, and those that the programmer wants satisfied eventually, i.e., liveness, on a per-process basis.

Chapter 4 proposes process types for the static guaranteeing of eventual message delivery. We motivate our approach with examples, such as the aforementioned case of a server spawning and killing workers dynamically; then, we proceed to introduce the type system that makes such examples work. We show that our methodology can be applied to a pure actor calculus, with limitations only on the class of programs that can be statically verified. After giving formal proofs for our claims, we discuss possible extensions. The chapter concludes by incorporating an important approach on coordination constraints from the literature into our system.

Chapter 5 details our methodology for guaranteeing the adherence of concurrent programs to pre-defined protocols. We first motivate our approach with examples that prior work cannot handle. Then, we present novel type constructs that capture complex cases such as the sliding window protocol, and prove the correctness of our algorithms. After reviewing possible extensions, the chapter concludes with an in-depth discussion of the deviations from the actor model that our system requires. Transferring results from the session type literature into an actor setting reveals limitations that are inherent in the original ideas underpinning session types—they simply transfer over to actors in a different form.

While our typestate-based system imposes limitations only in the shape of programs that can be statically verified, our session-based system deviates from the actor model on the level of the calculus itself. We therefore conclude the thesis in Chapter 6 with a discussion on the practical applicability of the typestate- and session-type approaches, both for our own systems, and with regard to related work. We offer a critique on the way related work handles
issues underlying the practical applicability of session types, and conclude that an approach similar to the one in Chapter 4 aligns better with widely used programming frameworks.
Chapter 2

Background

This chapter introduces basic terminology, and presents the core ideas built upon in the rest of the thesis. We begin with an overview of the actor model of computation, and make our assumptions on fairness precise. We then introduce the basic ideas underlying session type systems, and discuss how they can be used to ensure that communication channels are used correctly. We initially present session types for the $\pi$-calculus, and then proceed to discuss the differences in application with regard to actors. At that point, we justify our choice of the actor model as opposed to the asynchronous $\pi$-calculus. Finally, the chapter introduces typestates, and concludes with a discussion over their connection with concepts from the session type literature.

Notation

We abbreviate (possibly empty) sequences of the form $x_1 \ldots x_k$ with $\overline{x}$, sequences of the form $u_1 \ldots u_k$ with $\overline{u}$, et cetera. We write $\{x \mapsto \alpha\}$ for the function that maps $x$ to $\alpha$, and $f[x \mapsto \alpha]$ for the result of altering the function $f$ such that it maps $x$ to $\alpha$. Assuming $\text{dom}(f_1) \cap \text{dom}(f_2) = \emptyset$, we write $f_1 \cup f_2$ for the mapping for which $(f_1 \cup f_2)(x) = f_i(x)$ when $x \in \text{dom}(f_i)$, $i \in \{1,2\}$. We denote the capture-avoiding substitution of $x$ for $y$ in $P$ with $P[x/y]$. This is extended to sequences such that $P[\overline{x}/\overline{y}]$ is the result of the capture-avoiding simultaneous substitution of $\overline{x}$ for $\overline{y}$ in $P$, where $\overline{x}$ and $\overline{y}$ are sequences of the same length.

Our notation conventions include variants of $\rightarrow$ for reduction relations, and $\equiv$ for congruences. For $k \geq 0$, we write $\rightarrow^k$ to denote $k$-step reductions, and $\rightarrow^*$ for the relation $\bigcup_{k=0}^\infty \rightarrow^k$. We write $X \rightarrow$ iff there exists $X'$ such that $X \rightarrow X'$, and $X \not\rightarrow$ iff there is no $X'$ such that $X \rightarrow X'$. Additionally, we use $\rightsquigarrow$ for “complete” reductions, i.e., $X \rightsquigarrow X'$ iff $X \rightarrow^* X'$ and $X' \not\rightarrow$. We reserve the symbol $\Rightarrow$ for logical implications.

We use a double-edged arrow for communication actions, such that $x \rightarrow m y$ denotes the sending of message $m$ from $x$ to $y$. Note that $m$ can be a value or a type, and the meaning will be clear from context. We overload this notation so that constructs of the form $x \rightarrow m y$ can be in message buffers. If a buffer contains $x \rightarrow m y$, then $m$ is waiting to be delivered to $y$. 
2.1 Actors

This section provides an introduction to the actor model of concurrent computation [1, 3, 65]. While this section discusses “pure” actors, subsequent chapters will discuss variants with restrictions. These will be made clear as needed.

Actors combine object-oriented programming with concurrency: rather than using synchronous method calls, actors communicate by sending asynchronous messages to each other. As in object-oriented programming, actors have state, i.e., internal variables. However, directly accessing one-another’s state is not allowed; in other words, actors offer full encapsulation: information is only communicated by sending each other messages.

Actors can be in one of two states during program execution: (a) busy, meaning that the actor had previously received a message and is now executing the code associated with it; and (b) idle, meaning that the actor is currently not processing a message, and is capable of receiving the next message sent to it. Execution of actors proceeds concurrently, meaning that at each step, the scheduler can either (i) choose a busy actor and execute the next instruction available to it; or (ii) deliver a message directed to an idle actor, bringing that actor to the busy state. Note that this description implies that message processing is non-preemptive: once an actor starts processing a message, it does so to completion before accepting the next one. Additionally, there is no restriction on the order of message delivery: messages can arrive out of (sending) order, even when having the same sender and recipient.

Figure 2.1: Actors as independent, fully-encapsulated, active, concurrent objects.
Figure 2.1 shows some co-existing actors in a hypothetical system, assuming a naive implementation in a language with thread support. Each actor has an infinite-length mailbox, where messages sent to the actor are placed. Each actor is further associated with an independent control thread, which removes messages from the mailbox, and passes them to one of the actor’s methods for processing, one at a time, in a non-preemptive manner; that is, once an actor starts processing a message, it does so to completion before picking the next one from the mailbox. Note that while Figure 2.1 helps conceptualize the semantics of the model, this thesis does not employ the implementation implied by the figure.

The actor model has been formalized as an extension of the λ-calculus with primitives for message sending, actor creation, and behavior assumption. In this context, an actor is essentially a closure that is applied to the next available message. This model is detailed in the work of Agha et al. [3], and is at the core of Erlang [86], arguably the most widely adopted actor programming language.

2.1.1 Syntax

We deviate slightly from the actors-as-closures model, and allow behaviors to include a set of message handlers. The intention here is the following: consider an actor \( \alpha \) with behavior \( b \), where the definition of \( b \) includes a handler \( h \) with parameters \( x_1 \ldots x_k \) and body \( S \). Then, the receipt of a message \( h(u_1 \ldots u_k) \) by actor \( \alpha \) will invoke the code \( S \), replacing the formal parameters \( x_1 \ldots x_k \) with the values \( u_1 \ldots u_k \), and self with \( \alpha \). The reserved name self refers to the actor in which it is evaluated. The calculus syntax is given in Figure 2.2: programs \( P \) consist of a list of behavior definitions \( B \) and an initial statement \( S \). An actor behavior definition \( B \) includes a name \( b \) that identifies the behavior, variables \( \overline{x} \) that store the assuming actor's state, and a list of message handler definitions \( H \). In turn, a message handler definition \( H \) includes a name \( h \) that identifies the handler, a list of message parameters \( \overline{x} \), and a statement \( S \) to be executed upon invocation of the handler.

Statements generally consist of single operations followed by another statement. For example, \( x!h(\overline{e}).S \) sends a message for handler \( h \) of the actor \( x \), with argument list \( \overline{e} \), and then proceeds as \( S \). The statement \( \nu x:b(\overline{e}).S \) creates a new actor (whose name is bound to \( x \) in \( S \)) with behavior \( b \) and initial state variables set to the values of the expressions \( \overline{e} \). The statement update(\( \overline{e} \)) updates the values of the actor state variables, and the if statement has the usual meaning of a conditional. A ready statement belongs to the runtime syntax, signifying the end of handler execution.
Figure 2.2: Actor calculus syntax.

\[
P ::= \bar{B} \ S
\]
\[
B ::= \text{bdef } b(\bar{x}) = \{\bar{H}\} \quad b \in \text{behavior names}
\]
\[
H ::= \text{hdef } h(\bar{x}) = S \quad h \in \text{handler names}
\]
\[
S ::= x!h(\bar{e}).S \\
| \text{if } e \text{ then } S_1 \text{ else } S_2 \quad e \in \text{expressions (values, function calls, etc.)}
\]
\[
| \nu x:b(\bar{e}).S \quad \text{actor creation}
\]
\[
| \text{update}(\bar{e}) \quad \text{state update}
\]
\[
| \text{ready} \quad \text{runtime syntax}
\]
\[
x ::= \text{self} | x, y, z, \ldots | \alpha, \beta, \ldots \quad x, y, z, \ldots \in \text{variables}
\]
\[
\alpha, \beta, \ldots \in \text{actor names} \quad \text{runtime syntax}
\]
\[
C ::= (\Delta, M, A) \quad \text{configuration} \quad \text{runtime syntax}
\]
\[
\Delta ::= \text{program information} \quad \text{runtime syntax}
\]
\[
M ::= \{\alpha_1!h_1(\bar{u}_1) \ldots \alpha_\kappa!h_\kappa(\bar{u}_\kappa)\} \quad \text{multiset of pending messages} \quad \text{runtime syntax}
\]
\[
A ::= \{\langle S_1 \rangle_{\alpha_1}(\bar{w}_1) \ldots \langle S_\kappa \rangle_{\alpha_\kappa}(\bar{w}_\kappa)\} \quad \text{actor map} \quad \text{runtime syntax}
\]
\[
u, w \in \text{values}
\]

2.1.2 Operational Semantics

As is common in the formalization of process calculi [3, 104], program execution is described by a labeled transition semantics [106]. The semantics consists of named rules which apply to program configurations that appear during execution: when a rule’s preconditions are satisfied, the rule transforms the current configuration into the next one—thus defining execution as a sequence of rule applications from an initial program state. For an actor program \( P \), we write \( \text{init}(P) \) to denote this initial state, also referred to as the initial configuration.

We assume a reduction relation on expressions, such that the notation \( e \rightsquigarrow_\Delta u \) means that expression \( e \) reduces to the value \( u \), given static program information \( \Delta \). The latter is assumed to contain information extracted from the program, such as the parameters of message handlers. The transition relation for statements is defined in Figure 2.3, where we write \( S \xrightarrow{l}_\Delta S' \) to say that a statement \( S \) reduces to \( S' \) via \( l \). The label \( l \) records the action being taken; for example, \( \alpha!h(\bar{e}).S \) reduces to \( S \), and \( l = \alpha!h(\bar{e}) \) records the sent message. The values \( \bar{u} \) are computed from the expressions \( \bar{e} \), i.e., \( \bar{e} \rightsquigarrow_\Delta \bar{u} \).

The transition relation \( S \xrightarrow{l}_\Delta S' \) is referenced in the program-level rules of Figure 2.4, which transform runtime configurations. A runtime configuration \( C \) is a tuple \( (\Delta, M, A) \), where \( \Delta \) records static program information, \( M \) is the multiset of pending (sent, but not
**Figure 2.3:** Labeled transition semantics for statements. Expressions follow standard semantics, and $\Delta$ is static program information.

\[
\begin{align*}
\alpha \text{ fresh} & \quad \overline{e} \leadsto_\Delta \overline{u} \quad l = \alpha!h(\overline{u}) \\
\overline{e} \leadsto_\Delta \overline{u} & \quad l = \alpha:b(\overline{u}) \\
\nu x:b(\overline{e}), S \xrightarrow{l} \Delta S & \quad l = \text{update}(\overline{u})
\end{align*}
\]

- $\overline{e} \leadsto_\Delta \overline{u} = \alpha!h(u)$
- $\alpha!h(e).S \xrightarrow{l} \Delta S$
- $\nu x:b(e).S \xrightarrow{l} \Delta S[\alpha/x]$
- $\text{update}(u) \xrightarrow{l} \Delta \text{ready}$
- $\text{if } e \text{ then } S_1 \text{ else } S_2 \xrightarrow{l} \Delta S_1$
- $\text{if } e \text{ then } S_1 \text{ else } S_2 \xrightarrow{l} \Delta S_2$

**Figure 2.4:** Labeled transition semantics for actor configurations.

\[
\begin{align*}
&\text{SEND}_{\alpha,\beta,h} & \quad \text{SEND}_{\alpha,\beta,h} & \quad \text{SEND}_{\alpha,\beta,h} \cdot \\
&\Delta, M, A \cup \{(S')^{\beta|(\overline{u})_{\alpha}}\} \rightarrow \Delta, M \cup \{\beta!h(\overline{u})\}, A \cup \{(S')^{\beta|(\overline{u})_{\alpha}}\} \\
&\Delta, M \cup \{\alpha!h(\overline{u})\}, A \cup \{(\text{ready})^{\alpha|(\overline{u})_{\alpha}}\} \rightarrow \Delta, M, A \cup \{(S'[\alpha/\text{self}]^{\beta|(\overline{u})_{\alpha}})\} \\
&\Delta, M, A \cup \{(S')^{\beta|(\overline{u})_{\alpha}}\} \rightarrow \Delta, M, A \cup \{(S')^{\beta|(\overline{u})_{\alpha}}\} \\
&\Delta, M \cup \{(S')^{\beta|(\overline{u})_{\alpha}}\} \rightarrow \Delta, M, A \cup \{(S')^{\beta|(\overline{u})_{\alpha}}\} \\
&\Delta, M, A \cup \{(S')^{\beta|(\overline{u})_{\alpha}}\} \rightarrow \Delta, M, A \cup \{(S')^{\beta|(\overline{u})_{\alpha}}\} \\
&\Delta = \text{info}(\overline{B}) & \quad \text{PROG} \cdot \\
&\overline{B} S \rightarrow \Delta, \emptyset, \{(S')^{m(\alpha)}_{\overline{m}}\}
\end{align*}
\]
received) messages, and $A$ contains running actors. Elements of $M$ have the form $\alpha!h(\overline{u})$, where $\alpha$ is the destination actor, $h$ is the handler to be invoked upon receipt, and $\overline{u}$ are values constituting the message payload. $A$ maps each actor name to a behavior, state, and executing statement. We denote $A$ as a set of elements of the form $\langle S \rangle_{b(\overline{u})}^{\alpha}$, where $\alpha$ is the actor’s name, $b$ corresponds to its behavior, the values $\overline{w}$ constitute its state, and $S$ is the statement the actor is currently executing.

We write $C \rightarrow C'$ to say that the runtime configuration $C$ reduces to $C'$ via an application of some rule in Figure 2.4. Execution of a program $P = \overline{B}S$ then consists of a sequence of transformations that starts from the program’s initial configuration. Such an initial configuration is created via rule $\text{Proc}$ in Figure 2.4, and it records information $\Delta$ from the program, has an empty message multiset, and includes a single initial actor executing $S$. This actor has reserved name and behavior in, and no state variables. Note that the subscripts in the rule labels are there to identify rule applications uniquely, which will be useful in Section 2.1.3. The current discussion will ignore them for the time being.

Rule $\text{Send}$ adds the sent message $h(\overline{u})$ to the multiset of pending messages. Rule $\text{Update}$ writes new values $\overline{u}$ to the state variables of $\alpha$. Rule $\text{New}$ creates a new actor $\langle \text{ready} \rangle_{b(\overline{w})}^{\beta}$ with unique name $\beta$, initialized with the given behavior $b$ and values $\overline{u}$ for state variables. Rule $\text{If}$ has the usual effect of deciding a conditional.

Only idle actors can receive messages [2]. Since statements take the form $\text{ready}$ when completely reduced, $\text{Receive}$ describes an idle actor $\alpha$ receiving a message to be processed by handler $h$. The statement $S$ to execute is extracted from the program information $\Delta$, and on it, the rule performs substitution of current values for handler and state variables. These values are taken from the message contents $\overline{u}$ and actor state $\overline{w}$. Handler and behavior (i.e., state) parameters are looked up via the auxiliary function $\text{params}$.

### 2.1.3 Executions and Fairness

In a labeled transition semantics such as that presented in the previous section, each application of a rule is associated with a transition label $t$. For this purpose, the rule labels in Figure 2.4 have subscripts that uniquely identify the specific transition; for example, $\text{Send}_{\alpha,\beta,h}$ records the sender $\alpha$, the receiver $\beta$, and the message $h$. We write $C \xrightarrow{t} C'$ to say that the transition rule $t$ transforms the runtime configuration $C$ to $C'$. By extension, we write $C \xrightarrow{t_1} C_1 \xrightarrow{t_2} \cdots \xrightarrow{t_k} \cdots$ to denote a possibly infinite sequence of configurations where each adjacent pair follows the transition rules. Such a sequence is called an execution.

For a given runtime configuration, multiple rules can be enabled (i.e., their preconditions satisfied). We write $\text{enabled}(C)$ for the set of labels of those transition rules that are applicable
on the runtime configuration $C$. Assuming an execution from $C$ has reached a configuration $C_i$, it is possible that $|\text{enabled}(C_i)| > 1$. Thus, starting from $C$, one can draw a tree of possible executions. Upon encountering a branching point, the system makes a non-deterministic choice as to which rule to apply. Such non-determinism at each computation step does not guarantee fairness [55], which we require in Section 4.5. We therefore do not consider all sequences of rule applications admissible, and demand fair executions, defined in a way reminiscent of the work of Agha et al. [3].

**Definition 2.1** (Fair Execution). Let $C$ be a runtime configuration, and assume some execution $s = C_1 \xrightarrow{t_1} C_2 \xrightarrow{t_2} \cdots$ starting from $C$, i.e., $C = C_1$. We say that $s$ is fair when for every $C_i \in s$ it is true that for all $t \in \text{enabled}(C_i)$, there exists some $k$ with $k \geq i$ s.t. either $t = t_k$, or $t \notin \text{enabled}(C_j)$ for all $j > k$. We write $\mathbb{F}(C)$ to denote the set of fair executions originating from $C$.

Intuitively, (weakly) fair executions are those where no transition label becomes continuously enabled without the associated rule ever being applied to trigger the transition. In other words, under fairness, an enabled transition either occurs eventually, or becomes permanently disabled after a finite number of steps. Observe that in our system, once a transition is enabled, it remains enabled until taken.

### 2.2 Session Types

Session types have been proposed as a means to apply type discipline to the channel-based communication of concurrent processes. This section offers an introduction to the basic concepts from the literature; for a comprehensive review of the area, we refer the interested reader to the work of Hüttel et al. [74].

Most works in this domain use a variant of Milner’s π-calculus [103], which is a process algebra that allows the definition and concurrent composition of processes that send and receive names. For example, we write $c!a; P$ for a process that sends the name $a$ via the channel $c$, and then proceeds as $P$. Conversely, receiving a value via $c$, then proceeding as $P'$, is written $c?x; P'$. The concurrent composition of these two is written $(c!a; P) \parallel (c?x; P')$, which reduces to $P \parallel (P'[a/x])$. In the latter, $x$ is replaced by $a$ in $P'$, to capture the fact that the name $a$ was received via $c$.

We use $\nu c. P$ for scope restriction, so that $c$ is only visible in $P$. This way, for example, $\nu c.(c!a; P) \parallel \nu c.(c?x; P')$ does not perform any communications, because $c$ on the left is effectively not the same channel as $c$ on the right. In fact, the above would reduce to $(c_1!a; P) \parallel (c_2?x; P')$ for some fresh names $c_1$ and $c_2$. Note that the result $(c_1!a; P) \parallel (c_2?x; P')$...
cannot be reduced any further, i.e., cannot make progress. This is a prime example of the class of errors that session type systems are designed to prevent.

Session type calculi associate each channel with a type, so that one can write \((\nu c : t).P\) to bind the name \(c\) to a fresh channel in \(P\), with this new channel having type \(t\). The typechecker is then responsible for verifying that \(P\) uses the channel \(c\) as per its type, \(t\). For example, consider the program \((\nu c : P_1 \xrightarrow{\text{int}} P_2). (P_1 \parallel P_2)\) with \(P_1 = c!1\) and \(P_2 = c?x\). It is easy to see that \(c\) is indeed used to send an integer value from \(P_1\) to \(P_2\), which is exactly what the type \(P_1 \xrightarrow{\text{int}} P_2\) prescribes.

In general, session type syntax follows that of processes: \(P_1 \xrightarrow{m} P_2; T\) is a type that describes the action of sending a message of type \(m\) from \(P_1\) to \(P_2\), then proceeding as \(T\). Some calculi allow process definitions to be recursive, as in, for example,

\[
\begin{align*}
P_1 & \overset{\text{def}}{=} c_1?x; c_2!x; P_1 \\
P_2 & \overset{\text{def}}{=} c_1!1; c_2?x; P_2
\end{align*}
\]

where \(P_1\) receives a value from channel \(c_1\), sends it through \(c_2\), and repeats in the same fashion. \(P_2\) performs the complementary actions of sending the value 1 on \(c_1\), receiving it back on \(c_2\), and repeating indefinitely. In such calculi, session types can take a recursive form as well. Given the concurrent composition of \(P_1\) with \(P_2\), i.e., \(P_1 \parallel P_2\), the type of \(c_1\) is given by

\[
T_1 \overset{\text{def}}{=} (P_2 \xrightarrow{\text{int}} P_1) ; T_1
\]

that is, the action of \(P_2\) sending an integer value to \(P_1\) over and over again.

### 2.2.1 Projection

In the previous examples, the communication protocol was given from a global perspective, meaning that the type mentions the actions of all participants. Such a session type is often called a *global* type, since it describes the entire protocol. In order to localize typechecking, i.e., typecheck the code of each process separately, we need to consider the actions that a session type implies for each protocol participant. Given a session type \(t\) and a participant \(p\), we write \(t \triangleright p\) to denote the *projection* of \(t\) onto \(p\), i.e., the *local* type associated with \(p\). Such a local type can then be checked against the participant’s code in a straightforward manner.

Consider the previous example of \(P_1 \parallel P_2\) and the global type associated with \(c_1\), that is, \(T_1 \overset{\text{def}}{=} (P_2 \xrightarrow{\text{int}} P_1) ; T_1\). Then the projection of \(T_1\) onto \(P_1\), i.e., \(T_1 \triangleright P_1\) gives the local type \(L_1\).
with $L_1 \overset{\text{def}}{=} P_2?\text{Int}; L_1$. This type describes the interactions over $c_1$ from the perspective of $P_1$ exactly: it repeatedly receives an integer value from $P_2$.

### 2.2.2 Multi-party Session Types

So far we have treated protocols with two participants, where we simplify the presentation by involving the names $P_1$ and $P_2$ in the session type syntax. However, processes in the $\pi$-calculus are anonymous; what makes typechecking possible in this context is that, in general, two-party communication can be dealt with by ignoring the participant’s name. For example, the local type $L_1$ above does not need to mention $P_2$ explicitly, i.e., which process placed the integer on the channel. Since $L_1$ describes the communication restrictions that the type of $c_1$ places on $P_1$, all that matters in this example is to verify that $P_1$ engages in the continuous receipt of an integer from the channel. This describes the interaction from the point of view of $P_1$ exactly; moreover, since only two processes are involved, the precise identity of the sender is irrelevant. We can thus write $L_1 \overset{\text{def}}{=} \text{Int}; L_1$, which contains all the information necessary to typecheck the code of $P_1$ with respect to its use of channel $c_1$. In the same manner, the projection of the same channel’s type onto $P_2$ is defined as $L_2 \overset{\text{def}}{=} !\text{Int}; L_2$. Note that from these two definitions, one can easily reconstruct $T_1$, i.e., the session type associated with $c_1$.

The situation is more complicated when more than two participants are involved, because we can no longer ignore participant names. Since the $\pi$-calculus does not name processes, but does name channels, additional syntax is employed in order to enable projection. A session over channels $\bar{c}$ is initialized with

$$\text{request } s[1..n](\bar{c}) \text{ in } P_1$$

which binds the names $\bar{c}$ in the remaining actions $P_1$. Here, $s$ is a name that uniquely identifies the initialized session, and enables other processes to join. The number $n$ denotes the total number of participants, who can join with

$$\text{accept } s[k](\bar{c}) \text{ in } P_k$$

which binds the names $\bar{c}$ in $P_k$. Note the role of the natural number $k$, which is used to uniquely identify the joining process. The session initiator is automatically assigned the number 1, and so $1 < k \leq n$.

These syntactic extensions enable the static association of each process with a natural number, which is made explicit at the points where \texttt{request} and \texttt{accept} are used. For example,
Consider three processes arranged in a circle, as in Figure 2.5. Each pair of processes is connected with a distinct channel, and the program passes the number 0 around the circle once. This program can be written as

```plaintext
request s[1..3](c_1, c_2, c_3) in c_1!0; c_3?x; end
|| accept s[2](c_1, c_2, c_3) in c_1?x; c_2!x ; end
|| accept s[3](c_1, c_2, c_3) in c_2?x; c_3!x ; end
```

where the first process sends 0 along c_1 to be received by the second process, which in turn sends it along c_2 to be received by the third process, who sends it back to the first one via c_3. Assuming this is the intended behavior, one can describe it with the following association of types to channels:

- \( c_1 : 1 \xrightarrow{\text{Int}} 2 \)
- \( c_2 : 2 \xrightarrow{\text{Int}} 3 \)
- \( c_3 : 3 \xrightarrow{\text{Int}} 1 \)

Now assume we are interested in verifying that the actions on c_2 follow the above specification; that would involve: (i) projecting the type \( 2 \xrightarrow{\text{Int}} 3 \) onto each participant, and (ii) verifying that the code of each participant conforms to the resulting local type. The first step gives the empty projection for participant 1, since participant 1 does not appear in the type. On the other hand, \( (2 \xrightarrow{\text{Int}} 3) \triangleright 2 = !\text{Int} \) and \( (2 \xrightarrow{\text{Int}} 3) \triangleright 3 = ?\text{Int} \). From the code, we can see that the process that begins with `accept s[2]` indeed sends an integer over c_2, and similarly, that the process that begins with `accept s[3]` indeed receives an integer over c_2. These match the projected types !\text{Int} and ?\text{Int} exactly, and it is easy to verify that this is the case for the other two channels as well—implying that the program adheres to the specified protocol.
2.2.3 Session Types for Actors

In Chapter 5, we are concerned with applying session-type discipline to actor programming. Actors differ from the calculi discussed above: first, there are no channels to type; actors are named entities, and one can write \( a!x \) to mean sending the message \( x \) to the actor whose name is bound to \( a \). Second, communication in actors is asynchronous, i.e., sent messages can arrive to their destinations later, and the sending actor can continue with the next instruction before the message arrives.

Since we are not typing channels, the purpose of a session type essentially becomes to describe the entire communication protocol among a system of actors. We do away with session initiation and acceptance, and so, all actors in a program are participants to the globally specified protocol. For instance, in an actor setting, communication for the example of page 17 cannot be captured by three separate channel types; rather, the example would involve three actors \( a, b \) and \( c \), and their communication pattern can be fully described by the type \( a \rightarrow b ; b \rightarrow c ; c \rightarrow a \).

In this setting, we deal with *global* and *local* types; the former describe the protocol that the program must adhere to, and the latter describe the constraints that such a protocol implies on the individual participants. The type \( a \rightarrow b ; b \rightarrow c ; c \rightarrow a \), mentioned above, is a global type. Its projection onto \( a \), that is, \( (a \rightarrow b ; b \rightarrow c ; c \rightarrow a) \triangleright a \), is the local type \( b!\text{Int} ; c?\text{Int} \). Similarly, the local types for actors \( b \) and \( c \) are given by

\[
(a \rightarrow b ; b \rightarrow c ; c \rightarrow a) \triangleright b = a?\text{Int} ; c!\text{Int} \\
(a \rightarrow b ; b \rightarrow c ; c \rightarrow a) \triangleright c = b?\text{Int} ; a!\text{Int}
\]

As before, the purpose here is to check the derived local types against the the program code for \( a, b \) and \( c \). For a discussion on the issues encountered when applying session type discipline to actors, we refer the interested reader to the short paper by Masini and Frncalanza [97].

**Why not the asynchronous \( \pi \)-calculus?**

The asynchronous \( \pi \)-calculus [20] uses the constructs introduced at the start of Section 2.2. The main difference lies in the semantics of messaging: in the asynchronous case, a message send is a non-blocking action, and does not require a matching receive to proceed. For example, the process

\[
(\nu c).(c!1 ; c!2 ; \text{end})
\]

can reduce to \text{end} with the values 1 and 2 “floating” in the channel, waiting (in this case, forever) for a process to receive them. In contrast, in the synchronous case, the above code
would block indefinitely right after creating the channel, since no other process knows \(c\), and thus cannot issue a receive action on it.

One could indeed choose the asynchronous \(\pi\)-calculus to demonstrate the ideas in this thesis. The actor model was chosen because the author feels it offers a more natural programming style, where the decomposition of a system into concurrent entities allows for the direct addressing of those entities, by name. This is in contrast to the \(\pi\)-calculus, where processes communicate via channels. Since actors can be addressed directly, the role of constructs such as \texttt{request} and \texttt{accept} is mute—circumventing the technicalities addressed on page 16.

Furthermore, session types for the \(\pi\)-calculus essentially consist of a two-level specification: the conceptual level of the protocol as a whole, and the type of each channel. For instance, in the case of Figure 2.5 one needs to think both in terms of the protocol “each process passes an integer to the next one”, and in terms of what that means for the individual channels—resulting in three channel types, which are then projected to the participating processes. In contrast, as discussed in Section 2.2.3, the actor case only requires the specification of one global type: \(\texttt{a} \xrightarrow{\texttt{int}} \texttt{b}; \texttt{b} \xrightarrow{\texttt{int}} \texttt{c}; \texttt{c} \xrightarrow{\texttt{int}} \texttt{a}\). This can then be projected to the participants directly.

### 2.3 Typestates

Typestates [124] were introduced by Strom and Yemini in 1986, with the goal of enabling the static catching of errors relating to the dynamic evolution of a data object’s state. In their words, \textit{whereas the type of a data object determines the set of operations ever permitted on the object, typestate determines the subset of these operations which is permitted in a particular context}. For example, a variable can start as \texttt{uninitialized}, and reading from it can give unpredictable results. After value assignment, the variable enters the \texttt{initialized} typestate, and subsequent code can safely read from it. Thus, by tracking changes in a name’s typestate in the program, we can infer the operations that it can be meaningfully involved in.

The idea is applicable to more than just simple data; in fact, it has been used to catch pointer-related errors in C [45], and extended to object-oriented programming [46]. For instance, consider an object that represents a file: the object can be written to when in state \texttt{open}, but not when in state \texttt{closed}. The available state transitions for this object can be described by the automaton in Figure 2.6. Initializing the file object sets its state to \texttt{closed}, and from there, one can call \texttt{open()}, bringing it to state \texttt{open}. In that state, one can repeatedly call \texttt{write(data)}; or call \texttt{close()} once, which will bring the file back to state \texttt{closed}. With certain limitations, it is possible to track such changes in object state statically. For
Figure 2.6: A finite state automaton for the typestate transitions of a file object.

Example, the following program is erroneous in that it attempts to write to the file without opening it:

```java
File f = new File();
f.write("this text");
```

A typestate is a static abstraction over the dynamic state of a data object: it captures the operations allowed on the object in a given context, without knowledge of the exact values of the object’s internal variables. In the previous example, it is not necessary to know the actual values and internal references that the File object has—to catch the above error, it suffices to know which typestate the file object is in. The diagram in Figure 2.6 thus describes the possible typestate transitions of the object, capturing the operations available in a given static context.

However, deciding whether a program uses an object according to such a transition diagram is not always possible to do statically, even for simple cases. At its core, the problem lies in the use of aliases, as demonstrated by the program below:

```java
File f = new File();
f.open("/usr/local/data.txt");
File g = f;
f.close();
g.write("this text");
```

Clearly, this program contains a similar error as before: it attempts to write to the file after closing it. This case is obvious because it is easy to infer that f and g refer to the same (closed) file by looking at the assignment g = f. However, method calls can introduce complications:

```java
File f = new File();
f.open("/usr/local/data.txt");
```
File g = someMethod(f);
g.write("this text");

In order to know the typestate of \( g \) at the point of the call to \texttt{write}, we would need to know the typestate of the file returned by \texttt{someMethod}. It could be, for example, that \texttt{someMethod} changes the typestate of \( f \) before returning a reference to it. Clearly, predicting the exact effects of method calls is—in the general case—an undecidable problem. However, the issue can be mitigated in practice by using a type-and-effect system such as those proposed by DeLine and Fähndrich [45, 46]. In such systems, methods are annotated with the changes they cause to their arguments’ typestates. Nevertheless, static alias tracking, and the related problem of deciding the effects of procedure calls, are both deep topics that go well beyond the scope of this thesis. Specifically for alias tracking, the interested reader is referred to, as a starting point, the classic book on compiler principles by Aho and Ullman [5].

### 2.3.1 Typestates for Concurrent Programming

In the case of sequential programming, an object’s typestate can be used to determine the operations we can apply to it in a given context. For concurrent programs, the problem becomes one of enforcing synchronization constraints: ensure that processes send one-another messages in an acceptable pattern. We can thus associate an evolving typestate with each concurrent process, determining the acceptability of messages in each context. For instance, consider the actor equivalent of the file example discussed above, where the methods are message handlers: the file actor starts in the \texttt{open} state, and can receive \texttt{write} or \texttt{close} messages, with the transitions shown in Figure 2.6 as before. Using \( ! \) to denote the action of sending a message, code that uses such an actor can have the form

```java
FileActor f = new FileActor();
f ! open("/usr/local/data.txt");
f ! write("this text");
f ! close();
```

The intention of the code might be to open a file, write some data, and then close it; however, it is possible for the messages to arrive in the order \texttt{write, open, close}, or \texttt{open, close, write}, both resulting in a runtime error when the program attempts to write to a closed file. To circumvent cases like this, many authors assume single-source FIFO\(^1\) communication, so that the messages \texttt{open, write} and \texttt{close} in the example above arrive in the same order as they were sent. With this assumption in mind, it is possible to apply the same typechecking mechanism that makes the sequential case work, to the case of actors.

\(^1\)First In First Out
Puntigam [120] furthers this idea by associating each actor in the program with a multiset of tokens, and annotating message handlers with token requirements. This way, he can demand that a message only be received if the actor owns the necessary tokens. In his system, message handlers consume some tokens upon invocation, and produce a (potentially different) bag of tokens when they finish executing. Applying the idea to the previous example, the file actor behavior can be written as below, where the effect of each message on the owned token set is given explicitly:

```plaintext
behavior FileActor = {
    handler write(String data) [o→o] { ... }
    handler open() [c→o] { ... }
    handler close() [o→c] { ... }
}
```

Receipt of a `write` message consumes and produces an `o` token, i.e., it can only be called when `o` is available, but leaves the actor’s token set unchanged. Receiving an `open` message consumes a `c` token, and produces an `o` one; message `close` does the opposite: it consumes an `o` and produces a `c`. In this example, handlers only consume/produce one token at a time, which suffices to impose the desired message ordering in this simple case. However, Puntigam’s original system allows the consumption and production of multisets of tokens whose exact form is controlled by type parameters—a system that can capture more complex synchronization patterns.

Process Types. The rules governing the transformation of a given object’s typestate can be given in any form that can help the typechecker track the changes statically. Finite state automata, such as the one shown in Figure 2.6, are usually good candidates because they offer a well-understood mechanism that is easy to implement. In the case of concurrent processes, the relevant transition descriptions are usually referred to as *process types*.

Consider the definitions that follow, corresponding to, respectively, a file and a client process:

\[ F(c) \overset{\text{def}}{=} c\text{open} ; c\text{write}(m) ; c\text{close} \]
\[ P(c, m) \overset{\text{def}}{=} c\text{open} ; c\text{write}(m) ; c\text{close} \]

The notation is that of Section 2.2, extended to allow arguments in process definitions. Above, `c` is the channel that the processes will use to communicate, and `m` is the text to be written to the file. We can thus write the following program, which is the composition of a file and a
The program writes “hello” to the file. With regard to the channel $c$, the process type of the file is $\text{open} \mid \text{write} \mid \text{close}$. Sending it an $\text{open}$ message consumes the first part, and leaves us with $\text{write} \mid \text{close}$, at which point, only the $\text{write}$ message is acceptable. Sending the file such a $\text{write}$ message further changes its type to $\text{close}$. In other words, the process type of the file evolves as computation progresses—in exactly the same manner as captured by an evolving typestate. Thus, a process type captures both the current typestate, and the rules governing the ways said typestate can change. When the meaning is clear from the context, we will use the terms “typestate” and “process type” interchangeably in the rest of this thesis.

### 2.4 Typestates vs Session Types

Typestates subsume session types in two different ways. First, a session type describes message patterns over a communication channel; it can thus be viewed as a description of the channel’s typestate evolution: as messaging progresses, the channel’s (type-) state changes—and so do the messages allowed. For example, consider the following session type, intended for the channel $c$ on page 22:

$$t \overset{\text{def}}{=} P \overset{\text{open}}{\rightarrow} F ; (P \overset{\text{write}}{\rightarrow} F)^* ; P \overset{\text{close}}{\rightarrow} F ; t$$

The starred term denotes repetition of zero or more times. The diagram in Figure 2.7 describes the available transitions, such that the channel starts at typestate $A$, and the interaction $P \overset{\text{open}}{\rightarrow} F$ brings it to typestate $B$, enabling the $\text{write}$ message. From there, the interaction $P \overset{\text{write}}{\rightarrow} F$ leaves the typestate unchanged, while the interaction $P \overset{\text{close}}{\rightarrow} F$ brings it back to typestate $A$, allowing the $\text{open}$ message again.

The same techniques that enable the static tracking of an actor’s typestate, as in Section 2.3.1, can be used to track the typestate transitions of channels. This enables the static typing, for example, of the program on page 22, augmented to associate the type $t$ defined above with the channel $c$:

$$(\nu c : t).(F(c) \parallel P(c, \text{"hello"})$$

The second way in which typestates subsume session types concerns the projection of global types onto the individual protocol participants. The result of said projection gives a
Figure 2.7: A finite state automaton for the typestate transitions of a file channel.

local type for each process, which describes the pattern of actions that the process may take with respect to a given channel. Hence, a local type is, by definition, a process type.
Chapter 3

Related Work

The idea of enforcing type discipline on communicating processes goes at least as far back as the work of Honda [67], and Pierce and Sangiorgi [115, 116]. Both approaches address the problem of guaranteeing—statically—that communicating processes have compatible behavior with regard to messaging: if a process attempts to send some value, the action will be matched with a compatible receive instruction, issued by a second process.

Honda presented his ideas in a calculus reminiscent of CSP [66], and defined the notion of *duality* to capture process compatibility: two process types are dual, if processes that implement them communicate such that each process sends precisely the message sequence that the other expects. The basic actions a process $P$ can take are to send and receive a value $v$, respectively written $!v$ and $?v$. The actions of two processes $P_1$ and $P_2$ can be sequenced, as in $P_1; P_2$. Choosing between $P_1$ and $P_2$ is denoted with $P_1 \oplus P_2$, while branching according to the receipt of a label is written $?l_1; P_1 & ?l_2; P_2$. In a typed universe, each value $v$ is assigned a type $t$, written $v : t$. Thus, processes can be typed; for example, the action of sending a value of type $t$ is written $!t$, and conversely, receiving a value of type $t$ is written $?t$. Types then follow the syntax rules for processes: the type of a process that sequences the actions $T_1$ and $T_2$, in this order, is $T_1; T_2$. Choosing between two actions with types $T_1$ and $T_2$ is written $T_1 \oplus T_2$, and similarly, branching according to the receipt of a label is written $?l_1; T_1 & ?l_2; T_2$. For a simple value-type $t$, Honda defines type duality such that $!t$ is the dual of $?t$, that is, $\text{dual}(!t) = ?t$. Consequently, $\text{dual}(T_1; T_2) = \text{dual}(T_1); \text{dual}(T_2)$, and $\text{dual}(T_1 \oplus T_2) = \text{dual}(T_1) & \text{dual}(T_2)$. Honda thus assigns a type to each process, with the intention that processes with dual types can be safely composed. In addition, he defines the subset of typeable terms (in the proposed universe) for which deadlock-freedom is guaranteed.

Honda’s notion of duality was extended by Takeuchi et al. [126] to apply to channel-based communication: for two processes $P_1$ and $P_2$ and a channel $c$, we can safely compose $P_1$ with $P_2$ if the actions they take on $c$ have types $T_1$ and $T_2$ with $\text{dual}(T_1) = T_2$. One limitation of these early systems was that they did not allow for the disciplined sending of channels as values. The idea that typed channels (and thus the associated sessions) can themselves be sent along other typed channels, in turn to be used by the recipient in a type-safe manner, is known as *session delegation*. In later work, Honda et al.\footnote{later corrected by Yoshida and Vasconcelos [137]} [68], extended the system of
Takeuchi et al. to capture session delegation and recursive communication patterns. Types that describe such patterns have the form \( \mu X.T \), the meaning of which is that we can replace \( X \) in \( T \) by the whole expression: \( \mu X.T \equiv T[\mu X.T/X] \). For example, the pattern of repeatedly sending a value of type \( t \) can be written as \( \mu X.(!t;X) \). In presence of recursion, Honda et al. treat the composition of actions by extending the notion of duality, such that, \( \text{dual}(\mu X.T) = \mu X.\text{dual}(T) \).

Independently from the above line of work, and around the same time as Honda’s original 1993 paper, Pierce and Sangiorgi [115] proposed a system to apply type discipline on communication in the \( \pi \)-calculus [103]. The main difference from Honda’s early work is an extended notion of compatibility, in terms of a subtyping relation—allowing for the disciplined communication of channels as values. In general, sending a value of type \( t_1 \) along some channel has to be met with a receipt action on the same channel; such a receipt action should expect a value of type \( t_2 \), with the constraint \( t_1 \preceq t_2 \) for some subtyping relation \( \preceq \). Informally, for values \( v_1 : t_1 \) and \( v_2 : t_2 \), the meaning of subtyping is that \( t_1 \preceq t_2 \) if and only if \( v_1 \) can be safely used in place of \( v_2 \). This relation can be extended to processes, such that for two processes \( P_1 : T_1 \) and \( P_2 : T_2 \), it is \( T_1 \preceq T_2 \) if and only if process \( P_1 \) can safely replace process \( P_2 \) in all contexts—an idea made concrete by defining subtyping for processes in terms of bisimilarity [102]. Finally, it is worth mentioning that Pierce and Sangiorgi’s early system dealt with the safety of recursive communication patterns as well, expressible through the bang operator [101].

**Multi-Party Sessions.** The early works described above treated communication in the two-party case, in the sense that they answered the question of whether two processes \( P_1 \) and \( P_2 \) can be safely composed into \( P_1 \parallel P_2 \). For instance, in the notation of Takeuchi et al. [126], two processes can initiate a session over a name \( s \) as such:

\[
(request \ s(c) \ in \ c!0; \ end) \ || \ (accept \ s(c) \ in \ c?x; \ end)
\]

The above contrived example initiates a session \( s \) involving a single channel \( c \), which is used for the first process to send the number zero to the second one. The reader might observe that this is the notation of Section 2.2.2, with only one channel, and two participants. The notation of Section 2.2.2, involving multiple channels and participants, was introduced by Honda et al. [69, 70]. Their work allows the specification of protocols from a global perspective, where a session type describes the interactions taking place over all channels in the session; such a type is called a *global type*. A *projection* algorithm then mechanically derives the behavior specification of each individual process, that is, their *local type*. Typing
the individual processes with regard to these local specifications ensures two fundamental properties: (i) session fidelity, i.e., any reduction on processes is predicted by the associated session type; and (ii) progress, i.e., interactions predicted by a session type are certain to take place in the program. One limitation of the work of Honda et al. is that progress is ensured on a per-session basis—the case of communication in one session blocking actions in another was left untreated.

The assumption on the absence of inter-session hindrance was lifted by Bettini et al. [14], who analyzed the flow of dependencies on the use of channels, taking session delegation into account and ensuring the absence of cyclic dependencies. The system of Honda et al. was further extended by Gay and Hole [57], who proposed a subtyping relation for session types along the lines of Pierce and Sangiorgi [115, 116]. Deniélou and Yoshida introduced multiparty session automata [50], a formalism that allows the capturing of interactions such as the alternating bit protocol, that cannot be expressed in the original multiparty session types of Honda et al. In their work, Deniélou and Yoshida show that in some cases, questions that are not decidable for general-purpose communicating finite state machines are in fact decidable for multiparty session automata.

It is worth mentioning that while the above discussion is concerned with the theoretical foundations of multi-party sessions, those came after the topic was first investigated in practice, with the introduction of the Web Services Choreography Description Language (WSCDL) [135]. The idea behind WSCDL is to enable conformance verification for multiple, concurrently executing web services and clients against protocols described in XML [134]. The latter is a general-purpose language for expressing arbitrary graph structures, and thus, WSCDL expresses protocols in an accordingly compositional fashion: simple actions (e.g., sends and receives) are nodes; a collection of action nodes can be connected to a sequencing node, forcing the relevant actions to be sequenced; a collection of nodes can also be connected to a parallel node, denoting the concurrent composition of the related actions, et cetera.

The notion of an end-point projection of such specifications onto the individual participants was first studied by Carbone et al. [27], who also investigated the associated correctness requirements—that is, the conditions under which a set of local types behaves according to the global type they were projected from.

### Parameterized Session Types

Yoshida et al. [138] and Deniélou et al. [51] extended the syntax of Honda et al. [70] to allow the use of parameters—both in process definitions, and in the language of types. The example that follows uses an extended form of the syntax used in Section 2.2.2, and consists of a process sending the value 5 to another process $n$ times:
\begin{align*}
P(n) & = \lambda x: \text{Int}. \left( \text{request} s[1..1](c) \text{ in foreach}(i < n). (c!x) \right) \quad \text{process definition} \\
Q(n) & = \text{accept} s[1](c) \text{ in foreach}(i < n). (c!x) \quad \text{process definition} \\
\Pi n. (P(n)(5) \parallel Q(n)) & \quad \text{program}
\end{align*}

The construct \( \Pi n \) binds the parameter \( n \) in the subsequent expression, which in this case controls the number of times the message gets sent. The session type for \( s \) is thus

\[ T = \Pi n. \text{foreach}(i < n). (0 \xrightarrow{\text{Int}} 1) \]

which is a dependent type, i.e., the type parameter \( n \) is a name bound in the program.

In the above example, the parameter controls the number of repetitions; in addition to such patterns, the system of Yoshida et al. supports type-safe interactions among a fixed, but not statically known, number of participants. The calculus underlying their approach simplifies the treatment of parametric constructs with the use of Gödel’s \( \mathcal{R} \) operator \cite{8}, and allows communication patterns whose repetitive nature is expressible through operations on the indices. One example would be the use of a single global type to capture a butterfly network (used, for example, in performing fast Fourier transforms), the very structure of which is highly dependent on the number of participants. Static verifiability—without instantiating the type parameters—is maintained by projecting onto parameterized local types, which can be checked against process implementations as long as the operations on the indices allow syntactic comparisons. A simple example would be the following global type, describing a ring of \( n + 1 \) processes that pass some integer value around once:

\[ \Pi n. \left( \text{foreach}(i < n). (i \xrightarrow{\text{Int}} (i + 1)) ; (n \xrightarrow{\text{Int}} 0) \right) \]

The work of Yoshida et al. \cite{138} was later improved by Bejleri \cite{12, 13}, who allowed indices to range over infinite sets of natural numbers, and introduced the concept of a \textit{role}. The idea was made precise by Deniélo and Yoshida \cite{49}, whose system facilitates modular implementations of protocols such that each role is implemented and typechecked separately—similar to classes in object-oriented programming. This new system did away with explicit numeric parameters, and allowed programs to contain expressions that poll the participants of a given role. Deniélo and Yoshida allow, for example, the global type of a map-reduce \cite{47} interaction among a server and multiple clients to be written as

\[ \mu t. (\forall x: \text{client}. ((\text{server map} x) ; (x \text{reduce server}) ; t)) \].
The above type states that the server sends a map message to all clients in the program, each one of which then replies with a reduce message. Note that with the use of primitive recursion ($\mu t$), the interaction continues forever. An important improvement of this system over the previous ones is that it allows processes to join and leave roles dynamically, while maintaining the benefits of typechecking their behavior. In the above example, processes that join the client role must conform to the given global type. It is worth noting that the lack of numeric parameters results in global types that are less precise, and the role polling mechanism requires related information to be retained at runtime.

**Asynchrony.** Gay and Vasconcelos [58] and Gay and Vasconcelos [61] were the first to consider asynchronous session types for a functional programming language. Their work develops a type system that is based on linear logic, which, contrary to previous proposals, allows the re-use of well understood typechecking mechanisms. Kouzapas et al. [84] propose asynchronous session types for an event-based flavor of the $\pi$-calculus, and study the semantic relation between their calculus and multi-threaded programs. The proposed extensions are also found in the work of Hu et al. [73], who extend the Java programming language with event-based primitives and asynchronous type-safe sessions.

A fundamentally different approach to concurrency is taken by Carbone and Montesi [24], who propose that the program itself should be written from a global perspective. Static typing ensures the absence of deadlocks, while concurrent composition is regained through a suitable swap relation.

Castagna et al. [31] propose a specification language for global types that is closer to regular expressions; they investigate the requirements for correctness after projection, and guarantee certain liveness properties. Their work was the starting point of the author’s original papers [35, 36], which give rise to the material in Chapter 5.

Subtyping for local types in asynchronous multi-party sessions has been studied by Mostrous et al. [107], as an extension to the work of Honda et al. [70]. Their work also presents an algorithm for the synthesis of a global type from a set of end-point (local) types, with the property that the resulting global type is minimal with respect to the proposed subtyping relation.

**Object-Oriented Languages.** Hu et al. [72] were the first to present a full implementation of a Java flavor with support for session types. Dezani-Ciancaglini et al. propose MOOSE [53], an extension to Java with session types that guarantee progress. The same authors extend [52] MOOSE with bounded polymorphism [29] for communicable values, while support for asynchronous channels was added by Coppo et al. [43]. Balzer and Pfenning [9] capture
object-oriented programming in an implementation of a $\pi$- derived process calculus. In their work, each process is associated with a channel, which allows it to communicate with other processes. Such a channel serves as a “reference” to the process, allowing the outside world to treat it as an object. Each channel is associated with a linear session type, which allows sending a channel to another process, albeit making it unavailable to the sender immediately afterwards.

Better object encapsulation is offered by the system of Gay et al. \cite{59}, who mix type-states \cite{46, 132} and session types, by allowing typed channels to be stored as class fields. A tytypestate is associated with each object reference, and the relevant transitions are given on the class level. These dictate the allowed sequences of method calls on objects, and by extension, the use of the channels stored as fields. Object aliases are controlled via a linear type system, i.e., one that utilizes destructive reads \cite{136}.

**Process Types.** As the current state of the literature in choreographic types suggests, it is difficult to capture dynamic process creation as a behavior in global types. Subsequently, methodologies that rely solely on local types have been proposed, with the intention that the typing will guarantee safety and liveness properties without caring about adherence to a pre-defined protocol. Local types in this context are referred to as *process types* in the literature.

Bonelli and Compagnoni \cite{17} propose process types akin to the local types found in the work of Honda et al. \cite{68}2, and rely on type preservation theorems on (dual) type compositions for correctness. Reminiscent of this approach is the work of Lange and Tuosto \cite{89}, who discuss whether the local types of Honda et al. can be composed into a global type that satisfies certain progress and safety properties, in a CCS-style process calculus. As discussed in Section 2.3, process types can be viewed as communicating finite state automata, i.e., automata where input and output actions label the transitions. Correctness criteria for the composition of such automata is discussed by Brand and Zafiropulo \cite{21}, and Lange et al. \cite{90}.

**Programmer Intent.** When composing processes, deadlock-freedom does not necessarily guarantee progress in the intuitive sense. As a result, more general notions have been proposed, such as *lock-freedom*. A lock-free process is one where all I/O operations in sub-processes succeed (eventually, under fair scheduling), even if the process as a whole diverges. The relation between lock-freedom and the ability of a process to reduce has been studied, for example, by Carbone et al. \cite{26}.

\footnote{their work was developed around the same time, but independently from Honda et al.}
Lock-freedom has been taken one step further, by allowing the programmer to make the set of I/O operations that are required to succeed explicit. For example, Kobayashi’s system [79] allows the use of a variety of channel types, with different progress guarantees for each. In general, his type system associates a time tag with each channel, inferred from its relative usage order. The type system then enforces an ordering relation on these tags, breaking cycles. The use of a partial order to break cyclic dependencies is also found in the work of Padovani [112]. Sumii and Kobayashi [125] take these ideas further, so that channels are annotated with capabilities and obligations. The resulting type system ensures that if a process has the capability of performing an I/O action on a channel, that action will eventually succeed; similarly, it guarantees that if a process has the obligation to perform an action on a channel, the action is eventually taken. This strategy for lock-freedom is improved on in Kobayashi’s later work [80], where even more precise information is used: channels are additionally associated with the minimum number of reduction steps needed until capabilities are met, and also the maximum number of steps until obligations are fulfilled. The automatic inference of similar type annotations has also been considered [81].

Puntigam’s work on token-tracking [120] for actors allows the programmer to annotate each message handler with two multisets of tokens: one to be consumed when receiving the message, and one to be produced when the handler completes. A message is only accepted if the required tokens are available, a property ensured (statically) by the type system, so that every sent message can—and will—be processed. In other words, static typing prevents the sending of messages for which the recipient is not guaranteed to have the required tokens. In this regard, Puntigam’s local types make synchronization constraints explicit, by means of static evaluation of method guards [99]. The nomenclature is due to the fact that the latter “guard” methods with boolean expressions, and such methods can only be invoked if the associated conditions are satisfied. Related is the concept of enabled sets [99], first appearing in the description of Rosette [4]. The change in the token set upon message receipt effectively changes the set of messages that are currently acceptable, in other words, enabled.

An important contribution of Puntigam’s work is the handling of conditional statements in the type system. For example, for the statement

\[
\text{if } x_1 = x_2 \text{ then } P_1 \text{ else } P_2
\]

$P_1$ is typed in an environment where the types of $x_1$ and $x_2$ have been combined, i.e., their token sets have been merged.
In later work, Puntigam and Peter [122] further improve this idea, such that the typing handles dynamic type comparisons such as

\[
\text{if } s_1 \preceq s_2 \text{ then}(t) \ P_1 \text{ else } P_2
\]

which tests whether the type \(s_1\) is a subtype of \(s_2\). In typing the above, the type variable \(t\) is replaced in \(P_1\) by the difference of \(s_1\) and \(s_2\), to account for consumed tokens. The type system ensures that messages sent in \(P_1\) adhere to the tokens available in \(t\), and respectively, that messages sent in \(P_2\) adhere to the tokens available in \(s_2\).

In the same work, Puntigam and Peter add progress guarantees with the inclusion of obligatory tokens that the type system requires be consumed. Puntigam’s token-tracking ideas [119] are the starting point for the material in Chapter 4, where we address some of his system’s shortcomings. For instance, given an actor reference with associated obligatory tokens, Puntigam demands that one of the following happens by the end of the current scope: (a) the actor reference is sent suitable messages to consume the obligatory tokens; (b) the actor reference is sent to another actor; or (c) it is is passed as the formal argument to a \textit{become} [3]-style invocation. The first item ensures requirement satisfaction. However, the second item allows actor names to be passed around in circles, while the third allows the current actor to diverge—in both cases without guaranteeing the consumption of obligatory tokens. In contrast, the system we develop in Chapter 4 does not allow such infinite requirement delegation; we additionally provide a simpler formal treatment of the associated progress guarantees.

**Realizability of Sessions.** The question of whether it is possible to implement a given choreography (i.e., a global type) by a suitable set of participants has been addressed in the work of Basu et al. [11]. Given a choreography in the form of an automaton where transitions are labeled with message send actions, Basu et al. show that the question of whether the choreography is implementable by a set of communicating peers is a decidable problem. The authors define equivalence such that two systems are equivalent if they generate the same sequences of message send actions, ignoring the order of receives. In contrast, the realizability question for the more general case of message sequence graphs [64], is undecidable. Decidability and complexity class results for the case of message sequence graphs have been derived by Alur et al. [7].

Castagna et al. [30, 31] discuss structural criteria for global types that contain the more common sequence, choice and concurrent composition constructs, to ensure that projection maintains the specification’s trace semantics. Related is the approach of Lanese et al. [88],
who address the question of whether a choreography in WSCDL [135] has an equivalent set of BPEL4Chor [48] processes. Modeling both in simple calculi that support messaging, choice, and concurrent composition, Lanese et al. determine the criteria for the existence of a bisimulation relation between the WSCDL specification and the set of BPEL4Chor processes, for both synchronous and asynchronous communication.

**Generalization of Session Type Systems.** A general methodology for deciding the completeness of a subtyping relation is presented by Chen et al. [40, 41]. Denoting substitutability with $<$ and subtyping with $\prec$, a subtyping relation is complete when for all types $t_1, t_2$ with $t_1 < t_2$, the relation $t_1 \prec t_2$ is decidable statically. Their methodology is based on (i) defining the relation “not a subtype of” syntactically; (ii) defining a characteristic process for each session type; and (iii) showing that the relation $t_1 \not\prec t_2 \iff t_1 < t_2$ is not derivable for the characteristic processes of $t_1$ and $t_2$.

Igarashi and Kobayashi [75] present a generic session type system for the $\pi$-calculus. Equipped with a generic subtyping relation as well as a generic “OK” predicate, they discuss how other session type systems can be seen as concretizations of their system. Igarashi and Kobayashi’s proofs for standard properties such as subject reduction provide a framework where one can create correct session type systems without the need to provide proofs anew. In fact, Gay et al. [60] define an encoding from session types in the monadic $\pi$-calculus with polarities [57] to the system of Igarashi and Kobayashi above.

**Runtime Monitoring.** Consider a global type that includes elements of the form $P \xrightarrow{A} Q$, signifying the sending of a message from process $P$ to process $Q$. Here, $x$ is a name bound to the message payload, and $A$ is a boolean assertion. Depending on the form of $A$, it might not be possible to enforce $A(x)$ statically; in that case, we can guarantee the assertion through run-time checks, i.e., runtime monitoring. Note that it is much more efficient to apply such checks locally, that is, on the level of each process, as opposed to checks that require data from multiple sites—which would be impractical in large distributed systems.

The conditions under which such localized, end-point runtime checks suffice to enforce globally specified assertions were first studied by Bocchi et al. [16]. In a similar spirit, Neykova et al. [108] extended Scribble [71] with timing constraints, and studied the conditions that enable purely local, end-point runtime monitoring of distributed systems with real-time constraints.

**Other Related Work.** The relationship between linear logic and session types has been investigated by Caires and Pfenning [23]. Their work interprets the connectives of linear
logic as standard actions from the session type domain, i.e., the communication of values and channels, continuations, et cetera; standard properties such as subject reduction are a consequence of the close correspondence between the operational semantics of the synchronous \(\pi\)-calculus and the standard sequent calculus proof system for dual intuitionistic linear logic.

A rich and expressive session type system for a multi-threaded version of the typed \(\lambda\)-calculus has been proposed by Gay et al. [62, 133], which treats the dynamic creation of asynchronous channels seamlessly. Typechecking is made possible by annotating functions with the changes they cause to channel types, as well as incorporating a form of alias tracking into the type checker. Similar ideas have been applied to an object-oriented calculus in the work of Gay et al. [59].

Very interesting from an application perspective is the work of Pucella and Tov [118], who encode and enforce session types in Concurrent Haskell [78] using the language’s built-in parametric typing capabilities. This is useful from a practical standpoint, because such a technique does not require programmers to rely on non-standard tools in order to benefit from session types. Similarly, Imai et al. [76] encode and enforce session types in pure OCaml [91]. De’Liguoro and Padovani [141] propose types for mailboxes as first-class values, a concept which finds application in languages such as scala [129]. Their typing builds a call graph, and prevents deadlocks by ensuring the absence of cyclic dependencies among messages, their arguments, and their recipients. The basic ideas of that approach were originally explored by Padovani [111], who treats local types as obligatory specifications, i.e., where all prescribed interactions must take place.

Exception handling has been considered by Carbone et al. [25, 28], allowing the participants of a protocol to escape the normal control flow and coordinate on another. Additional safety properties with regard to the consistency and source of data can be guaranteed by augmenting session types with \textit{correspondence assertions} [18, 19]. Such systems can ensure, for instance, that a “man in the middle” does not change the amount deposited in a bank in an unexpected or malicious way. Nierstrasz [109] and Puntigam [121] model the behavior of active objects as local types that resemble finite state automata, and discuss subtyping in terms of their traces. Probert and Saleh [117] discuss the synthesis of protocols from stated properties and partial specifications, such as some, but not all of the local types involved. For the related problem of verifying properties of protocols expressed as finite state machines, we refer the reader to the work of Yuang [139].
Chapter 4

Typestates for Progress

Liveness properties state that a system will eventually produce an event of interest [6, 87]. For example, a client may request exclusive use of a resource from a server, with the expectation that there will eventually be a reply indicating whether access has been granted or denied. Liveness properties are generally difficult to express and reason about; this is primarily because they are formulated over, and thus require reasoning on, sequences of runtime configurations. In addition, even elementary liveness properties may hinge on assumptions about fairness, which disallow the indefinite postponement of basic operations such as the dispatching of messages [1].

Usually, type systems provide a straightforward way to capture safety properties of programs, i.e., properties which rule out executions that reach undesirable states. In contrast to liveness, safety can be established by analyzing single runtime transition steps. However, work in session types [126] has shown the feasibility of using a type system to establish certain notions of progress. These works apply type discipline to the use of communication channels in the π-calculus, and have viewed issues of progress under the prism of session fidelity: communication protocols, and hence the types that describe them, are designed so that adhering participants never get stuck. Session types usually constrain cyclic communication dependencies on the level of the protocol itself, so that well-typed processes communicate in a manner that always makes progress [14, 70]. However, as Sumii and Kobayashi [125] remark, there is more to progress than breaking cyclic dependencies: programmer intent should be taken into account.

We are interested in guaranteeing that an implementation adheres to the programmer’s intent on the delivery of certain messages. For example, the programmer may demand that whenever a client requests resource access from a server, it must eventually receive a reply. This reply does not necessarily need to come from the server process itself, but it does need to specify whether access to the resource has been granted or not. Certain bugs in the implementation can violate this requirement, for example, due to cyclic dependencies, or an omission of a message sending command by the programmer.

This chapter presents a possible solution to the problem in the context of actors [3], which communicate via asynchronous message-passing. Our work is structured around a simple actor calculus that allows the programmer to specify how messaging requirements may
be generated at runtime. We regard progress to be a persistent property on the (runtime) program state such that a configuration $C$ satisfies progress if every execution trace from $C$ ends in a state where all dynamically generated messaging requirements have been satisfied. We propose a type system to guarantee this property for every runtime configuration resulting from the program. We use the notion of a typestate [124] on both the language level, and in the presented meta-theory, tagging actor names with the multiset of message types that the corresponding actor needs to receive. We therefore regard progress as the question of whether an actor eventually receives all the messages included in their typestate. The type system enforces that, for every requirement that appears at runtime, suitable action is taken: either it is fulfilled in the current scope, or it is delegated to another actor. By recursive reasoning, the type system guarantees that such a postponed requirement will be satisfied by the delegate actor. In essence, we show that in all executions of well-typed programs, all requirements generated at runtime will eventually result in the corresponding messages being received.

A preliminary version of this work appeared in 2017, at the Workshop on Actors and Active Objects [37]. The most important shortcoming of that system is that the typing does not terminate for programs with cyclic messaging patterns. In Section 4.5 we show that it is possible to overcome this limitation, by using a memoization technique. Moreover, in order to keep the presentation simple, the material here does not deal with elementary safety properties, such as checking the numbers of handler arguments—those can be established by a separate type system.

Chapter Outline

We first present, in Section 4.1, two example actor programs that demonstrate the usefulness of message requirements with regard to establishing progress. We then define our actor calculus formally in Section 4.2, with its abstract syntax and operational semantics. The type system is defined in Section 4.3, where we give example typings and discuss the system’s limitations. The main result is proven in Section 4.4, where we show that executions of well-typed programs eventually satisfy stated requirements. In Section 4.5, we discuss cyclic communication patterns and a possible solution to the issues analyzed on page 46. Lastly, Section 4.6 incorporates Puntigam’s ideas on safety properties, as outlined on page 22.

4.1 Motivating Examples

We motivate our approach by discussing two simple programs, given in pseudo-code syntax reminiscent of Scala [129] with the Akka toolkit [93] for actors. Later, in Section 4.2, we will
define a minimal calculus to make the underlying ideas precise. The first program, shown in Figure 4.1, embodies a resource sharing scenario among multiple clients via a central server. The second program, shown in Figure 4.2, implements a classic example from the session types literature, where two buyers coordinate to purchase a book from a seller.

4.1.1 Resource Sharing Program

In the resource sharing program of Figure 4.1, there are three kinds of actors: servers, clients, and resources. The clients attempt to acquire exclusive access to resources administered by the server, by repeatedly messaging it until they succeed. The server is responsible for responding to requests, by creating new resource actors and handing out their names, as permitted by system limits. The problem we consider in this example is how to ensure that (a) clients eventually receive some reply after a request, whether positive or negative; (b) resources are properly allocated and de-allocated; and that (c) allocated resources are eventually put to work.

Actors are defined by their behavior, i.e., how they respond to messages, and their persistent state. For example, server actors have handlers for request and done messages, and a count state variable that represents the number of available resources. The program initially spawns a server actor and two client actors, on lines 40 to 42. The two clients are each sent a start(s) message (lines 43 to 44), informing them of the name of the server s. The clients then send request messages to the server (line 19), to ask for resource access. Upon receiving a request message, the server checks if count is zero or less (line 3), and if so, it sends a later message to the client. If count is positive, the server spawns a new resource actor to which it sends a lock message (line 8) with the client and itself as the payload; then, it decrements count. The resource reacts to the lock message by sending ok to the client (line 33), who replies with a work message (line 22).

The requirements (a), (b), and (c) from above are explicitly embedded in the code via the use of the construct add_req. On line 18, we express that the client actor currently executing this line is required to eventually receive either ok or later. On line 7, add_req expresses the requirement that the actor whose name is stored in rs (a resource actor) must eventually receive a kill message, representing de-allocation. Finally, on line 32, we express that the resource actor executing this line needs to eventually receive a work message.

As it turns out, the stated requirements will be satisfied in all executions of the resource sharing program where message delivery and processing is not indefinitely postponed. With regard to the delivery of either ok or later to the clients, consider what happens when the server actor receives a request message. It is either count ≤ 0, in which case the server sends
Figure 4.1: Example – Resource Sharing.

```plaintext
Server(count : Int) = {
  request(c : Client) =
  if count <= 0 then
    c ! later()
  else
    let rs = new Resource() in
    let rs_ = rs.add_req(kill) in
    rs_ ! lock(c, self);
    update(count - 1)
  done(r : Resource) =
    r ! kill();
    update(count + 1)
}

Client() = {
  start(s : Server) =
    let self_ = self.add_req(ok + later) in
    s ! request(self_)
  ok(r : Resource, s : Server) =
    r ! work(self, s)
  later() = ...
  done(r : Resource, s : Server) =
    s ! done(r)
}

Resource() = {
  lock(c : Client, s : Server) =
    let self_ = self.add_req(work) in
    c ! ok(self_, s)
  work(c : Client, s : Server) =
    ...
    c ! done(self, s);
}

let s = new Server(1) in
let c1 = new Client() in
let c2 = new Client() in
  c1 ! start(s);
  c2 ! start(s)
```
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later to the client actor right away; or \texttt{count} > 0, and the client name is sent to the newly spawned resource actor (line 8), which sends it an \texttt{ok} message on line 33.

Note that if we omit some message sending operation, requirements will be violated; for example, leaving out the statement \texttt{c! done(self, s)} from line 37 would violate the requirement set on line 7, thus resulting in failure to de-allocate the resource. Consequently, satisfaction of requirements captures a form of progress for actor programs, by ruling out that certain actors wait forever for some specific message.

4.1.2 Two Buyer Protocol

The program in Figure 4.2 builds on the two buyer protocol—a classic example found, e.g., in the work of Honda et al. [69]. The general idea is that two buyers need to coordinate to buy a book from a seller. The first buyer sends a quote request to the seller, who replies with a price. When the first buyer receives this quote, it tells the second buyer how much it is willing to contribute; then the second buyer decides if the remaining amount is within their budget, and let the seller know. In this example, the problem we consider is (a) whether the first buyer eventually gets a quote from the seller, and (b) whether the seller eventually receives a response to the quote.

There are three actor behaviors in the program: \texttt{Seller}, \texttt{Buyer1}, and \texttt{Buyer2}. Execution begins with spawning one actor of each behavior, on lines 82 to 85. The protocol starts when the first buyer actor receives a \texttt{start} message with the names of the two other participants. The first buyer then sends a \texttt{get\_quote} message to the seller actor with the title of a book (line 64). Requirement (a) is embedded in the use of \texttt{add\_req} on line 63. In response to a \texttt{get\_quote} message, the seller actor looks up the price of the title and sends it back in a \texttt{quote} message (lines 49 to 51). Notice the assignment with \texttt{add\_req} on line 50, which captures requirement (b) by demanding either one of messages \texttt{yes} or \texttt{no}.

The first requirement is easily seen to be fulfilled by the seller actor on line 51, assuming the \texttt{price\_of} invocation on line 49 terminates. The second requirement is ultimately fulfilled by the buyer-two actor, which will either reply \texttt{yes}, or \texttt{no}, in response to the \texttt{ask} message from the buyer-one actor. Once again, omitting send operations will result in requirement violations; for example, omitting \texttt{s!yes()} from line 77 would have that branch of the conditional (line 76) to proceed without a response to the seller. As in the first example, it makes sense to demand that both branches of a conditional satisfy all stated requirements, perhaps via a different messaging path—in this example, via a \texttt{yes} or \texttt{no} (lines 77 and 79, respectively).

As both presented examples hint at, making messaging requirements explicit allows us to reason about the eventual delivery of certain messages—and to do so \textit{statically}. Our approach
Figure 4.2: Example – Two Buyer Protocol.

```plaintext
Seller() = {
    get_quote(title: String,
        b1: Buyer1,
        b2: Buyer2) =
    let price = price_of(title) in
    let self_ = self.add_req(yes + no) in
    b1 ! quote(price, b2, self_)
    yes() = ...
    no() = ...
}

Buyer1(contr: Int) = {
    start(s: Seller,
        b2: Buyer2) =
    let self_ = self.add_req(quote) in
    s ! get_quote("1984", self_, b2)
    quote(price: Int,
        b2: Buyer2,
        s: Seller) =
    b2 ! ask(price, contr, s)
}

Buyer2(contr: Int) = {
    ask(price: Int,
        b1_contr: Int,
        s: Seller) =
    if price - b1_contr ≤ contr then
        s ! yes()
    else
        s ! no()
}

let s = new Seller() in
let b1 = new Buyer1(11) in
let b2 = new Buyer2(5) in
b1 ! start(s, b2)
```
is to reduce difficult parts of this reasoning to the checking of program conformance to a type system along the lines of process types [67, 119]. If a program passes the check, it is free of the discussed progress issues.

4.2 Actor Calculus

In this section, we present a minimal actor calculus to formalize the above ideas. This calculus is a small extension of the one presented in Section 2.1; its syntax provides an extra construct, \( \text{add}(x, R) \) that captures requirement generation. As before, the language follows standard actor semantics. However, its syntax does not adopt the \( \lambda \)-calculus extension of Agha et al. [3]; instead, to capture the examples above, we allow behaviors to include message handler definitions. As in Section 2.1.1, the intention here is the following: consider an actor \( \alpha \) with behavior \( b \), where the definition of \( b \) includes a handler \( h \) with parameters \( x_1 \ldots x_k \) and body \( S \). Then, the receipt of a message \( h(u_1 \ldots u_k) \) by actor \( \alpha \) will invoke the code \( S \), replacing the formal parameters \( x_1 \ldots x_k \) with the values \( u_1 \ldots u_k \), and \text{self} with \( \alpha \). The reserved name \text{self} refers to the actor in which it is evaluated.

In what follows, we abbreviate sequences of the form \( x_1 \ldots x_k \) with \( \pi \), sequences of the form \( u_1 \ldots u_k \) with \( \underline{u} \), et cetera. The calculus syntax is given in Figure 4.3: programs \( P \) consist of a list of behavior definitions \( B \) and an initial statement \( S \). An actor behavior definition includes a name \( b \) that identifies the behavior, variables \( \overline{x} \) that store the assuming actor’s state, and a list of message handler definitions \( \overline{H} \). In turn, a message handler definition includes a name \( h \) that identifies the handler, a list of message parameters \( \overline{x} \), and a statement \( S \) to be executed upon invocation of the handler.

Statements generally consist of single operations followed by another statement. For example, \( x!h(\overline{e}).S \) sends a message for handler \( h \) of the actor \( x \), with argument list \( \overline{e} \), and then proceeds as \( S \). The statement \( \nu x:b(\overline{e}).S \) creates a new actor (whose name is bound to \( x \) in \( S \)) with behavior \( b \) and initial state variables set to the values of the expressions \( \overline{e} \). The statement \( \text{update}(\overline{e}) \) updates the values of actor state variables, and the \text{if} statement has the usual meaning of a conditional. A \text{ready} statement belongs to the runtime syntax, signifying the end of handler execution.

The call \( \text{add}(x, R) \) adds the requirement \( R \) to the list of requirements already associated with the actor \( x \). Informally, to satisfy a disjunctive requirement \( (h_1 + h_2) \) of some actor \( x \), we have to send it a message labeled with either \( h_1 \) or \( h_2 \). Similarly, to satisfy a conjunctive requirement \( h_1 \cdot h_2 \), one has to send the actor two messages, \( h_1 \) and \( h_2 \).
Figure 4.3: Actor calculus syntax.

\[ \begin{align*}
P & ::= \overline{B} S \\
B & ::= \text{bdef } b(\overline{x}) = \{ R \} \quad b \in \text{behavior names} \\
H & ::= \text{hdef } h(\overline{x}) = S \quad h \in \text{handler names} \\
S & ::= x!h(\overline{x}).S \\
& \quad \text{add}(x,R).S \\
& \quad \text{if } e \text{ then } S_1 \text{ else } S_2 \quad e \in \text{expressions (values, function calls, etc.)} \\
& \quad \nu x:b(\overline{x}).S \quad \text{actor creation} \\
& \quad \text{update}(\overline{x}) \quad \text{state update} \\
& \quad \text{ready} \quad \text{[runtime syntax]} \\
x & ::= \text{self} \mid x, y, z, \ldots \mid \alpha, \beta, \ldots \quad x, y, z, \ldots \in \text{variables} \\
& \quad \alpha, \beta, \ldots \in \text{runtime actor names} \\
R & ::= (R_1 + \cdot \cdot \cdot + R_k) \quad \text{requirement disjunction} \\
& \quad (R_1 \cdot \cdot \cdot R_k) \quad \text{requirement conjunction} \quad \text{[runtime syntax]} \\
& \quad (R_1 \div R_2) \quad \text{requirement satisfaction} \quad \text{[runtime syntax]} \\
& \quad h \quad \text{simple message requirement} \\
& \quad \epsilon \quad \text{empty requirement} \quad \text{[runtime syntax]} \\
C & ::= (\Delta, R, M, A) \quad \text{configuration} \quad \text{[runtime syntax]} \\
\Delta & ::= \text{program information} \quad \text{[runtime syntax]} \\
R & ::= \{ \alpha_1 \mapsto R_1 \ldots \alpha_k \mapsto R_k \} \quad \text{requirement map} \quad \text{[runtime syntax]} \\
M & ::= \{ \alpha_1!h_1(\overline{u_1}) \ldots \alpha_k!h_\kappa(\overline{u_\kappa}) \} \quad \text{multiset of pending messages} \quad \text{[runtime syntax]} \\
A & ::= \{ \langle S_1\rangle_{\alpha_1} \ldots \langle S_\kappa\rangle_{\alpha_\kappa} \} \quad \text{actor map} \quad \text{[runtime syntax]} \\
\quad u, w \in \text{values} \\
\end{align*} \]

Figure 4.4: Structural congruence on requirements.

\[ \begin{align*}
\epsilon + R & \equiv \epsilon & \epsilon \cdot R & \equiv R \\
R_1 + R_2 & \equiv R_2 + R_1 & R_1 \cdot R_2 & \equiv R_2 \cdot R_1 \\
R_1 \cdot (R_2 \cdot R_3) & \equiv (R_1 \cdot R_2) \cdot R_3 & R_1 + (R_2 + R_3) & \equiv (R_1 + R_2) + R_3 \\
R \div (R_1 + R_2) & \equiv (R \div R_1) + (R \div R_2) & R \div (R_1 \cdot R_2) & \equiv (R \div R_1) \div R_2 \\
R_1 + R_2 & \div R \equiv (R_1 \div R) + (R_2 \div R) \\
\end{align*} \]
4.2.1 Operational Semantics

To formalize the program semantics, we first define an algebra on the extended requirement syntax (including the empty, conjunction, and satisfaction rules of Figure 4.3). The relation $\equiv$ on requirements is the least congruence relation that includes the rules of Figure 4.4. The empty requirement $\epsilon$ is the zero element for $+$ (disjunction) and the unit element for $\cdot$ (conjunction). Reductions on requirements are defined in Figure 4.5, and hold up to structural congruence. An empty requirement $\epsilon$ is always considered satisfied, while we say that the messages $h_1, \ldots, h_k$ satisfy a non-empty requirement $R$ iff

$$(R \cdot h_1) \div h_2 \rightarrow R$$

$$(R_1 \rightarrow R'_1) \quad (R_1 \rightarrow R'_1 \cdot R_2) \quad (R_1 \rightarrow R'_1) \cdot (R_2 + R_3) \rightarrow R_1 \cdot R_2 + R_1 \cdot R_3$$

Furthermore, we assume a reduction relation on expressions, such that the notation $e \rightarrow_{\Delta} u$ means that expression $e$ reduces to the value $u$, given static program information $\Delta$. The latter is assumed to contain information extracted from the program, such as the parameters of message handlers. The transition relation for statements is defined in Figure 4.6, where we write $S \rightarrow_{\Delta} S'$ to say that a statement $S$ reduces to $S'$ via $l$. The label $l$ records the action being taken; for example, $\alpha!h(\overline{u}).S$ reduces to $\overline{u}$, and $l = \alpha!h(\overline{u})$ records the sent message. The values $\overline{u}$ are computed from the expressions $\overline{e}$, i.e., $\overline{e} \rightarrow_{\Delta} \overline{u}$.

The transition relation $S \rightarrow_{\Delta} S'$ is referenced in the program-level rules of Figure 4.7, which transform runtime configurations. A runtime configuration $C$ is a tuple $(\Delta, R, M, A)$,
Figure 4.7: Labeled transition semantics for actor configurations.

<table>
<thead>
<tr>
<th>SEND</th>
<th>$R(\beta) \div h \leadsto R'$</th>
<th>$R' = R[\beta \mapsto R']$</th>
<th>$S \xrightarrow{\beta(h(\pi))} S'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta, R, M, A \cup {\langle S \rangle_{\alpha}^{b(\pi)}}$</td>
<td>$\mapsto \Delta, R', M \cup {\beta!h(\pi)}$, $A \cup {\langle S' \rangle_{\alpha}^{b(\pi)}}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RECEIVE</th>
<th>$S = body(\Delta, h)$</th>
<th>$\overline{y} = \text{params}(\Delta, h)$</th>
<th>$\overline{x} = \text{params}(\Delta, b)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta, R, M \cup {\alpha!h(\pi)}$, $A \cup {\langle \text{ready} \rangle_{\alpha}^{b(\pi)}}$</td>
<td>$\mapsto \Delta, R, M \cup {\langle S \rangle_{\alpha}^{\text{self}}[\overline{w}/\overline{y}x]}^{b(\pi)}}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>UPDATE</th>
<th>$S \xrightarrow{\text{update}(\overline{y})} S'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta, R, M \cup {\langle S \rangle_{\alpha}^{b(\pi)}}$</td>
<td>$\mapsto \Delta, R, M \cup {\langle S' \rangle_{\alpha}^{b(\pi)}}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>NEW</th>
<th>$S \xrightarrow{\beta(h(\pi))} S'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta, R, M \cup {\langle S \rangle_{\alpha}^{b(\pi)}}$</td>
<td>$\mapsto \Delta, R, M \cup {\langle S' \rangle_{\alpha}^{b(\pi)}}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ADDREQ</th>
<th>$R(\beta) \cdot R \leadsto R'$</th>
<th>$S \xrightarrow{\text{add}(\beta, \overline{y})} S'$</th>
<th>$R' = R[\beta \mapsto R']$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta, R, M \cup {\langle S \rangle_{\alpha}^{b(\pi)}}$</td>
<td>$\mapsto \Delta, R', M \cup {\langle S' \rangle_{\alpha}^{b(\pi)}}$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>IF</th>
<th>$S \xrightarrow{\text{if}} S'$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta, R, M \cup {\langle S \rangle_{\alpha}^{b(\pi)}}$</td>
<td>$\mapsto \Delta, R, M \cup {\langle S' \rangle_{\alpha}^{b(\pi)}}$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>PROG</th>
<th>$\Delta = \text{info}(\overline{B})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\overline{B} S \mapsto \Delta, \emptyset, \emptyset, {\langle S \rangle_{\alpha}^{m(\pi)}}$</td>
<td></td>
</tr>
</tbody>
</table>

where $\Delta$ records static program information; $R$ is a map from actor names to requirements; $M$ is the multiset of pending (sent, but not received) messages; and $A$ maps each actor name to a behavior, state, and executing statement. Elements of $M$ have the form $\alpha!h(\pi)$, where $\alpha$ is the destination actor, $h$ is the handler to be invoked upon receipt, and $\overline{y}$ are values constituting the message payload. We denote $A$ as a set of elements of the form $\langle S \rangle_{\alpha}^{b(\pi)}$, where $\alpha$ is the actor’s name, $b$ corresponds to its behavior, the values $\overline{w}$ constitute its state, and $S$ is the statement the actor is currently executing.

We write $C \rightarrow C'$ to say that the runtime configuration $C$ reduces to $C'$ via an application of some rule in Figure 4.7. By extension, $C_1 \rightarrow C_2 \rightarrow \cdots$ denotes a possibly infinite sequence of configurations where each adjacent pair follows the transition rules of Figure 4.7. Execution of a program $P = \overline{B} S$ then consists of a sequence of transformations that starts from the program’s initial configuration. Such an initial configuration is created via rule PROG in Figure 4.7, and it records information $\Delta$ from the program, associates no requirements with any actor, has an empty message set, and includes a single initial actor executing $S$. This actor has reserved name and behavior $\text{in}$, and no state variables. When $R = \emptyset$, we define $R(x) = \epsilon$ for all $x$; i.e., by convention, $\emptyset$ maps no requirements to any actor. We assume a
straightforward extension of the requirement algebra to runtime configurations, as shown in Figure 4.8. As always, reductions hold up to $\equiv$.

Rule ADDREQ deals with calls of the form $\text{add}(\beta, R)$ by appending $R$ to $R(\beta)$, i.e., the requirements already associated with $\beta$. Note the use of $\div$ in SEND: the rule adds the sent message to the multiset of pending messages, and reduces the requirements related to $\beta$, by re-mapping $\beta$ to $R(\beta) \div h$. This corresponds to the fact that $\beta$ will eventually receive $h$.

Only idle actors can receive messages [2]. Since statements take the form $\text{ready}$ when completely reduced, RECEIVE describes an idle actor $\alpha$ receiving a message to be processed by handler $h$. The statement $S$ to execute is extracted from the program information $\Delta$, and on it, the rule performs substitution of current values for handler and state variables. These values are taken from the message contents $\overline{u}$ and actor state $\overline{w}$. Handler and behavior (i.e., state) parameters are looked up via the auxiliary function $\text{params}$. Rule UPDATE writes new values $\overline{u}$ to the state variables of $\alpha$. Rule NEW creates a new actor $\langle \text{ready} \rangle^b_{\beta} \overline{u}$ with unique name $\beta$, initialized with the given behavior $b$ and values $\overline{u}$ for state variables. Rule IF has the usual effect of deciding a conditional.

### 4.3 Type System

The typing rules are given in Figure 4.9. As before, $\Delta$ records static program information (such as the abstract syntax tree) which is used to retrieve, for example, the body of message handlers. $R$ maps names to pending requirements, and $S$ is the program statement being typed. Judgments have the form $R \vdash_\Delta S$, read “under program information $\Delta$ and requirement map $R$, the statement $S$ is well typed”.

Rule $\text{T-Proc}$ types programs, writing $\vdash P$ to state that the program $P$ is well-typed. The rule prescribes that $P = \overline{B} S$ is well-typed, when using the information $\Delta$ extracted from
the behavior definitions \( \overline{B} \), the statement \( S \) is well-typed under the empty requirement map. Rule T-New requires that the statement following the creation command be typed with no requirements associated with the new actor. Rule T-Add demands that the statement following the \( \text{add}(x, R) \) command is well-typed under an environment which includes the new requirements \( R \) for \( x \). Per rule T-If, typing conditionals requires that each of the two branches satisfies the known requirements. Consistent with the fact that statements end in a construct of the form \( \text{update}(\overline{\tau}) \), rule T-Update is the base case of the recursive typing algorithm: it demands that all requirements known in the current scope have been satisfied.

Typing the action of sending a message takes into account that the execution of the related handler may satisfy some requirements known in the current context. Thus, rule T-Send demands that the statement \( S \) following the send command must be type-able under a “reduced” requirement map, from which we have removed the sent message \( h \), and the requirements satisfied by the body of \( h \). These include some requirements \( R_1 \) associated with \( x \), as well as some requirements \( R_2 \) associated with (some of\(^1\)) the arguments \( e \).

To clarify the use of these rules, consider the example in Figure 4.10, and the respective typing in Figure 4.11. The program’s main statement adds the requirement for a message \( m \) to \( y \), but then does not contain a \( y!m() \) statement; rather, it sends \( h(y) \) to \( x \). When \( x \) receives that message, the requirement for \( m \) will be satisfied in the body of the handler, i.e., the statement \( z!m().\text{update}() \), with \( z \) bound to \( y \). For this reason, when the typing reaches \( x!h(y) \), it requires both the typing of the body of \( h \), and the remaining commands—as in the application of rule T-Send from Figure 4.11.

\(^1\)The careful reader might observe that the rule does not care for \textbf{self} being part of the message payload. This poses no additional technical difficulty, and is omitted to simplify the presentation.
**Figure 4.10:** Example of requirement delegation.

\[
\text{bdef } b_1() = \\
\quad \text{hdef } h(z) = z!m().update() \quad \text{[sends } m \text{ to } z \text{ and returns]}
\]

\[
\text{bdef } b_2() = \\
\quad \text{hdef } m() = \text{update()} \quad \text{[empty update, does nothing]}
\]

\[
\nu x : b_1() \quad \text{[creates } x \text{ with behavior } b_1]\n\]

\[
.\nu y : b_2() \quad \text{[creates } y \text{ with behavior } b_2]\n\]

\[
.\text{add}(y, m) \quad \text{[associates requirement for } m \text{ with } y]\n\]

\[
.x!h(y) \quad \text{[sends } h \text{ to } x, \text{ with } y \text{ in the payload]}\n\]

\[
.\text{update()} \quad \text{[empty update, does nothing]}
\]

**Limitations.** Our system does not consider a requirement fulfilled, if the necessary messaging happens via state variables. To clarify this limitation, consider the program on the left-hand side of Figure 4.12. It includes two behavior definitions, \( b_1 \) and \( b_2 \), with one handler each: \( h_1 \) in \( b_1 \), and \( h_2 \) in \( b_2 \). Execution starts with the creation of actor \( x \) with behavior \( b_1 \), and actor \( y \) with behavior \( b_2 \). Actor \( y \) is created with \( b_2(x) \), i.e., storing \( x \) in the behavior (state) variable \( z \). The program proceeds to associate the requirement \( h_1 \) with \( x \), then sends \( h_2() \) to \( y \). When \( y \) receives \( h_2 \), it will send \( h_1() \) to \( x \). However, the presented type system will reject the program, because the typing rules for message sending do not consult with the actor’s state. Doing so requires the static tracking of dynamically changing actor state, and is the topic of future research.

The example on the right-hand side of Figure 4.12 shows two actors that exchange messages forever. Actor \( x \) sends \( h_2 \) to \( y \), which replies with \( h_1 \), and so on. Let’s see what happens when we attempt to type the body of \( h_1 \). First, the system encounters the call \( \text{add(self, } h_1) \), which adds a requirement for \( h_1 \) to \( \text{self} \), i.e., \( x \). Because the remaining statement is \( z!h_2(\text{self}).update() \), the typing will have to proceed via rule T-Send. In accordance to the rule premises (page 46), we need to type the body of \( h_2 \). In doing so, we will eventually reach the statement \( \text{add(self, } h_2) \), adding a requirement for \( h_2 \) to \( \text{self} \), i.e., \( y \). The remaining statement is \( z!h_1(\text{self}).update() \), and T-Send demands the typing of the body of \( h_1 \). Attempting to type \( h_1 \) essentially restarts the process, entering an infinite sequence of rule applications.

Note that on an intuitive level, this program has the discussed progress property: every generated requirement is eventually satisfied—even though a new one takes its place imme-
Figure 4.11: Typing the example of Figure 4.10.
diately after. This can be made obvious from the program’s reduction sequence, shown in Figure 4.13 with minor simplifications. Observe that the configurations marked with \((\ast)\) are identical, and that the part corresponding to the requirement mapping \(\{x \mapsto h_1\}\) is tracked by the type system in a manner that mirrors execution, thus failing to terminate. A possible solution to the problem is discussed in Section 4.5.

### 4.4 Calculus Meta-Theory

In order to establish our main result, we extend the typing relation to runtime configurations:

**Definition 4.1** (Runtime Typing). Let \(C\) be a runtime configuration. We say that \(C\) is well-typed, written \(\vdash C\), iff \(C\) satisfies the rules shown in Figure 4.14.

Note rule R-Transition, which is defined with the intention of forcing the runtime typing to unfold program execution—facilitating the proofs of this section. For example, we can show that typing holds up to equivalence and requirement reductions (Figure 4.8), captured by the next lemma.

**Lemma 4.1.** The following rules hold true:

\[
\frac{C_1 \equiv C_2}{\vdash C_1} \quad \frac{\vdash R \vdash R'}{\vdash (\Delta, R, M, A)} \quad \frac{R \rightarrow R'}{\vdash (\Delta, R', M, A)}
\]
The proof is by induction on the structure of runtime typing derivations, and is omitted. The main result of this chapter is that during executions of well-typed programs, all requirements generated dynamically are eventually satisfied; that is, runtime configurations satisfy the progress property:

**Definition 4.2** (Progress). Let $C = (\Delta, R, M, A)$ be a runtime configuration. We say that $C$ satisfies the progress property, written $\mathcal{P}(C)$, iff for all executions $C \rightarrow C_1 \rightarrow \cdots \rightarrow C_k$ that start from $C$, it is $C_k = (\Delta, R_k, M_k, A_k)$ with $R_k(x) \rightarrow \epsilon$ for all $x \in \text{dom}(R_k)$.

We remind the reader that the initial configuration of a program $P$ is denoted with $\text{init}(P)$, and that $\rightarrow^*$ is the transitive reflexive closure of the relation $\rightarrow$. We can now state the main result:

**Theorem 4.1.** Let $P$ be a program. Assuming statements $S$ terminate, $\vdash P$ and $\text{init}(P) \rightarrow^* C$ imply $\mathcal{P}(C)$.

The theorem states that all configurations reachable from the initial configuration of a well-typed program satisfy the progress property, notwithstanding the divergence of expressions (denoted with $\epsilon$ in Figure 4.3).

**Proof outline.** The main idea is to show that
(i) well-typed programs generate well-typed initial configurations, that is, \( \vdash P \) implies \( \vdash \text{init}(P) \);

(ii) the reduction relation of Figure 4.7 preserves typing, that is, \( \vdash C \) and \( C \rightarrow^* C' \) imply \( \vdash C' \); and

(iii) well-typed configurations satisfy the progress property, that is, \( \vdash C \) implies \( \mathbb{P}(C) \).

In other words, we show that the typing of configurations guarantees progress, and that reduction preserves the progress property. We proceed to prove the above items in sequence.

Recalling that satisfying \( R_1 \cdot R_2 \) requires the satisfaction of both \( R_1 \) and \( R_2 \), we state—without proof—an auxiliary lemma, which can be shown by induction on the structure of runtime typing derivations:

**Lemma 4.2.** If \( \vdash (\Delta, R_1, M_1, A_1) \) and \( \vdash (\Delta, R_2, M_2, A_2) \), then \( \vdash (\Delta, R_1 \cdot R_2, M_1 \cup M_2, A_1 \cup A_2) \).

Moreover, the following is an immediate consequence of figures 4.4 and 4.5:

**Lemma 4.3.** \( (R_1 \div R_2) \cdot R_2 \rightarrow^* R_1 \)

The lemma that follows captures our intuition that the static typing of programs (per Figure 4.9) implies that the respective runtime configurations are well-typed (per Figure 4.14).

**Lemma 4.4.** Let \( S \) be a statement where \textbf{self} has been replaced by a runtime name \( \alpha \), and let \( A \) consist solely of actors executing \textbf{ready}. Then, for any static program information \( \Delta \), requirement map \( R \), behavior instantiation \( b(\pi) \), and variables \( \pi \) with \( |\pi| = |\widehat{\pi}| \), we have that \( R[\pi/\pi] \vdash_\Delta S[\pi/\pi] \) implies \( \vdash (\Delta, R[\pi/\pi], \emptyset, A \cup \{\langle S[\pi/\pi]\rangle^h(\pi)\}) \).

**Proof.** We proceed by induction on the syntax of statements.

**Base case.**

From Figure 4.3, the base case is that of the \textbf{update} call. Let \( \Delta, R, A, \alpha, \pi \) and \( b(\pi) \) be as per the statement of the lemma. Moreover, fix values \( \overline{w} \) with \( |\overline{w}| = |\pi| \). We need to show that

\[
R[\pi/\pi] \vdash_\Delta \text{update}(\overline{w})[\pi/\pi] \quad \text{implies} \quad \vdash (\Delta, R[\pi/\pi], \emptyset, A \cup \{\langle \text{update}(\overline{w})[\pi/\pi]\rangle^h(\pi)\}).
\]

Notice that the variables \( \pi \) do not appear in the values \( \overline{w} \), and so the substitution \( [\pi/\pi] \) leaves
update(\overline{w}) unchanged. Assume \( R[\overline{u}/\overline{x}] \vdash_\Delta \text{update}(\overline{w}) \) per rule T-Update in Figure 4.9, i.e.,

\[
\forall y. (y \in \text{dom}(R[\overline{u}/\overline{x}])) \implies R[\overline{u}/\overline{x}](y) \rightarrow^* \epsilon \quad (4.1)
\]

From 4.1 and rule R-Ready in Figure 4.14, we have that

\[
\vdash (\Delta, R[\overline{u}/\overline{x}], \emptyset, A \cup \{\text{ready}\}_{\alpha}^{b(\overline{w})}) \quad (4.2)
\]

which, by R-Transition, implies

\[
\vdash (\Delta, R[\overline{u}/\overline{x}], \emptyset, A \cup \{\text{update}(\overline{w})\}_{\alpha}^{b(\overline{u})}).
\]

Inductive step – message sending.

Let \( \Delta, R, A, \alpha, \overline{x} \) and \( b(\overline{w}) \) be as per the statement of the lemma. Moreover, fix a message handler \( h \), values \( \overline{w} \), an actor name \( \beta \), a statement \( S \), a behavior instantiation \( b'(\overline{w}) \), and variables \( \overline{x}' \) with \( |\overline{x}'| = |\overline{w}| \). Assume that \( A = A_1 \cup A_2 \cup \{\text{ready}\}_{\beta}^{b'(\overline{u}')} \) for some \( A_1 \) and \( A_2 \) consisting solely of \text{ready} actors, and that \( R = R'[\overline{u}/\overline{x}] \) for some \( R' \). Also, assume that \( S = S_0[\overline{u}/\overline{x}] \) for some \( S_0 \) where \text{self} has been replaced with \( \alpha \). Further assumptions on \( \overline{x}' \) and \( \overline{w}' \) will become clear in the next few steps. We need to prove that

\[
R \vdash_\Delta \beta!h(\overline{w}).S \text{ implies } \vdash (\Delta, R, \emptyset, A \cup \{\beta!h(\overline{w}).S\}_{\alpha}^{b(\overline{u})}).
\]

Assume \( R \vdash_\Delta \beta!h(\overline{w}).S \) was derived via an application of rule T-Send, and thus

\[
R = \underbrace{R_0 \cup \{\beta \mapsto R_3, \overline{\gamma} \mapsto \overline{R}_\gamma\}}_{R_0[\overline{u}/\overline{x}]} \quad (4.3)
\]

for some mapping \( R_0 \), requirements \( R_3 \) and \( \overline{R}_\gamma \), and \( \overline{\gamma} = \text{actors}(\Delta, \overline{w}) \). From T-Send, it is

\[
\underbrace{R_0 \cup \{\beta \mapsto R_3 \div (h \cdot R_1), \overline{\gamma} \mapsto \overline{R}_\gamma \div \overline{R}_2\}}_{R_0[\overline{u}/\overline{x}]} \vdash_\Delta S \quad (4.4)
\]

and

\[
\{\beta \mapsto R_1, \overline{\gamma} \mapsto \overline{R}_2\} \vdash_\Delta \text{body}(\Delta, h)[\beta/\text{self}][\overline{\gamma}/\overline{z}] \quad (4.5)
\]

\[
S'_h = S_0[\overline{u}/\overline{x}']
\]
where $R_1$, $R_2$, $\gamma$ and $\overline{z}$ are as in rule T-Send. From the inductive hypothesis, 4.4 implies

$$\vdash (\Delta, R_0 \cup \{\beta \mapsto R_\beta \div (h \cdot R_1), \gamma \mapsto \overline{R}_2 \div \overline{R}_2\}, \emptyset, A_1 \cup \{(S)^{b(\pi)}_\alpha\}) \quad (4.6)$$

since $A_1$ consists solely of ready actors. Note that the mapping $\{\beta \mapsto R_1, \gamma \mapsto \overline{R}_2\}$ in 4.5 subsumes the substitution $[\overline{u}/\overline{v}]$. As a result, we can apply the inductive hypothesis on 4.5 to get

$$\vdash (\Delta, \{\beta \mapsto R_1, \gamma \mapsto \overline{R}_2\}, \emptyset, A_2 \cup \{(\langle S \rangle)^{b(\overline{v})}_\beta\}) \quad (4.7)$$

because $A_2$ consists solely of ready actors. Combining 4.6 and 4.7 per Lemma 4.2, we get

$$\vdash (\Delta, R_0 \cup \{\beta \mapsto R_\beta \div (h \cdot R_1) \cdot R_1, \gamma \mapsto (\overline{R}_2 \div \overline{R}_2) \cdot \overline{R}_2\}, \emptyset, A_1 \cup A_2 \cup \{(S)^{b(\pi)}_\alpha, (S)^{b(\overline{v})}_\beta\}) \quad (4.8)$$

We apply Lemma 4.3 and Lemma 4.1 to 4.8 to get

$$\vdash (\Delta, R_0 \cup \{\beta \mapsto R_\beta \div h, \gamma \mapsto \overline{R}_\gamma\}, \emptyset, A_1 \cup A_2 \cup \{(\langle S \rangle)^{b(\pi)}_\alpha, (\langle S \rangle)^{b(\overline{v})}_\beta\}) \quad (4.9)$$

We remind the reader that $\overline{u}'$ contains (among others) names in $\overline{w}$, and that $S'_h$ is the body of handler $h$ with the required substitutions. Thus, by rule R-Transition, 4.9 implies

$$\vdash (\Delta, R_0 \cup \{\beta \mapsto R_\beta \div h, \gamma \mapsto \overline{R}_\gamma\}, \emptyset, A_1 \cup A_2 \cup \{(\langle S \rangle)^{b(\pi)}_\alpha, (\langle S \rangle)^{b(\overline{v})}_\beta\}).$$

Since $A = A_1 \cup A_2 \cup \{(\langle S \rangle)^{b(\overline{v})}_\beta\}$, the above can be written

$$\vdash (\Delta, R_0 \cup \{\beta \mapsto R_\beta \div h, \gamma \mapsto \overline{R}_\gamma\}, \emptyset, A \cup \{(S)^{b(\pi)}_\alpha\}).$$

Applying R-Transition again, the above implies

$$\vdash (\Delta, R_0 \cup \{\beta \mapsto R_\beta \div h, \gamma \mapsto \overline{R}_\gamma\}, \emptyset, A \cup \{(S)^{b(\pi)}_\alpha\}).$$

From 4.3, the above is the same as

$$\vdash (\Delta, R, \emptyset, A \cup \{(S)^{b(\pi)}_\alpha\}).$$

which completes the proof for message sending. The rest of the cases are simpler, and are thus omitted in the interest of space. \qed
Corollary 4.1 (Static Typing Implies Runtime Typing.). \( \vdash P \) implies \( \vdash \text{init}(P) \) for all programs \( P \).

Proof. Let \( P = \mathcal{E}S \) be a program, and assume \texttt{self} does not appear in \( S \) (\texttt{self} does not make sense in the context of the initial actor). We apply Lemma 4.4 to \( \emptyset \vdash \Delta S \) and \( \vdash (\Delta, \emptyset, \emptyset, \{\langle S \rangle_{\text{in}}\}) \) with \( \Delta = \text{info}(\mathcal{E}) \).

We now show that the reduction relation of Figure 4.7 preserves typing:

Lemma 4.5 (Type Preservation). Let \( C \) be a runtime configuration. Then \( \vdash C \) and \( C \rightarrow^* C' \) imply \( \vdash C' \).

Proof. Assume \( \vdash C \), which means that one of the rules in Figure 4.14 (page 50) applies. If there exists \( C' \) s.t. \( C \rightarrow C' \), then \( \vdash C' \) from the definition of typing rule R-TRANSITION. If \( C \not\rightarrow \), i.e., \( C \rightarrow^* C' \), the only possibility is that \( C \) is a quiescent state, i.e., there are no messages to be delivered, and all actor statements have been reduced to \texttt{ready}. Per rule R-READY, \( C \) is well-typed.

Let \( C \) be a well-typed runtime configuration. Then a derivation of \( \vdash C \) according to the rules of Figure 4.14 forms a tree with root \( \vdash C \), such that every path on this tree is a sequence of applications of R-TRANSITION that ends in a single application of R-READY. On each such sequence, we focus on the configurations on the rule conclusions, say \( C, C_1 \ldots C_k \). We write \( \text{Paths}(\vdash C) \) for the set of all such sequences of configurations. As it turns out, \( \text{Paths}(\vdash C) \) includes all possible executions from configuration \( C \):

Lemma 4.6 (Typing Unfolds Execution). Let \( C_1 \) be a well-typed configuration, i.e., \( \vdash C_1 \) and \( C_1 \rightarrow \cdots \rightarrow C_k \) an execution from \( C_1 \). Then \( (C_1, \ldots, C_k) \in \text{Paths}(\vdash C) \).

Proof. Directly from Lemma 4.5.

Finally, item (iii) from the proof outline is captured in the statement below:

Lemma 4.7 (Runtime Typing Guarantees Progress). Let \( C \) be a configuration. Then \( \vdash C \) implies \( \mathbb{P}(C) \).

Proof. A derivation of \( \vdash C \) follows the rules of Figure 4.14, and hence, such a derivation ends in an application of rule R-READY. Thus, every sequence in \( \text{Paths}(\vdash C) \) ends in some configuration \( C_k \) for which \( \vdash C_k \) is given by rule R-READY. From the definition of the rule, \( C_k \) must be a quiescent state with no requirements. By Lemma 4.6 and the fact that \( \vdash C \), every execution from \( C \) ends in such a state.

We are now ready to prove the main result:
Proof (Theorem 4.1). Direct consequence of

\[ \vdash P \implies \vdash \text{init}(P) \]  
(Corollary 4.1)

\[ \vdash C \text{ and } C \rightarrow^* C' \implies \vdash C' \]  
(Lemma 4.5)

\[ \vdash C \implies \mathbb{P}(C) \]  
(Lemma 4.7).

Error programs. The progress property $\mathbb{P}(C)$ ensures that a configuration $C$ reduces to a state where all requirements have been satisfied. The property implicitly captures the definition of error programs: those that can result in a configuration $C$ for which $\mathbb{P}(C)$ does not hold. More formally,

**Definition 4.3** (Error Program). Let $P$ be a program in the syntax of page 42. It is *error* ($P$) when $P \rightsquigarrow (\Delta, R, M, A)$ and there exists $\alpha$ for which $R(\alpha) \not\rightarrow^* \epsilon$.

In other words, an error program is one that can reduce to a configuration with non-empty requirements, and where no reduction rules (page 44) apply. Theorem 4.1 directly implies that well-typed programs are not error:

**Corollary 4.2.** Let $P$ be a program. Then $\vdash P$ implies that $P \not\in \text{error}$.

*Proof.* Direct consequence of Theorem 4.1 and Definition 4.2.

4.5 On Cyclic Communication Patterns

The typing of Figure 4.9 permits some cases of indirect satisfaction of requirements, i.e., actors delegating obligations to one another—a typical behavior in actor systems. However, the presented rules demand that such delegation be linear, in the sense that symbolic tracing of the code should not revisit the same parts in a circular fashion, to avoid infinite loops. As it turns out, this requirement is an artifact of the design of the typing algorithm, which was chosen to make the presentation easier to follow. This section discusses alternative typing rules that would allow many cases of cyclic communication patterns, in large part solving the issue analyzed on pages 46–49.

The strategy we follow is to track the code starting from each *add* call site, and declare success if that particular requirement is found to be satisfied at some point later. If this symbolic execution reaches the same *add* site without finding an appropriate send command, then the algorithm can safely declare failure.

To better understand the proposed extension, consider the program in Figure 4.15, repeated from page 49. The diagram on the right describes the interaction pattern: an
Figure 4.15: Infinite, cyclic requirement generation example.

```
1 bdef b1() = {
2   hdef h1(z) =
3       add(self, h1)
4       .z!h2(self)
5       .update()
6 }
7
8 bdef b2() = {
9   hdef h2(z) =
10      add(self, h2)
11      .z!h1(self)
12      .update()
13 }
14
15 νx : b1()
16   .νy: b2()
17       .x!h1(y)
18       .update()
```

initial message $h_1$ to actor $x$ causes $x$ and $y$ to exchange messages $h_1$ and $h_2$ indefinitely. The complication arises because both actors generate a requirement for themselves before satisfying the requirement they already know for the other actor: on line 3, actor $x$ adds a requirement for $h_1$ to itself; then, on line 4, it satisfies the requirement $h_2$ for $y$, to whom it relies for the satisfaction of its own (just added) requirement for $h_1$.

In summary, the problem with typing this example with the rules in Figure 4.9 is that they unfold program execution, including the generation of requirements—while demanding that the code in a handler ends with an empty requirement set. Thus, for the example of Figure 4.15, the system of Figure 4.9 (a) does not detect that requirements are indeed satisfied before new ones are generated, and (b) does not terminate.

The first problem can be alleviated if we look at each `add` statement separately: by unfolding execution from the `add` statement onward, we can declare success if we find appropriate send commands before looping back to that `add` statement. If no such command was reached and no more unfolding is possible, i.e., the call graph that begins at the particular `add` statement is a chain, then we can safely assume failure. The second problem, i.e., termination, can be tackled by “remembering” the initial `add` call site and breaking the loop if it is encountered again. We make these ideas more precise with the rules in Figure 4.16.
Figure 4.16: Augmented static typing for progress, solving the cyclicity problem of page 46.

\[
S_h = body(\Delta, h) \quad k, \{x \mapsto R_2\} \vdash \Delta \ S_h[x/\text{self}] \\
\text{AUGM-SEND} \\
k, \{x \mapsto (R_1 \div (h \cdot R_2))\} \vdash \Delta \ S \\
k, \{x \mapsto R_1\} \vdash \Delta \ x!h(\tau).S
\]

\[
z = \text{params}(\Delta, h) \quad x \neq y \\
S_h = body(\Delta, h) \quad k, \{x \mapsto R_2\} \vdash \Delta \ S_h[y/\text{self}][\overline{e_1} \ x \overline{e_2} / z] \\
\text{AUGM-DELEGATE} \\
k, \{x \mapsto (R_1 \div R_2)\} \vdash \Delta \ S \\
k, \{x \mapsto R_1\} \vdash \Delta \ y!h(\overline{e_1} \ x \overline{e_2}).S
\]

\[
k, \{x \mapsto R_1\} \vdash \Delta \ S_1 \quad k, \{x \mapsto R_2\} \vdash \Delta \ S_2 \quad R_1 \equiv R_1 + R_2 \\
\text{AUGM-IF} \\
k, \{x \mapsto R\} \vdash \Delta \ \text{if } e \ \text{then } S_1 \ \text{else } S_2
\]

\[
k, \{x \mapsto R\} \vdash \Delta \ S[y'/y] \quad y' \text{ fresh} \\
\text{AUGM-NEW} \\
k, \{x \mapsto R\} \vdash \Delta \ \nu y:b(\overline{\tau}).S
\]

\[
R \longrightarrow^* \epsilon \\
\text{AUGM-UPDATE} \\
k, \{x \mapsto R\} \vdash \Delta \ \text{update}(\overline{\tau})
\]

\[
k_1 \neq k_2 \quad k_1, \{x \mapsto R_1 \cdot R_2\} \vdash \Delta \ S \\
\text{AUGM-ADD} \\
k_1, \{x \mapsto R_1\} \vdash \Delta \ \text{add}(x, R_2)^{k_2}.S
\]

\[
R \longrightarrow^* \epsilon \\
\text{AUGM-ADD-END} \\
k, \{x \mapsto R\} \vdash \Delta \ \text{add}(x, R)^{k}.S
\]

\[
k, \{x \mapsto R\} \vdash \Delta \ S \\
\text{AUGM-ADD-START} \\
\vdash \Delta \ \text{add}(x, R)^{k}.S
\]
The rules assume that each add statement is associated with a unique token $k$, as in $\text{add}(x, R)^k$. Rule AUGM-ADD-START bootstraps the process, with $k$ carried along the relation $\vdash$, which unfolds execution. The algorithm only keeps track of one actor name $x$ and its requirements $R$, and declares success if it loops back to the same $k$ with an empty $R$ (rule AUGM-ADD-END). Rule AUGM-SEND reduces the tracked requirements by the sent message $h$, as well as the requirements $R_2$ satisfied in the handler body $S_h$. Rule AUGM-DELEGATE reduces the requirements of $x$ when it is passed as an argument to the message $h$. Notice that AUGM-UPDATE demands that no requirements remain unsatisfied.

The difference from the system of Figure 4.9 lies in the fact that the rules presented here are intended to apply on each add call site independently, via application of AUGM-ADD-START. Endless looping is prevented by keeping track of the unique token $k$, and stopping when it is reached again (rule AUGM-ADD-END).

**The Fairness Requirement.** The typing strategy of the current section only guarantees requirement satisfaction for fair executions [55]. As discussed in Section 2.1.3, fair executions are those where enabled transitions are not infinitely postponed. Without this assumption, the program of Figure 4.15 would not be guaranteed to satisfy all generated requirements; for instance, $h_2(x)$ is not guaranteed to arrive at $y$, which is the only way $h_1$ gets sent to $x$ after line 3.

The typing rules in Figure 4.16 follow the rationale that after encountering an add operation, execution must reach a configuration where a suitable send transition is taken, i.e., rule Send on page 44. One way that AUGM-ADD in Figure 4.16 succeeds, is when the typing goes through rule AUGM-SEND, which removes the added requirement. In other words, for a statement $\text{add}(x, R).S$, rule AUGM-ADD succeeds if $S$ contains a suitable send command. The silent assumption here is that all necessary intermediate transitions are taken, that the send command is reached, and the message is indeed sent. Note that such intermediate transitions can be ones where $x$ is sent over as the payload to another message, captured by the typing rule AUGM-DELEGATE. In those cases, the typing must go through AUGM-SEND eventually, i.e., guarantee that a suitable send command is reached, even if in another actor’s code.

### 4.6 Puntigam’s Tokens

The system discussed so far has been based on the idea that the meaning of progress should derive from programmer intent: we allow the programmer to specify the kinds of messages that are necessary to each actor, and at which program states. This section discusses
Figure 4.17: The syntax of Figure 4.3 augmented to support Puntigam’s ideas [120].

| P ::= | B S |
| B ::= | b def b(x) = \{H\} b \in behavior names |
| H ::= | h def h(\tau) = S h \in handler names |
| T ::= | \tau_1 \rightarrow \tau_2 t, t_1, t_2, \ldots \in token names |
| S ::= | x!h(\tau).S |
| | if e then S_1 else S_2 e \in expressions (values, function calls, etc.) |
| | \nu x:b(\tau).S actor creation |
| | x := take(y, \tau).S token extraction |
| | update(\tau) state update |
| | ready [runtime syntax] |
| x ::= | self | x, y, z, \ldots | \alpha, \beta, \ldots x, y, z, \ldots \in variables |
| & \alpha, \beta, \ldots \in runtime actor names |

the converse, which is that the programmer should be able to specify the types of messages that each actor is allowed to receive.

The basic idea, originally appearing in the work of Puntigam [120], associates handler definitions to declarations of the form \(\tau_1 \rightarrow \tau_2\). This is a linear function that consumes the tokens \(\tau_1\) and produces \(\tau_2\). By attaching this function to a handler \(h\), we say that an actor that receives a message \(h(e)\) will consume \(\tau_1\) and produce \(\tau_2\). The type system is then responsible for enforcing that messages are only sent if the recipient has the necessary tokens, in this case, \(\tau_1\). This is achieved by tracking the tokens known to be associated with each actor on a per-scope basis.

We augment our calculus with the \(x := \text{take}(y, \tau)\) construct, which introduces a fresh alias \(x\) to actor \(y\), such that \(x\) is associated with tokens \(\tau\), “taken” from \(y\). The typing then has to ensure that \(y\) indeed has \(\tau\) tokens available for taking (rule \text{Tok-Take}).

Figure 4.17 shows the new actor syntax that includes a function \(T\) associated with each handler \(h\). In order to keep the presentation simple, this syntax does not include the \text{add} construct, or requirements in general. This way, the type system in Figure 4.18 can enforce the safety property outlined above without being concerned with the guarantees of the previous section. It is trivial to superimpose the two type systems to offer both guarantees.

Rule \text{Tok-Init} in Figure 4.18 extracts static information \(\Delta\) from the program \(\mathcal{B}\mathcal{S}\). Per the conventions used so far, such information is carried along the typing relation \(\vdash\) as a subscript, i.e., \(\vdash_{\Delta}\). Rule \text{Tok-New} introduces a new actor \(x'\) with no tokens, and requires that the
Rule **Tok-Take** subtracts the tokens \{\bar{t}\} from \(y\), and requires that the statement \(S\) that follows the \texttt{take} command is typeable in an environment where \(x'\) is associated with the taken tokens. Note the requirement \(\{\bar{t}\} \subseteq T\), meaning that the statement will only type if \(y\) has enough tokens to take from.

The most complicated rule is that for sending a message, i.e., \(x!h(\bar{e}).S\). Rule **Tok-Send** requires that the tokens associated with actors \(\bar{y}\) passed as arguments to \(h\) are removed from the environment that types the subsequent statement \(S\). Moreover, the statement \(S\) must be typeable in an environment where the tokens associated with \(x\) have been updated to reflect the application of \(\bar{t}_1 \rightarrow \bar{t}_2\) on \(x\)’s token set.

It is worth noting that our approach to progress is complementary to the one taken in this section: ours can be used to guarantee the receipt of certain messages—a liveness property—while Puntigam’s can be used to withhold their sending—a safety property. Combining the two systems would allow complicated coordination constraints to be statically enforced.

**Cyclic Communication.** The endless looping problem from Section 4.5 exists in Puntigam’s token system as well: the send rule of Figure 4.18 requires the indiscriminate typing of handler bodies, much like the send rule of Figure 4.9. A possible solution along the ideas of Section 4.5 apply in this case as well: by reaching an already seen mark \(k\) with the same token set, we can declare success and stop the typing process. A more elaborate solution would be to declare success if (a) \(k\) is seen twice, and (b) the token set encountered the second time round is a superset of the one seen the first time. This would detect a messaging pattern where the token set keeps increasing; thus, since the tokens were enough for the first iteration, they would be enough in every subsequent one.
**Figure 4.18:** Typing rules implementing Puntigam’s ideas [120].

<table>
<thead>
<tr>
<th>Rule</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tok-Init</strong></td>
<td>$\Delta = \text{info}(B)$ \hspace{1cm} $\emptyset \vdash S$</td>
</tr>
<tr>
<td></td>
<td>$\vdash BS$</td>
</tr>
<tr>
<td><strong>Tok-New</strong></td>
<td>$T \cup {x' \mapsto \emptyset} \vdash S[x'/x]$ \hspace{1cm} $x'$ fresh</td>
</tr>
<tr>
<td></td>
<td>$\vdash \nu x : b(\overline{e}).S$</td>
</tr>
<tr>
<td><strong>Tok-Send</strong></td>
<td>$\text{tok}(\Delta, h) = t_1 \rightarrow t_2$ \hspace{1cm} $\text{body}(\Delta, h) = S_h$</td>
</tr>
<tr>
<td></td>
<td>${t_1} \subseteq T$ \hspace{1cm} $T' = T \setminus {t_1} \cup {t_2}$ \hspace{1cm} $T \cup {x \mapsto T'} \vdash S$</td>
</tr>
<tr>
<td></td>
<td>$\text{actors}(\Delta, \overline{e}) = \overline{y}$ \hspace{1cm} $\text{actors}(\Delta, \text{params}(\Delta, h)) = \overline{z}$</td>
</tr>
<tr>
<td><strong>Tok-Update</strong></td>
<td>$T \vdash S_h[\overline{y}/\overline{z}][x/\text{self}]$</td>
</tr>
<tr>
<td></td>
<td>$T \cup {x \mapsto T, \overline{y} \mapsto T_1} \vdash \nu x : h(\overline{e}).S$</td>
</tr>
<tr>
<td><strong>Tok-Take</strong></td>
<td>$T' = T_y \setminus {\overline{t}}$ \hspace{1cm} ${\overline{t}} \subseteq T_y$</td>
</tr>
<tr>
<td></td>
<td>$T \cup {x' \mapsto \overline{t}, y \mapsto T_y'} \vdash S[x'/x]$ \hspace{1cm} $x'$ fresh</td>
</tr>
<tr>
<td></td>
<td>$T \cup {y \mapsto T_y} \vdash \nu x : h(\overline{e}).S$</td>
</tr>
<tr>
<td><strong>Tok-Update</strong></td>
<td>$T \vdash S_h[\overline{y}/\overline{z}][x/\text{self}]$</td>
</tr>
<tr>
<td></td>
<td>$T \vdash \nu x : h(\overline{e}).S$</td>
</tr>
<tr>
<td><strong>Tok-If</strong></td>
<td>$T \vdash S_1$ \hspace{1cm} $T \vdash S_2$</td>
</tr>
<tr>
<td></td>
<td>$T \vdash \text{if } e \text{ then } S_1 \text{ else } S_2$</td>
</tr>
</tbody>
</table>

Tok-Init: $\Delta = \text{info}(B)$ \hspace{1cm} $\emptyset \vdash S$ \hspace{1cm} $\vdash BS$

Tok-New: $T \cup \{x' \mapsto \emptyset\} \vdash S[x'/x]$ \hspace{1cm} $x'$ fresh

Tok-Send: $\text{tok}(\Delta, h) = t_1 \rightarrow t_2$ \hspace{1cm} $\text{body}(\Delta, h) = S_h$

Tok-Update: $T \vdash S_h[\overline{y}/\overline{z}][x/\text{self}]$

Tok-Take: $T' = T_y \setminus \{\overline{t}\}$ \hspace{1cm} $\{\overline{t}\} \subseteq T_y$

Tok-If: $T \vdash S_1$ \hspace{1cm} $T \vdash S_2$ \hspace{1cm} $T \vdash \text{if } e \text{ then } S_1 \text{ else } S_2$

$x'$ fresh
Chapter 5
Session Types for Actors

The previous chapter dealt with the question of whether a pre-specified set of messages is eventually delivered to the actors that need them. We were not concerned with interactions not involving this set of messages; as long as the ones we cared about were guaranteed to be delivered to the correct recipients, we treated intermediate interactions as a “means to an end”. In other words, all interactions that led to the delivery of required messages to certain actors were acceptable.

In this chapter, we care about all interactions. Given a program and a protocol specification, we want to guarantee that execution of the program only entails interactions prescribed in the protocol. We also want to guarantee the converse: that all interactions predicted by the protocol take place. Typing coordination constraints in actors is challenging with regard to asynchronous communication, because it leads to delays that require the handling of arbitrary shuffles. The difficulty arises when considering parameterized protocols; for example, assume two actors that communicate through a sliding window protocol: the actors agree on the length of the window (i.e., the number of messages that may be buffered) and then proceed to exchange messages concurrently. While the calculus in the previous chapter can capture the protocol—from an implementation standpoint—the typing does not guarantee that the implementation adheres to the specification. In this chapter, we reduce the expressiveness of the language, in return for an increase in the precision with which protocols can be statically enforced.

This work is inspired by the literature on session types, such that a program is checked for conformance against a given global type. While drawing ideas from classic papers [30, 51, 69, 126] on session types, our system is adapted to suit an actor-based calculus, and extended to allow the checking of more complicated protocols. For example, prior work on session types is not suitable for typing interactions such as the sliding window protocol, in part because their respective type languages depend on formalisms such as the typed λ-calculus [10] or System T [63], which do not explicitly capture the interleavings inherent in concurrency.

This chapter presents a session-type system that allows for parameterized concurrency: the number of participants, the types of messages sent, and the number of such messages are controlled by type parameters. Overall, this work makes the following contributions: (i) we introduce a novel construct that captures the atomic reordering of interactions, useful for the
validation of protocols where, say, clients interact with server resources; (ii) the typing allows
the number of branches in choice constructs to be controlled by a type parameter—both
the number, and the types of different possible execution paths can be unknown at compile
time; and (iii) the system can statically verify the conformance of actors to protocols where
causality relations are directly dependent on parameter values. For instance, the sliding
window protocol dictates that acknowledgments come after data messages, while the number
of outstanding messages is capped to the size of the window. It is important to note that
type checking in our system can be performed without instantiation of the type parameters.

Preliminary versions of this work were published in 2012 and 2016 [35, 36]. This chapter
makes the ideas more precise, and offers a comprehensive review of the limitations inherent in
session types in general, and their mix with actor systems in particular. For reasons discussed
in Section 5.7, capturing actor creation in a session type system is unintuitive, and is the
primary reason we developed the typestate system of the previous chapter.

Chapter Outline

Section 5.1 motivates our approach with examples. The examples assume a language of
global types, the syntax and semantics of which are formalized in Section 5.2. We then discuss
day-end-point types, i.e., local types, in Section 5.3. Along with their syntax and semantics, in
the same section, we present an algorithm that mechanically derives such local types from a
global specification. In Section 5.4 we formalize the actor calculus in which the discussed
examples can be programmed, while an algorithm that deduces end-point types from actor
implementations is presented in Section 5.5. That section also contains the proofs of various
standard sanity checks, such as subject reduction. Possible extensions are discussed in
Section 5.6, while an in-depth discussion of the limitations of this work is given in Section 5.7.
The latter contains an analysis of the issues present in session type systems designed for the
π-calculus, and how those manifest in the context of actors.

5.1 Motivation

This section motivates our approach with examples that are not captured by other systems
in the literature: the sliding window protocol, a case of locking–unlocking, and some cases
of limited resource sharing. We first demonstrate how the behavior of such protocols can
be described in our system, and then proceed with the reasons other related works cannot
capture these behaviors in their type systems.
The Sliding Window Protocol. Assume that an actor $a$ sends messages of type $m$ to an actor $b$, which acknowledges every received message with an $\text{ack}$ message. The protocol determines that at most $n$ messages can be unacknowledged at any given time, so that when the threshold is reached, $a$ ceases sending until it receives at least one more $\text{ack}$ message. In this example, the window size $n$ is a parameter, which means that we need to express the fact that $n$ sending–acknowledging events can be in transit at any given instant in time. The global type of the protocol is as follows:

$$\underbrace{(a \xrightarrow{m} b; b \xrightarrow{\text{ack}} a)^* \parallel (a \xrightarrow{m} b; b \xrightarrow{\text{ack}} a)^*}_{n \text{ times}} \parallel \cdots \parallel (a \xrightarrow{m} b; b \xrightarrow{\text{ack}} a)^*$$

where $a \xrightarrow{m} b$ denotes that $a$ sends a message of type $m$ to $b$. The operator $;$ is used for sequencing interactions. Operator $\parallel$ is used for the concurrent composition of its left and right arguments, while the Kleene star has the usual semantics of an unbounded—yet finite—number of repetitions.

The above type can be expressed using the notation of Castagna et al. [30, 31], albeit with a fixed window size $n$. In our system on the other hand, we can parameterize the type in $n$ and statically verify that participants follow the protocol without knowing its runtime value. Using $\parallel_{i=1}^n$ to denote the concurrent composition of $n$ processes, we obtain the following type:

$$\parallel_{i=1}^n \left( (a \xrightarrow{m} b; b \xrightarrow{\text{ack}} a)^* \right)$$

(5.1)

Locking / Unlocking. Consider a set of $n$ client actors $c_{1..n}$, each of which needs to acquire exclusive access to a server $s$, by sending it a $\text{lock}$ message. The server replies with $\text{ack}$, the client uses the server’s services (not shown) atomically, and then sends an $\text{unlock}$ message, at which point the next client can do the same. Using $\otimes$ to denote an arbitrary, atomic reordering of terms, the following type describes the locking–unlocking protocol for a fixed number of participants:

$$\left( (c_1 \xrightarrow{\text{lock}} s; s \xrightarrow{\text{ack}} c_1; c_1 \xrightarrow{\text{unlock}} s) \otimes \cdots \otimes (c_n \xrightarrow{\text{lock}} s; s \xrightarrow{\text{ack}} c_n; c_n \xrightarrow{\text{unlock}} s) \right)$$

This formula expresses that any ordering of the $(c_i \xrightarrow{\text{lock}} s; s \xrightarrow{\text{ack}} c_i; c_i \xrightarrow{\text{unlock}} s)$ sequences is acceptable. To support a dynamic network topology, the number of participants should be a parameter. Following is the locking–unlocking example in our system, where conformance to
the protocol is statically verifiable without knowledge of the runtime value of $n$:

$$\bigotimes_{i=1}^{n}(c_i \xrightarrow{\text{lock}} s; s \xrightarrow{\text{ack}} c_i; c_i \xrightarrow{\text{unlock}} s)$$

(5.2)

**Limited Resource Sharing.** In this scenario, a server $s$ grants two clients $c_1$ and $c_2$ exclusive access to a set of $n$ resources. At any given point, a maximum of $n$ resources can be locked, but the relevant lock–ack–unlock messages from both clients can be interleaved in any way. Following is the global type for this situation:

$$\bigcirc_{i=1}^{n} \left( (c_1 \xrightarrow{\text{lock}} s; s \xrightarrow{\text{ack}} c_1; c_1 \xrightarrow{\text{unlock}} s \oplus c_2 \xrightarrow{\text{lock}} s; s \xrightarrow{\text{ack}} c_2; c_2 \xrightarrow{\text{unlock}} s)^* \right)$$

The concurrent composition is parameterized in $n$, the number of resources. Each sequence of lock–ack–unlock messages is also parameterized in $i$, which ranges from 1 to $n$ and signifies the resource it refers to. This is necessary to ensure realizability of the protocol (see Section 5.6.1), because in the case of multiple outstanding requests, it allows the participants to disambiguate the responses they receive. Each concurrent instance subsumed by the $\bigcirc_{i=1}^{n}$ operator consists of a loop (Kleene star) which entails a choice, indicated by $\oplus$. Either $c_1$ gets access to a resource, or $c_2$, and this happens repeatedly.

These type operators can be combined to express more complicated resource sharing. For instance, consider an extended version of the previous example, where not only the number $n$ of resources, but also the number $k$ of clients is a parameter:

$$\bigcirc_{i=1}^{n} \left( \bigoplus_{j=1}^{k} (c_j \xrightarrow{\text{lock}} s; s \xrightarrow{\text{ack}} c_j; c_j \xrightarrow{\text{unlock}} s)^* \right)$$

(5.3)

**The Above Examples in Related Work**

The above examples can be *programmed* in the calculi of much of the related work on session types. However, their type systems do not capture the intended interactions with the accuracy described here. For example, the sliding window protocol can be programmed with the initiation of $n$ channels between two processes, where each message has to be acknowledged on the channel it was received. However, verifying that such an implementation conforms to the global type shown here involves an extra step that is not obvious. Our typing makes the allowable interleavings explicit, whereas in systems deriving from Honda et al.’s multiparty session types [70], these interleavings would have to be implicitly derived from the semantics of the language—as opposed to the meaning of the types.
Figure 5.1: The syntax of global types.

\[
G ::= a \overset{m}{\rightarrow} b \quad \text{G-INTERACTION} \quad | \quad (G^*) \quad \text{G-KLEENESTAR} \\
| (G_1; \ldots ; G_\kappa) \quad \text{G-SEQ} \quad | \quad \bigodot_i G \quad \text{G-SEQ-N} \\
| (G_1 \oplus \ldots \oplus G_\kappa) \quad \text{G-CHOICE} \quad | \quad \bigoplus_i G \quad \text{G-CHOICE-N} \\
| (G_1 \parallel \ldots \parallel G_\kappa) \quad \text{G-PARAL} \quad | \quad \bigparallel_i G \quad \text{G-PARAL-N} \\
| (G_1 \otimes \ldots \otimes G_\kappa) \quad \text{G-SHUFFLE} \quad | \quad \bigotimes_i G \quad \text{G-SHUFFLE-N} \\
| (G) \quad \text{G-PAREN} \quad | \quad \tau \quad \text{G-TAU}
\]

\[
a, b ::= a \mid b \mid \ldots \quad \text{actor names} \\
i, j ::= i \mid j \mid \ldots \quad \text{index names} \\
a_i \mid b_i \mid \ldots \quad \text{indexed actor names} \\
1 \mid 2 \mid \ldots \quad \text{index values} \\
m ::= m \mid \ldots \quad \text{message type names} \\
n ::= n \mid \ldots \quad \text{parameter names} \\
m_i \mid \ldots \quad \text{indexed message type names} \\
1 \mid 2 \mid \ldots \quad \text{parameter values}
\]

5.2 Global Types

As demonstrated in the previous section, a global type describes a protocol to which the whole system must adhere. This section formalizes our language of global types, with the syntax shown in Figure 5.1.

The basic building block of a global type is an interaction \( a \overset{m}{\rightarrow} b \), with the meaning that actor \( a \) sends a message of type \( m \) to actor \( b \). We use \( a, b, \) etc. to denote both unindexed actor names, such as \( a \) and \( b \), and their indexed versions, such as, for example, \( a_i \) and \( b_i \). In these expressions, the index \( i \) is a free name, to be bound by surrounding uses of parameterized operators. Similarly, \( m \) stands for possibly indexed message types, such as \( m \) and \( m_i \). Sequencing actions is achieved with the \( ; \) operator, as in, for example, \( G_1; G_2 \), which means that the actions in \( G_1 \) precede the actions in \( G_2 \). A protocol that can take one of two paths, \( G_1 \) or \( G_2 \), has the form \( G_1 \oplus G_2 \). Similarly, a protocol that is the concurrent composition of the interactions in \( G_1 \) and \( G_2 \) is written \( G_1 \parallel G_2 \), which consists of all possible interleavings of the basic interactions in \( G_1 \) and \( G_2 \). The operator \( \otimes \) is used to denote an arbitrary execution order of its arguments, albeit that being atomic. For instance, \( (G_1 \otimes G_2) \)
is the same as \((G_1; G_2) \oplus (G_2; G_1)\), that is, either \(G_1\) followed by \(G_2\), or the reverse order, i.e., \(G_2\) followed by \(G_1\).

We define structural congruence on global types to be the least equivalence relation \(\equiv\) that includes the rules of Figure 5.2. In addition to some basic properties (e.g., commutativity, distributivity, associativity), the figure contains the rules for expanding parameterized constructs. For a known value \(u\), parameterized constructs are expanded as per the rule

\[
\mathop{\text{OP}}_{i=1} G \equiv G[1/i] \mathop{\text{op}} \ldots \mathop{\text{op}} G[u/i]
\]

where \(\text{OP} \in \{\odot, \oplus, \otimes, \|\}\), and \(\text{op}\) is the non-parametric version of \(\text{OP}\). The non-parametric versions of the operators are those on the left column of Figure 5.1, such that, for example, 

\[
\odot_{i=1}^2 (a \xrightarrow{m} b_1) \equiv a_1 \xrightarrow{m} b_1; a_2 \xrightarrow{m} b_2.
\]

Shuffling expands to a choice among all possible permutations of the \(G\)s, according to the rule

\[
(G_1 \otimes \ldots \otimes G_\kappa) \equiv \left((G_{f_1(1)}; \ldots; G_{f_1(\kappa)}) \oplus \cdots \oplus (G_{f_\kappa(1)}; \ldots ; G_{f_\kappa(\kappa)})\right)
\]

where \(f_1 \ldots f_\kappa\) are distinct bijective functions of type \(\{1..\kappa\} \mapsto \{1..\kappa\}\). Each of these functions corresponds to a distinct permutation of the numbers in \(\{1..\kappa\}\), and all of them together generate all possible such permutations. Notice that all operators except \(\otimes\) are associative; moreover, all operators except for sequencing are commutative.

We make the meaning of global types precise in Figure 5.3, where the relation \(\rightarrow\) is defined to be the least relation that includes the rules of the figure. The notation \(G \xrightarrow{e} G'\) means that \(G\) reduces to \(G'\), generating event \(e\). Events are single interactions of the form \(a \xrightarrow{m} b\), or inactions \(\tau\). Events \(a \xrightarrow{m} b\) are produced when a type of the same form is reduced (rule GS-Event).

We write \(G \rightarrow G'\) when there exists an event \(e\) such that \(G \xrightarrow{e} G'\), and \(\rightarrow^*\) for the transitive reflexive closure of \(\rightarrow\). The following statement captures our intuition that structural congruence is maintained along reduction sequences:

**Theorem 5.1.** Let \(G_1, G'_1\) and \(G_2\) be global types. If \(G_1 \equiv G_2\) and \(G_1 \rightarrow^* G'_1\), then there exists \(G'_2\) with \(G_2 \rightarrow^* G'_2\) and \(G'_1 \equiv G'_2\).

**Proof.** By induction on the congruence and transition relations.
**Figure 5.2:** Structural congruence on global types is the least equivalence relation on global types that includes the rules in this figure.

<table>
<thead>
<tr>
<th>Category</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Commutativity</strong></td>
<td>$\text{op} \in {|, \oplus, \otimes}$</td>
</tr>
<tr>
<td></td>
<td>$(G_1 \text{ op } G_2) \equiv (G_2 \text{ op } G_1)$</td>
</tr>
<tr>
<td><strong>Associativity</strong></td>
<td>$\text{op} \in {; , |, \oplus}$</td>
</tr>
<tr>
<td></td>
<td>$(G_1 \text{ op } (G_2 \text{ op } G_3)) \equiv ((G_1 \text{ op } G_2) \text{ op } G_3)$</td>
</tr>
<tr>
<td><strong>Distributivity</strong></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$(G_1; (G_2 \oplus G_3)) \equiv ((G_1; G_2) \oplus (G_1; G_3))$</td>
</tr>
<tr>
<td></td>
<td>$((G_1 \oplus G_2); G_3) \equiv ((G_1; G_3) \oplus (G_2; G_3))$</td>
</tr>
<tr>
<td></td>
<td>$(G_1 | (G_2 \oplus G_3)) \equiv ((G_1| G_2) \oplus (G_1| G_3))$</td>
</tr>
<tr>
<td><strong>KleeneStar</strong></td>
<td>$G^* \equiv (\tau \oplus (G; G^*))$</td>
</tr>
<tr>
<td><strong>Inaction</strong></td>
<td>$\tau; G \equiv G \equiv G; \tau$</td>
</tr>
<tr>
<td><strong>Composition</strong></td>
<td>$G \equiv G'$</td>
</tr>
<tr>
<td></td>
<td>$\text{op} \equiv {\odot, \oplus, \otimes}$</td>
</tr>
<tr>
<td></td>
<td>$(G_1 \equiv G'_1) \quad (G_2 \equiv G'_2) \quad \text{op} \in {; , |, \oplus}$</td>
</tr>
<tr>
<td></td>
<td>$(G_1 \text{ op } G'_2) \equiv (G'_1 \text{ op } G'_2)$</td>
</tr>
<tr>
<td><strong>Expansion</strong></td>
<td>$u \in \mathbb{N}$</td>
</tr>
<tr>
<td></td>
<td>$\text{op} \equiv {\odot, \oplus, \otimes, |}$</td>
</tr>
<tr>
<td></td>
<td>$\text{op} = \text{non-parametric}(\text{OP})$</td>
</tr>
<tr>
<td></td>
<td>$\odot^{\cap}_{i=1} G \equiv G[1/i] \text{ op } \ldots \text{ op } G[u/i]$</td>
</tr>
<tr>
<td><strong>Shuffle</strong></td>
<td>$f_1 \ldots f_n! : \text{bijective} {1..\kappa} \mapsto {1..\kappa}$</td>
</tr>
<tr>
<td></td>
<td>$f_1 \ldots f_n! \text{ distinct}$</td>
</tr>
<tr>
<td></td>
<td>$(G_1 \otimes \ldots \otimes G_\kappa) \equiv ((G_{f_1(1)}; \ldots ; G_{f_1(\kappa)}) \oplus \ldots \oplus (G_{f_n(1)}; \ldots ; G_{f_n(\kappa)}))$</td>
</tr>
</tbody>
</table>
**Figure 5.3:** The semantics of global types. The rules GS-KleeneStar, GS-Tau, GS-Expansion and GS-Shuffle generate empty events.

- **GS-Event:**
  \[
  e = \begin{array}{c}
  \text{"a m b"} \\
  \text{\(e \rightarrow \tau\)}
  \end{array}
  \]

- **GS-Paren:**
  \[
  G \xrightarrow{e} G' \\
  (G) \xrightarrow{e} (G')
  \]

- **GS-Choice:**
  \[
  \psi \in \{1 \ldots \kappa\} \\
  (G_1 \oplus \ldots \oplus G_\kappa) \xrightarrow{\tau} (G_\psi)
  \]

- **GS-KleeneStar:**
  \[
  G^* \xrightarrow{\tau} \tau \\
  G^* \xrightarrow{\tau} (G; G^*)
  \]

- **GS-Paral:**
  \[
  G_\psi \xrightarrow{e} G'_\psi \\
  \psi \in \{1 \ldots \kappa\} \\
  (G_1 \parallel \ldots \parallel G_\psi \parallel \ldots \parallel G_\kappa) \xrightarrow{e} (G_1 \parallel \ldots \parallel G'_\psi \parallel \ldots \parallel G_\kappa)
  \]

- **GS-Seq:**
  \[
  G_1 \xrightarrow{e} G'_1 \\
  (G_1; G_2; \ldots; G_\kappa) \xrightarrow{e} (G'_1; G_2; \ldots; G_\kappa)
  \]

- **GS-Tau:**
  \[
  \psi \in \{1 \ldots \kappa\} \\
  G_\psi = \tau \\
  \text{op} \in \{; \parallel\} \\
  (G_1 \text{ op} \ldots \text{ op} G_\psi \text{ op} \ldots \text{ op} G_\kappa) \xrightarrow{\tau} (G_1 \text{ op} \ldots \text{ op} G_{\psi-1} \text{ op} G_{\psi+1} \text{ op} \ldots \text{ op} G_\kappa)
  \]

- **GS-Expansion:**
  \[
  u \in \mathbb{N} \\
  \text{OP} \in \{\otimes, \oplus, \odot, \parallel\} \\
  \text{op} = \text{non-parametric(\text{OP})} \\
  \bigoplus_{i=1}^{u} G_i \xrightarrow{\tau} G[1/i] \text{ op} \ldots \text{ op} G[u/i]
  \]

- **GS-Shuffle:**
  \[
  f_1 \ldots f_\kappa! : \text{bijective } \{1 \ldots \kappa\} \mapsto \{1 \ldots \kappa\} \\
  f_1 \ldots f_\kappa! : \text{distinct} \\
  (G_1 \otimes \ldots \otimes G_\kappa) \xrightarrow{\tau} ((G_{f_1(1)}; \ldots; G_{f_1(\kappa)}) \oplus \cdots \oplus (G_{f_\kappa!(1)}; \ldots; G_{f_\kappa!(\kappa)}))
  \]
Sequence – Associativity:

\[(G_1; (G_2; G_3)) \equiv ((G_1; G_2); G_3)\]  
\[G_1 \rightarrow G'_1\]

\[\Downarrow\]

\[(G_1; (G_2; G_3)) \rightarrow (G'_1; (G_2; G_3))\]  
\[(G_1; G_2) \rightarrow (G'_1; G_2)\]  
GS-SEQ

\[\Downarrow\]

\[((G_1; G_2); G_3) \rightarrow ((G'_1; G_2); G_3)\]  
GS-SEQ

Concurrent composition – Associativity (1/3):

\[(G_1 \parallel (G_2 \parallel G_3)) \equiv ((G_1 \parallel G_2) \parallel G_3)\]  
\[G_1 \rightarrow G'_1\]

\[\Downarrow\]

\[(G_1 \parallel (G_2 \parallel G_3)) \rightarrow (G'_1 \parallel (G_2 \parallel G_3))\]  
\[(G_1 \parallel G_2) \rightarrow (G'_1 \parallel G_2)\]  
GS-PARAL

\[\Downarrow\]

\[((G_1 \parallel G_2) \parallel G_3) \rightarrow ((G'_1 \parallel G_2) \parallel G_3)\]  
GS-PARAL

Concurrent composition – Associativity (2/3):

\[(G_1 \parallel (G_2 \parallel G_3)) \equiv ((G_1 \parallel G_2) \parallel G_3)\]  
\[G_2 \rightarrow G'_2\]

\[\Downarrow\]

\[(G_2 \parallel G_3) \rightarrow (G'_2 \parallel G_3)\]  
\[(G_1 \parallel G_2) \rightarrow (G'_1 \parallel G_2)\]  
GS-PARAL

\[\Downarrow\]

\[(G_1 \parallel (G_2 \parallel G_3)) \rightarrow (G_1 \parallel (G'_2 \parallel G_3))\]  
\[((G_1 \parallel G_2) \parallel G_3) \rightarrow ((G'_1 \parallel G_2) \parallel G_3)\]  
GS-PARAL
Concurrent composition – Associativity (3/3):

\[(G_1 \parallel (G_2 \parallel G_3)) \equiv ((G_1 \parallel G_2) \parallel G_3)\]  

**ASSOCIATIVITY**

\[G_3 \rightarrow G'_3\]

\[
\Downarrow
\]

\[(G_2 \parallel G_3) \rightarrow (G_2 \parallel G'_3)\]  

\[
\Downarrow
\]

\[
((G_1 \parallel G_2) \parallel G_3) \rightarrow ((G_1 \parallel G_2) \parallel G'_3)\]  

**GS-PARAL**

\[
\Downarrow
\]

\[(G_1 \parallel (G_2 \parallel G_3)) \rightarrow (G_1 \parallel (G_2 \parallel G'_3))\]  

**GS-PARAL**

The case of the choice (operator \(\oplus\)) follows in the same manner as concurrent composition. The case for the Kleene Star is trivial, from \(G^* \equiv (\tau \oplus (G; G^*))\) and the reduction rules \(G^* \rightarrow \tau\) and \(G^* \rightarrow (G; G^*)\). The congruence rules for operator expansion (including shuffling \(\otimes\)) are mirrored in the semantics. The rules for the distributive property can be dealt with in the same way as associativity, as above. Operator composition follows inductively from the rest of the cases.

5.3 Local Types

A local type specifies the abstract behavior of a single protocol participant, and the respective syntax is shown in Figure 5.4. As before, \(a, b\) and \(m\) are possibly indexed, i.e., \(a\) can stand for some actor name \(a\), or an indexed name \(a_i\). Message sending is written \(a!m\), meaning the action of sending a message of type \(m\) to actor \(a\). Similarly, message receiving is written \(a?m\), to mean the action of receiving a message of type \(m\) from actor \(a\). The rest of the constructs on the top half of the figure are defined as in the case of global types. The bottom part shows the syntax of runtime configurations, which are tuples of the form \((M, \Lambda)\). These are described in the next section.

5.3.1 Local Type Semantics

Structural congruence on local types is defined to be the least equivalence relation \(\equiv\) that includes the rules of Figure 5.5. As before, parameterized constructs with known values for the parameters are expanded to their non-parameterized versions; for example, for a fixed value \(u\), we have

\[\bigoplus_{i=1}^{u} L \equiv L[1/i] \oplus \ldots \oplus L[u/i].\]
Shuffling is as in the case of global types, and represents all possible sequences of the types involved. The rules to the right of the `Runtime` bracket extend the relation to runtime configurations. Runtime configurations have the form \((M, \Lambda)\), where \(M\) is the multiset of pending (sent but not received) messages, and \(\Lambda\) is the multiset of concurrently executing local types. These take the form \(\langle L \rangle a\), where \(L\) is a local type, and \(a\) the actor it corresponds to.

**Lemma 5.1** (Congruence is compositional on set union). Let \(L_1\) and \(L_2\) be local types, \(a\) be an actor name, \(M\) a message multiset, and \(\Lambda\) a multiset of running local types, all as in Figure 5.4.

Then, \(L_1 \equiv L_2\) iff \(\Lambda \cup \{\langle L_1 \rangle a\} \equiv \Lambda \cup \{\langle L_2 \rangle a\}\).

Equivalently, \(L_1 \equiv L_2\) iff \((M, \Lambda \cup \{\langle L_1 \rangle a\}) \equiv (M, \Lambda \cup \{\langle L_2 \rangle a\})\).

**Proof.** Directly from the `Runtime` rules in Figure 5.5. \(\Box\)

The reduction relation on local types is defined to be the least relation \(\rightarrow\) that includes the rules in Figure 5.6. As in the case of global types, reductions produce events of the form \(\tau\) and \(a \rightarrow m b\). As always, reductions hold up to structural congruence. Rule `L-SEND` adds the sent message to \(M\), i.e., the multiset of undelivered messages. Note that this rule produces...
**Figure 5.5:** Structural congruence on local types is the least equivalence relation on local types that includes the rules in this figure.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Commutativity</strong></td>
<td>$\text{op} \in {\parallel, \oplus, \odot}$</td>
</tr>
<tr>
<td>$(L_1 \text{op} L_2) \equiv (L_2 \text{op} L_1)$</td>
<td></td>
</tr>
<tr>
<td><strong>Associativity</strong></td>
<td>$\text{op} \in {; , \parallel, \oplus}$</td>
</tr>
<tr>
<td>$(L_1 \text{op} (L_2 \text{op} L_3)) \equiv ((L_1 \text{op} L_2) \text{op} L_3)$</td>
<td></td>
</tr>
<tr>
<td><strong>Distributivity</strong></td>
<td></td>
</tr>
<tr>
<td>$(L_1; (L_2 \oplus L_3)) \equiv ((L_1; L_2) \oplus (L_1; L_3))$</td>
<td></td>
</tr>
<tr>
<td>$((L_1 \oplus L_2); L_3) \equiv ((L_1; L_3) \oplus (L_2; L_3))$</td>
<td></td>
</tr>
<tr>
<td>$(L_1 \parallel (L_2 \oplus L_3)) \equiv ((L_1 \parallel L_2) \oplus (L_1 \parallel L_3))$</td>
<td></td>
</tr>
<tr>
<td>$\left( L_1; \left( \bigoplus_{i=1}^{n} L_2 \right) \right) \equiv \bigoplus_{i=1}^{n} (L_1; L_2)$</td>
<td>$i \notin \text{free-names}(L_1)$</td>
</tr>
<tr>
<td>$\left( \bigoplus_{i=1}^{n} L_1; L_2 \right) \equiv \bigoplus_{i=1}^{n} (L_1; L_2)$</td>
<td>$i \notin \text{free-names}(L_2)$</td>
</tr>
<tr>
<td>$(L_1 \parallel \left( \bigoplus_{i=1}^{n} L_2 \right)) \equiv \bigoplus_{i=1}^{n} (L_1 \parallel L_2)$</td>
<td>$i \notin \text{free-names}(L_1)$</td>
</tr>
<tr>
<td><strong>KleeneStar</strong></td>
<td>$L^* \equiv (\tau \oplus (L; L^*))$</td>
</tr>
<tr>
<td><strong>Inaction</strong></td>
<td>$\tau; L \equiv L \equiv L; \tau$</td>
</tr>
<tr>
<td>$\tau \parallel L \equiv L; \tau$</td>
<td></td>
</tr>
<tr>
<td><strong>Composition</strong></td>
<td>$L_1 \equiv L'_1$; $L_2 \equiv L'_2$; $\text{op} \in {; , \parallel, \oplus}$</td>
</tr>
<tr>
<td>$(L_1 \text{op} L_2) \equiv (L'_1 \text{op} L'_2)$</td>
<td></td>
</tr>
<tr>
<td><strong>Expansion</strong></td>
<td>$u \in \mathbb{N}$; $\text{op} \in {\odot, \oplus, \odot, \parallel}$</td>
</tr>
<tr>
<td>$\Uop_{i=1}^{n} L \equiv L[1/i] \text{op} \ldots \text{op} L[u/i]$</td>
<td>$\text{op} = \text{non-parametric}(\text{OP})$</td>
</tr>
<tr>
<td><strong>Shuffle</strong></td>
<td>$f_1 \ldots f_{\kappa!}$: bijective ${1..\kappa} \mapsto {1..\kappa}$</td>
</tr>
<tr>
<td>$f_1 \ldots f_{\kappa!}$ distinct</td>
<td>$(L_1 \odot \ldots \odot L_{\kappa}) \equiv ((L_{f_1(1)}; \ldots; L_{f_{\kappa}(\kappa)}) \oplus \ldots \oplus (L_{f_{\alpha(1)}(1)}; \ldots; L_{f_{\kappa}(\kappa)}))$</td>
</tr>
<tr>
<td><strong>Runtime</strong></td>
<td>$L_1 \equiv L_2$</td>
</tr>
<tr>
<td>$\langle L_1 \rangle_a \equiv \langle L_2 \rangle_a$</td>
<td>${ L_1 \rangle_a } \equiv { \langle L_2 \rangle_a }$</td>
</tr>
<tr>
<td>$\Lambda_1 \equiv \Lambda_2$</td>
<td>$\Lambda_1 \equiv \Lambda_2$</td>
</tr>
<tr>
<td>$\Lambda \cup \Lambda_1 \equiv \Lambda \cup \Lambda_2$</td>
<td>${ M, \Lambda_1 } \equiv { M, \Lambda_2 }$</td>
</tr>
</tbody>
</table>
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Figure 5.6: The semantics of local types.

\[
\text{LS-Send} \quad M, \Lambda \cup \{(b!m)_a\} \xrightarrow{\tau} M \cup \{a \xrightarrow{m} b\}, \Lambda \cup \{(\tau)_a\}
\]

\[
\text{LS-Seq} \quad M, \Lambda \cup \{(L_1)_a\} \xrightarrow{\psi} M', \Lambda \cup \{(L'_1)_a\}
\]

\[
M, \Lambda \cup \{(L_1; L_2; \ldots ; L_\kappa)_a\} \xrightarrow{\psi} M', \Lambda \cup \{(L'_1; L_2; \ldots ; L_\kappa)_a\}
\]

\[
\psi \in \{1..\kappa\} \quad L_\psi = \tau \quad \text{op} \in \{;||\}
\]

\[
M, \Lambda \cup \{(L_1 \ldots \text{op} L_\psi \ldots \text{op} L_\kappa)_a\} \xrightarrow{\psi} M, \Lambda \cup \{(L_1 \ldots \text{op} L_{\psi-1} \text{op} L_\psi \ldots \text{op} L_\kappa)_a\}
\]

\[
\psi \in \{1..\kappa\} \quad \text{first}(L_1) = a_1!m_1 \ldots \text{first}(L_\kappa) = a_\kappa!m_\kappa
\]

\[
M, \Lambda \cup \{(L_1 + \ldots + L_\kappa)_a\} \xrightarrow{\psi} M, \Lambda \cup \{(L'_1 + \ldots + L'_\kappa)_a\}
\]

\[
\psi \in \{1..\kappa\} \quad "a_\psi \xrightarrow{m} b_\psi" \in M \quad \text{first}(L_1) = a_1?m_1 \ldots \text{first}(L_\kappa) = a_\kappa?m_\kappa
\]

\[
M, \Lambda \cup \{(L_1 \ldots \text{op} L_\kappa)_a\} \xrightarrow{\psi} M, \Lambda \cup \{(L'_1 \ldots \text{op} L'_\kappa)_a\}
\]

\[
e = "a \xrightarrow{m} b"
\]

\[
M \cup \{a \xrightarrow{m} b\}, \Lambda \cup \{(a?m)_a\} \xrightarrow{\tau} M, \Lambda \cup \{(\tau)_a\}
\]

\[
\text{LS-Paren} \quad M, \Lambda \cup \{(L)_a\} \xrightarrow{\psi} M', \Lambda \cup \{(L')_a\}
\]

\[
M, \Lambda \cup \{(L)_a\} \xrightarrow{\psi} M', \Lambda \cup \{(L')_a\}
\]

\[
\text{LS-KleeneStar} \quad M, \Lambda \cup \{(L^*)_a\} \xrightarrow{\psi} M, \Lambda \cup \{(L; L^*)_a\}
\]

\[
M, \Lambda \cup \{(L^*)_a\} \xrightarrow{\psi} M, \Lambda \cup \{(\tau)_a\}
\]

\[
\text{LS-Expansion} \quad u \in \mathbb{N} \quad \text{OP} \in \{\odot, \oplus, \circ, ||\} \quad \text{op} = \text{non-parametric(\text{OP})}
\]

\[
M, \Lambda \cup \{(\text{OP} L)_a\} \xrightarrow{\psi} M, \Lambda \cup \{(L[1/i] \text{ op} \ldots \text{op} L[u/i])_a\}
\]
an event \( \tau \); the actual message event \( a \xrightarrow{m} b \) is produced by rule LS-RECV, i.e., at the point of message delivery. Rule LS-RECV removes the message from \( M \) and consumes the \( a?m \) action at the receiving actor. Rule LS-EXT-CHOICE represents choice on the sending end, i.e., the sender chooses which of the given actions to take. For this reason, the rule demands that all provided actions start with a message send. In contrast, LS-INT-CHOICE demands that all provided actions start with a receive action—capturing the selection of a type \( L_\psi \) based on the messages available in \( M \). Rule LS-EXPANSION replaces parameterized operators with their non-parameterized counterparts, mirroring the respective congruence rule in Figure 5.5. The rest of the reduction rules are standard.

**Lemma 5.2** (Reduction is compositional on set union). Let \( L \) and \( L' \) be local types, \( M \) and \( M' \) be multisets of pending messages, \( a \) be some actor name, and \( \Lambda \) be a multiset of running local types. Then,

\[
(M, \{\langle L \rangle_a\}) \rightarrow (M', \{\langle L' \rangle_a\}) \text{ iff } (M, \Lambda \cup \{\langle L \rangle_a\}) \rightarrow (M', \Lambda \cup \{\langle L' \rangle_a\}).
\]

As a direct consequence,

\[
(M, \{\langle L \rangle_a\}) \rightarrow^* (M', \{\langle L' \rangle_a\}) \text{ iff } (M, \Lambda \cup \{\langle L \rangle_a\}) \rightarrow^* (M', \Lambda \cup \{\langle L' \rangle_a\}).
\]

**Proof.** By induction on the size of \( \Lambda \), and using the definition of the reduction relation in Figure 5.6. \( \square \)

**Lemma 5.3** (Congruence follows semantics—single element). Let \( L_1, L'_1 \) and \( L_2 \) be local types, \( M, M' \) be multisets of pending messages, and \( a \) be an actor name. If \( L_1 \equiv L_2 \) and

\[
(M, \{\langle L_1 \rangle_a\}) \rightarrow^* (M', \{\langle L'_1 \rangle_a\}),
\]

then there exists \( L'_2 \) such that \( (M, \{\langle L_2 \rangle_a\}) \rightarrow^* (M', \{\langle L'_2 \rangle_a\}) \)

with \( L'_1 \equiv L'_2 \).

**Proof.** By induction on the structural congruence and reduction relations. Omitting the message sets \( M \) and \( M' \) for brevity, the proof is similar to that of Theorem 5.1 on page 67. As an example, we show the case for the associativity of sequencing.
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Sequence – Associativity:

\[
(L_1; (L_2; L_3)) \equiv ((L_1; L_2); L_3) \quad \text{ASSOCIATIVITY}
\]

\[
L_1 \to L_1'
\]

\[
\Downarrow
\]

\[
(L_1; (L_2; L_3)) \to (L_1'; (L_2; L_3))
\]

\[
(L_1; L_2) \to (L_1'; L_2)
\]

\[
\Downarrow
\]

\[
((L_1; L_2); L_3) \to ((L_1'; L_2); L_3)
\]

\[
\text{LS-SEQ}
\]

\[
\text{Theorem 5.2 (Congruence follows semantics).}
\]

Let \( \Lambda_1, \Lambda'_1, \) and \( \Lambda_2 \) be multisets of running local types, and let \( M \) and \( M' \) be multisets of pending messages. If \( \Lambda_1 \equiv \Lambda_2 \) and \( (M, \Lambda_1) \to^* (M', \Lambda'_1) \), then there exists \( \Lambda'_2 \) such that \( (M, \Lambda_2) \to^* (M', \Lambda'_2) \) and \( \Lambda'_1 \equiv \Lambda'_2 \).

\[\text{Proof.}\]

By induction on the size of the multiset of running local types \( \Lambda_1 \).

**Base case**: \( |\Lambda_1| = 0 \).

Since \( \Lambda_1 \) is empty, it is (by definition) \( \Lambda_1 \equiv \emptyset \). Additionally, it can only “reduce” in zero steps, i.e., \( (M, \Lambda_1) \to^0 (M, \emptyset) \). Thus the result holds for \( \Lambda_2 = \emptyset \) and \( M' = M \).

**Inductive step**: \( |\Lambda_1| > 0 \).

Fix some \( \Lambda \) with \( |\Lambda| \geq 0 \), an actor \( a \), message sets \( M \) and \( M' \), and local types \( L_1 \), \( L'_1 \) and \( L_2 \). Let \( \Lambda_1 = \Lambda \cup \{\langle L_1 \rangle_a\} \), \( \Lambda'_1 = \Lambda \cup \{\langle L'_1 \rangle_a\} \) and \( \Lambda_2 = \Lambda \cup \{\langle L_2 \rangle_a\} \), such that \( (M, \Lambda_1) \to^* (M', \Lambda'_1) \) and \( \Lambda_1 \equiv \Lambda_2 \). Equivalently, we have

\[
(M, \Lambda \cup \{\langle L_1 \rangle_a\}) \to^* (M', \Lambda \cup \{\langle L'_1 \rangle_a\})
\]

\[
\Lambda \cup \{\langle L_1 \rangle_a\} \equiv \Lambda \cup \{\langle L_2 \rangle_a\}
\]

The above relations mirror the predicates of this theorem.

We need to find \( \Lambda'_2 \) such that \( (M, \Lambda_2) \to^* (M', \Lambda'_2) \) and \( \Lambda'_1 \equiv \Lambda'_2 \). From 5.4 and Lemma 5.2, we know that

\[
(M, \{\langle L_1 \rangle_a\}) \to^* (M', \{\langle L'_1 \rangle_a\})
\]
Similarly, from 5.5 and Lemma 5.1, we have that

\[ L_1 \equiv L_2 \]  \hspace{1cm} (5.7)

Applying Lemma 5.3 to 5.6 and 5.7 we know that there exists \( L'_2 \) such that

\[
(M, \{(L_2)_a\}) \longrightarrow^* (M', \{(L'_2)_a\})
\]

with \( L'_1 \equiv L'_2 \)

Applying Lemmas 5.1 and 5.2 to the above, we get

\[
(M, \Lambda \cup \{(L_2)_a\}) \longrightarrow^* (M', \Lambda \cup \{(L'_2)_a\})
\]

with \( \Lambda \cup \{(L'_1)_a\} \equiv \Lambda \cup \{(L'_2)_a\} \)

which completes the proof.

\[ \square \]

### 5.3.2 Projection

Besides the characterization of actor behavior defined in the previous section, local types also specify the behavior restrictions that a global type implies for each participant. The projection of a global type \( G \) onto an actor \( a \), written \( G \triangleright a \), is given in Figure 5.7. The \( \triangleright \) function generates constructs in the syntax of Figure 5.4, augmented by the symbol \( \perp \) which stands for the empty projection. In what follows, we assume a post-processing step that removes \( \perp \) from the result of projection.

As an example projection, consider the application of the rules of Figure 5.7 onto the global type for the sliding window protocol, deriving the local types of the participants \( a \) and \( b \):

\[
\left( \begin{array}{c}
\| (a \xrightarrow{m} b ; b \xrightarrow{ack} a)^* ) \\
i = 1
\end{array} \right) \triangleright a
\]

\[
= \| (((a \xrightarrow{m} b ; b \xrightarrow{ack} a)^*) \triangleright a) \) \hspace{1cm} \text{P-Param}
\]

\[
= \| ((a \xrightarrow{m} b ; b \xrightarrow{ack} a)^* \triangleright a)^* ) \) \hspace{1cm} \text{P-KLEEENESTAR}
\]

\[
= \| ( ((a \xrightarrow{m} b \triangleright a) ; (b \xrightarrow{ack} a \triangleright a))^* ) \) \hspace{1cm} \text{P-OPERATOR}
\]

\[
= \| ( (b!m ; b?ack)^* ) \) \hspace{1cm} \text{P-INTERACTION}
\]
Figure 5.7: The projection function. It is $\text{op} \in \{; \oplus, \otimes, \|\}$ and $\text{OP} \in \{\oplus, \otimes, \|\}$.

$$
(a \xrightarrow{m} b) \rhd p = \begin{cases} 
b!m & \text{if } p = a \neq b \\
a?m & \text{if } p = b \neq a \\
a!m; a?m & \text{if } p = a = b \\
\bot & \text{otherwise}
\end{cases} \quad \text{P-INTERACTION}
$$

$$(G_1 \text{op} \ldots \text{op} G_\kappa) \rhd p = (G_1 \rhd p) \text{op} \ldots \text{op} (G_\kappa \rhd p) \quad \text{P-OPERATOR}
$$

$$G^* \rhd p = (G \rhd p)^* \quad \text{P-KLEENE-STAR}
$$

$$
\left( \sum_{i=1}^{n} (G \rhd p) \right) \rhd p = \begin{cases} \sum_{i=1}^{n} (G \rhd p) & \text{if } p = a \text{ (no index)} \\
(G \rhd p) & \text{otherwise}
\end{cases} \quad \text{P-PARAM}
$$

In order for the projection rule P-PARAM of Figure 5.7 to work correctly, we disallow global types where the same name appears with more than one index, when those indices are each bound by a different operator application. An example of an unsupported case would be the following:

$$
\parallel_{i=1}^{n_1} \parallel_{j=1}^{n_2} (a \xrightarrow{m} a_j) \quad \rhd \quad \parallel_{i=1}^{n_1} (a \xrightarrow{m} a_j)
$$

The problem is that the two indices $i$ and $j$ come from two different applications of the concurrent composition operator, yet they are both attached to the name $a$. Hence, the result of the projection onto a participant $a_k$ depends on where the value of $k$ lies in the sub-intervals defined by $1$, $n_1$ and $n_2$. Since our projection function does not take external restrictions into account, we omit the treatment of such cases in this thesis.
5.4 Actor Calculus

The types defined in the previous sections specify the permissible sequences of messages that participants may exchange. However, types by themselves provide no implementation of the protocol. This section presents a programming language designed for protocols expressible in the type syntax given on pages 66 and 72. We define this language such that there is an one-to-one correspondence between its constructs and the syntax of local types. Note that, in order to capture the strict protocol adherence implied by the use of global types, the calculus defined here differs from that of Section 2.1. First, it disallows the dynamic introduction of actor names, notwithstanding the values of indices. That is, the index i in \( a_i \) can take different values at runtime; as a result, code can introduce actors \( a_1, a_2, \) et cetera, depending on the value of i. Second, actor behaviors do not include message handlers; rather, the language supports explicit receive statements—similar in fashion to basic Erlang [86] (without OTP), and the actor calculus of Agha et al. [3].

The calculus syntax is given in Figure 5.8. A program \( P \) includes parameter definitions \( \overline{p} \), message structure definitions \( \overline{s} \), and actor definitions \( \overline{\alpha} \). Program parameters correspond to type parameters, as they appear in global and local types (pages 66 and 72, respectively). Message structure definitions are user-defined types similar to structs in the C family of programming languages [128], Pascal records [113], et cetera, and we omit their formal syntax. Actor definitions include the commands \( L \) that each actor will execute at runtime. The syntax for both actor and message structure definitions includes an optional parameter in brackets after their name. In the case of actors, the parameter controls the number of actors spawned. In the case of message structures, the parameter controls the number of message types declared. This allows the implementation of protocols where actor names and message types are both parameterized, such as the global type \( \|_{i=1}^n (a_i \vdash m \bowtie b_i) \). Internal choice is implemented via the \texttt{select \{L\_1 \ldots \_\_k \}} statement. Assuming a \texttt{select} statement is executed in an actor \( b \), the \( L_\psi \) taken starts with a command \texttt{recv(a, x)} where \( a, b \) and the sort \( m \) of \( x \) match some message \( a \vdash m \bowtie b \) pending to be delivered. The value \( u \) (of type \( m \)) in the message will be stored in \( x \), accessible in subsequent statements. External choice, on the other hand, is implemented via a \texttt{case} statement which selects the branch to be taken according to the value of the supplied expression \( e \).

To give a taste of the language, Figure 5.9 provides an implementation of the sliding window example of page 64. The size of the window is captured by the program’s only parameter, \( n \), declared on line 1. The sorts \( m \) and \( \text{ack} \), declared on lines 3 and 4, represent the message and acknowledgment sorts, respectively. The sender then spawns \( n \) parallel processes, each proceeding to send a message \( \text{m} \_ \) of sort \( m \), and expecting an acknowledgment
Figure 5.8: Calculus syntax.

\[
\begin{align*}
P & ::= p \mathcal{P} \mathcal{A} \\
p & ::= \text{param } n \\
s & ::= \text{struct } m \{ \ldots \} \\
& \quad | \text{struct } m[n] \{ \ldots \} \\
A & ::= \text{actor } a \{ L \} \\
& \quad | \text{actor } a[n] \{ L \} \\
L & ::= V; L \mid \text{send}(a, x) \mid \text{recv}(a, x) \\
& \quad | x := e \\
& \quad | L_1; \ldots; L_n \\
& \quad | \text{for } i = 1..n \{ L \} \\
& \quad | \text{case } e \text{ of } \{ e_1: L_1 \ldots e_\kappa: L_\kappa \} \\
& \quad | \text{operator } \{ L_1 \ldots L_n \} \\
& \quad | \text{operator } i = 1..n \{ L \} \\
& \quad | \text{while } e \text{ do } \{ L \} \\
& \quad | \text{ready} \quad \quad \quad \quad \quad \text{[runtime syntax]}
\end{align*}
\]

\[
\begin{align*}
V & ::= \text{var } x : T \\
T & ::= \text{Int} \mid \text{Boolean} \mid m \mid \ldots \\
\text{operator} & ::= \text{select} \mid \text{spawn} \mid \text{shuffle} \\
C & ::= (M, A) \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{configuration} \quad \text{[runtime syntax]}
\end{align*}
\]

\[
\begin{align*}
M & ::= \{ a_1 \xrightarrow{u_1:m_1} b_1, \ldots, a_\kappa \xrightarrow{u_\kappa:m_\kappa} b_\kappa \} \quad \text{multiset of messages} \quad \text{[runtime syntax]}
\end{align*}
\]

\[
\begin{align*}
A & ::= \{(L_1)_{a_1}^{V_1} \ldots (L_\kappa)_{a_\kappa}^{V_\kappa}\} \quad \text{multiset of actors} \quad \text{[runtime syntax]}
\end{align*}
\]

\[
\begin{align*}
V & ::= \{ x_1 \mapsto u_1:m_1, \ldots, x_\kappa \mapsto u_\kappa:m_\kappa \} \quad \text{local store} \quad \text{[runtime syntax]}
\end{align*}
\]
in variable \texttt{a\_} of sort \texttt{ack}. Correspondingly, the receiver spawns \texttt{n} parallel processes, each expecting a message and replying with an acknowledgment.

We will later discuss the inference of local types from such programs. As a prequel to that presentation, we note that applying the type inference rules of Figure 5.12 onto the example code, we get the local types \(\parallel_{i=1}^n ((b!m; b?ack)^*)\) and \(\parallel_{i=1}^n ((a?m; a!ack)^*)\), which respectively correspond to actors \texttt{a} and \texttt{b}. These are exactly the results of the projections from the global type \(\parallel_{i=1}^n ((a \xrightarrow{m} b; b \xrightarrow{ack} a)^*)\), performed on page 77.

5.4.1 Actor Calculus Semantics

Structural congruence on programs is defined as the least equivalence relation \(\equiv\) that includes the rules of Figure 5.10. These rules are very similar to the definition of structural congruence on local types, given on page 73. Mirroring Lemma 5.1, which applies to local types, the following statement captures the fact that structural congruence is compositional on set union:

\begin{verbatim}
param n
struct m { ... }
struct ack { ... }

// the sender
actor a {
  spawn i = 1..n {
    var m_ : m;
    var a_ : ack;
    var NotDone : Boolean;
    NotDone := true;
    while NotDone do {
      m_ := ...;
      send(b, m_);
      recv(b, ack_);
      NotDone := ...
    }
  }
}

// the receiver
actor b {
  spawn i = 1..n {
    var m_ : m;
    var ack_ : ack;
    var NotDone : Boolean;
    NotDone := true;
    while NotDone do {
      recv(a, m_);
      send(a, ack_);
      NotDone := ...
    }
  }
}
\end{verbatim}
Figure 5.10: Structural congruence on programs in the syntax of page 80.

\[
\begin{align*}
\text{Commutativity} & \quad \text{op} \in \{\text{shuffle, select, spawn}\} \\
\text{Distributivity} & \quad \text{op} \in \{\text{select, spawn}\}
\end{align*}
\]

\[
\begin{align*}
L_1 : \text{case e of } \{e_2 : L_2, e_3 : L_3\} & \equiv \text{case e of } \{e_2 : L_1, L_2, e_3 : L_1, L_3\} \\
L_1 ; \text{select}\{L_2, L_3\} & \equiv \text{select}\{L_1, L_2, L_1, L_3\} \\
\text{case e of } \{e_1 : L_1, e_2 : L_2\} ; L_3 & \equiv \text{case e of } \{e_1 : L_1, L_3, e_2 : L_2, L_3\} \\
\text{select} \{L_1 L_2 ; L_3\} & \equiv \text{select} \{L_1 L_3, L_2, L_3\} \\
\text{spawn}\{L_1\} : \text{case e of } \{e_2 : L_2, e_3 : L_3\} & \equiv \text{case e of } \{e_2 : \text{spawn}\{L_1\} L_2, e_3 : \text{spawn}\{L_1\} L_3\} \\
\text{spawn}\{L_1\} \text{ select } \{L_2, L_3\} & \equiv \text{select}\{\text{spawn}\{L_1\} L_2 \text{ spawn}\{L_1\} L_3\} \\
\text{select } i = 1..n \{L_1\} ; L_2 & \equiv \text{select } i = 1..n \{L_1 ; L_2\} \\
\text{L_1 ; select } i = 1..n \{L_1\} & \equiv \text{select } i = 1..n \{L_1 ; L_2\} \\
\text{spawn}\{L_1\} \text{ select } i = 1..n \{L_2\} & \equiv \text{select } i = 1..n \{\text{spawn}\{L_1\} L_2\} \\
\end{align*}
\]

\[
\begin{align*}
\text{Composition} & \quad \begin{array}{c}
L_1 \equiv L_1' \\
L_2 \equiv L_2'
\end{array} \quad \text{op} \in \{\text{shuffle, select, spawn}\} \\
\text{L_1} \equiv L_1' & \quad \text{L_2} \equiv L_2' \\
\text{L} \equiv L' & \quad \text{op} \in \{\text{select, shuffle, spawn, for}\} \\
\text{L_1} \equiv L_1' & \quad \text{L_2} \equiv L_2' \\
\text{L} \equiv L' & \quad \text{op} \in \{\text{select, shuffle, spawn, for}\} \\
\text{L_1} \equiv L_1' & \quad \text{L_2} \equiv L_2' \\
\text{L} \equiv L' & \quad \text{op} \in \{\text{select, shuffle, spawn, for}\} \\
\end{align*}
\]

\[
\begin{align*}
\text{Expansion} & \quad \begin{array}{c}
u \in \mathbb{N} \\
\text{op} i = 1..u \{L\} \equiv \text{op} \{L[1/i] \ldots L[u/i]\}
\end{array} \\
\text{u} \in \mathbb{N} & \quad \text{for } i = 1..u \{L\} \equiv L[1/i] \ldots L[u/i]
\end{align*}
\]

\[
\begin{align*}
\text{Shuffle} & \quad f_1 \ldots f_n : \text{bijective } \{1..\kappa\} \mapsto \{1..\kappa\} \\
\text{spawn}\{L_1 \ldots L_n\} & \equiv \text{select}\{L_{f_1(1)} ; \ldots ; L_{f_1(\kappa)} \ldots ; L_{f_n(1)} ; \ldots ; L_{f_n(\kappa)}\}
\end{align*}
\]

\[
\begin{align*}
\text{Runtime} & \quad \begin{array}{c}
L_1 \equiv L_2 \\
(L_1)_a^V \equiv (L_2)_a^V \\
A_1 \equiv A_2 \\
A \cup A_1 \equiv A \cup A_2
\end{array} \\
\frac{(L_1)_a^V \equiv (L_2)_a^V}{(L_1)_a^V} & \quad \frac{(L_2)_a^V}{(L_2)_a^V} \\
\frac{\{L_1\}_a^V \equiv \{L_2\}_a^V}{\{L_1\}_a^V} & \quad \frac{\{L_2\}_a^V}{\{L_2\}_a^V} \\
\frac{A_1 \equiv A_2}{A_1 \equiv A_2} & \quad \frac{A_1 \equiv A_2}{A_1 \equiv A_2}
\end{align*}
\]
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Figure 5.11: The transition relation on programs in the syntax of page 80.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Transition Relation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lang-Send</strong></td>
<td>$V(x) = u : m$</td>
</tr>
<tr>
<td>$M, A \cup { (send(b,x))_a } \xrightarrow{τ} M \cup { a \xrightarrow{m} \ b }, A \cup { (ready)_a }$</td>
<td></td>
</tr>
<tr>
<td><strong>Lang-Seq</strong></td>
<td>$M, A \cup { (L)_a } \xrightarrow{e} M', A \cup { (L')_a }$</td>
</tr>
<tr>
<td>$M, A \cup { (L_1 : L_2 : \ldots : L_n)_a } \xrightarrow{\epsilon} M', A \cup { (L'_1 : L_2 : \ldots : L'_n)_a }$</td>
<td></td>
</tr>
<tr>
<td><strong>Lang-Ready</strong></td>
<td>$M, A \cup { (ready; L_1 : \ldots : L_n)_a } \xrightarrow{τ} M, A \cup { (L_1 ; \ldots ; L_n)_a }$</td>
</tr>
<tr>
<td><strong>Lang-Spawn</strong></td>
<td>$M, A \cup { (spawn{ L_1 \ldots L_\psi \ldots L_n })<em>a } \xrightarrow{e} M', A \cup { (spawn{ L_1 \ldots L'</em>\psi \ldots L_n })_a }$</td>
</tr>
<tr>
<td><strong>Lang-Spawn-Ready</strong></td>
<td>$M, A \cup { (spawn { \text{ready} \ldots \text{ready} })_a } \xrightarrow{τ} M, A \cup { (ready)_a }$</td>
</tr>
<tr>
<td><strong>Lang-Ext-Choice</strong></td>
<td>$\text{eval}(V, e) = \text{eval}(V, e_\psi)$</td>
</tr>
<tr>
<td>$M, A \cup { (\text{case } e \text{ of } { e_1 : L_1 \ldots e_\psi : L_\psi \ldots e_\kappa : L_\kappa })<em>a } \xrightarrow{τ} M, A \cup { (L</em>\psi)_a }$</td>
<td></td>
</tr>
<tr>
<td><strong>Lang-Int-Choice</strong></td>
<td>$\text{first}(L_\psi) = \text{recv}(a_\psi, x_\psi)$</td>
</tr>
<tr>
<td>$M, A \cup { (\text{select}{ L_1 \ldots L_\psi \ldots L_n })<em>\psi } \xrightarrow{τ} M, A \cup { (L</em>\psi)_\psi }$</td>
<td></td>
</tr>
<tr>
<td><strong>Lang-Recv</strong></td>
<td>$\text{type}(V, x) = m$</td>
</tr>
<tr>
<td>$V' = V[x \mapsto u : m]$</td>
<td></td>
</tr>
<tr>
<td>$e = &quot;a \xrightarrow{m} b&quot;$</td>
<td></td>
</tr>
<tr>
<td>$M \cup { a \xrightarrow{m} b }, A \cup { (\text{recv}(a, x))_b } \xrightarrow{τ} M, A \cup { (\text{ready})_b }$</td>
<td></td>
</tr>
<tr>
<td><strong>Lang-Assignment</strong></td>
<td>$\text{type}(V, e) = m$</td>
</tr>
<tr>
<td>$\text{eval}(V, e) = u$</td>
<td></td>
</tr>
<tr>
<td>$V' = V[x \mapsto u : m]$</td>
<td></td>
</tr>
<tr>
<td><strong>Lang-VARDecl</strong></td>
<td>$V' = V[x \mapsto T]$</td>
</tr>
<tr>
<td>$M, A \cup { (\text{var } x : T)_a } \xrightarrow{τ} M, A \cup { (\text{ready})_a }$</td>
<td></td>
</tr>
<tr>
<td><strong>Lang-While</strong></td>
<td>$\text{eval}(V, e) = \text{true}$</td>
</tr>
<tr>
<td>$M, A \cup { (\text{while } e { L })_a } \xrightarrow{τ} M, A \cup { (\text{ready})_a }$</td>
<td></td>
</tr>
<tr>
<td><strong>Lang-While</strong></td>
<td>$\text{eval}(V, e) = \text{false}$</td>
</tr>
<tr>
<td>$M, A \cup { (\text{while } e { L })_a } \xrightarrow{τ} M, A \cup { (\text{ready})_a }$</td>
<td></td>
</tr>
<tr>
<td><strong>Lang-Expansion</strong></td>
<td>$V(n) = u : \text{param}$</td>
</tr>
<tr>
<td>$M, A \cup { (\text{for } i = 1..n { L })_a } \xrightarrow{τ} M, A \cup { (\text{L}[1/i] \ldots L[u/i])_a }$</td>
<td></td>
</tr>
<tr>
<td><strong>Lang-Spin</strong></td>
<td>$V(n) = u : \text{param}$</td>
</tr>
<tr>
<td>$M \cup { \text{op} \in { \text{shuffle, spawn, select} } } \xrightarrow{τ} M, A \cup { \text{op} { \text{L}[1/i] \ldots \text{L}[u/i] })_a }$</td>
<td></td>
</tr>
<tr>
<td><strong>Lang-Shuffle</strong></td>
<td>$f_1 \ldots f_{κ} : \text{bijective } { 1..κ } \mapsto { 1..κ }, f_1 \ldots f_{κ} \text{ distinct}$</td>
</tr>
<tr>
<td>$M, A \cup { (\text{shuffle}{ L_1 \ldots L_n })<em>a } \xrightarrow{τ} M, A \cup { (\text{select}{ L</em>{f_1(1)} \ldots L_{f_1(κ)} } \ldots \ L_{f_κ(1)} \ldots \ L_{f_κ(κ)} })_a }$</td>
<td></td>
</tr>
</tbody>
</table>
Lemma 5.4 (Congruence is compositional on set union). Let $L_1$ and $L_2$ be program statements, $a$ be an actor name, $M$ a message multiset, $V$ a local store and $A$ a multiset of running actors, all as in Figure 5.8.

Then, $L_1 \equiv L_2$ iff $A \cup \{(L_1)_a^V\} \equiv A \cup \{(L_2)_a^V\}$.

Equivalently, $L_1 \equiv L_2$ iff $(M, A \cup \{(L_1)_a^V\}) \equiv (M, A \cup \{(L_2)_a^V\})$.

Proof. Directly from the Runtime rules in Figure 5.10. □

The transition relation $\rightarrow$ on programs is the least such relation that includes the rules in Figure 5.11. The rules transform runtime configurations of the form $(M, A)$ where $M$ contains pending messages, and $A$ is the multiset of concurrently executing actors. Elements of $M$ have the form $a \xrightarrow{um} b$, where $a$ is the sender, $u$ is the sent value, $m$ is the message sort, and $b$ is the receiving actor. Elements of $A$ have the form $(L)_a^V$, where $a$ is the executing actor, $L$ is the code it executes, and $V$ is the associated value store. The latter maps variable names to their values and types. For example, $V(x) = u : m$ means that the variable $x$ has value $u$ and sort $m$ (in this case, per our conventions, $x$ is a message).

The initial configuration of a program $P$ is a pair consisting of the empty message set, and a multiset of concurrently running actors $A$. The latter is generated according to definitions of the form “actor $a[n]\{L\}” in the program. When execution starts, parameters $n$ are replaced by their runtime values, and so such a definition generates running actors $(L)_{a_1}^V \ldots (L)_{a_n}^V$. In the initial configuration, all actors are associated with a copy of the same store $V$, which maps parameter names to their values. During execution, individual actor stores are updated independently; for example, when dealing with a variable assignment $x := e$, rule LANG-Assignment evaluates the expression $e$ and updates $V$ so that it maps $x$ to $eval(V, e)$. Since each actor has its own store, such an assignment is local to the actor where the assignment statement appears. Variable declarations $\text{var} \ x : T$ update the store to “remember” that the type of $x$ is $T$, i.e., $V'(x) = : T$, in rule LANG-VARDECL.

The reduction rules for this language are similar to the reduction rules for local types, given on page 74. They share the same compositional structure; for example, rule LANG-SEQ reduces sequentially composed statements $L_1 ; \ldots ; L_\kappa$ to $L'_1 \ldots ; L'_\kappa$, provided that $L_1$ reduces to $L'_1$. The rule for case statements evaluates the expression $e$ and branches off to the code segment $L_\psi$ that is guarded by the same value. Correspondingly, select statements choose the code segment $L_\psi$ that starts with a message receipt command which matches a message available in the set $M$. LANG-SPAWN reduces statements of the form $\text{spawn}\{L_1 \ldots L_\kappa\}$, implementing concurrent semantics for the contained statements $L_1 \ldots L_\kappa$.

Upon reducing a runtime configuration $C$, the rules in Figure 5.11 produce events, i.e., $C \xrightarrow{e} C'$. Events can have the form $a \xrightarrow{m} b$, produced by rule LANG-RECV to signify the
receipt of a message. In all other cases, the generated event is $\tau$, as in the behavior of local
types, i.e., events $a \rightarrow^m b$ are generated at the point of message receipt. The statements that
follow mirror the respective results for local types:

**Lemma 5.5** (Reduction is compositional on set union). Let $L$ and $L'$ be program statements,
$M$ and $M'$ be multisets of pending messages, $V$ and $V'$ be local stores, $a$ be some actor name,
and $A$ be a multiset of running actors. Then,

$$(M, \{(L)\}_a^V) \rightarrow (M', \{(L')\}_a^{V'}) \quad \text{iff} \quad (M, A \cup \{(L)\}_a^V) \rightarrow (M', A \cup \{(L')\}_a^{V'}).$$

As a direct consequence,

$$(M, \{(L)\}_a^V) \rightarrow^* (M', \{(L')\}_a^{V'}) \quad \text{iff} \quad (M, A \cup \{(L)\}_a^V) \rightarrow^* (M', A \cup \{(L')\}_a^{V'}).$$

**Proof.** By induction on the size of $A$, and using the definition of the reduction relation in
Figure 5.11. \qed

**Lemma 5.6** (Congruence follows semantics—single element). Let $L_1$, $L'_1$ and $L_2$ be running
actors, $M$ and $M'$ be multisets of pending messages, $V$ and $V'$ be local stores, and $a$ be an
actor name. If $L_1 \equiv L_2$ and $(M, \{(L_1)\}_a^V) \rightarrow^* (M', \{(L'_1)\}_a^{V'})$, then there exists $L'_2$ such that

$$(M, \{(L_2)\}_a^V) \rightarrow^* (M', \{(L'_2)\}_a^{V'}) \quad \text{with} \quad L'_1 \equiv L'_2.$$  

**Proof.** By induction on the structural congruence and reduction relations, and using the fact
that structural congruence and the reduction relation are both compositional on set union
(lemmas 5.4 and 5.5). As done for Lemma 5.3 on page 75. \qed

Our intuition that structural congruence preserves the semantics of the calculus is captured
in the following theorem:

**Theorem 5.3.** Let $A_1$, $A'_1$, $A_2$, $M$, and $M'$ be as in Figure 5.8. If $A_1 \equiv A_2$ and $(M, A_1) \rightarrow^* (M', A'_1)$
then there exists $A'_2$ such that $(M, A_2) \rightarrow^* (M', A'_2)$ and $A'_1 \equiv A'_2$.

**Proof.** As for Theorem 5.2 on page 76, using lemmas 5.4 and 5.5. \qed

## 5.5 Typing

This section presents an algorithm for assigning local types to programs written in the
syntax of Figure 5.8, and provides standard sanity checks. For reasons of presentation clarity,
we distinguish between value- and local- types, the latter abstracting actor behaviors. We
use the term *sort* for the types of messages, variables and expressions, while the term *type* is
used exclusively to refer to local types.

The type inference relation is defined in Figure 5.12. Given a program $P$, the rules derive
a map $\{a : L_a\}_{a \in P}$, which associates actors in the program with their local types. We use
Figure 5.12: Rules for assigning local types to programs. The variables $a$, $b$, $m$ etc. are as in Figure 5.1. Program information is carried along in $\Delta$, accessed by the auxiliary functions $\text{sort}(\cdot, \cdot)$, which returns the sort of variables, and $\text{behavior}(\cdot, \cdot)$, which returns the code corresponding to the given actor’s behavior.
Δ for static program information, i.e., Δ = info(P) as initiated in rule Inf-Program. This information is carried up the deduction chain, and consulted by functions sort and behavior. These extract, respectively, the sorts of expressions and the code corresponding to an actor behavior. We omit the formal definition of these functions for the sake of brevity.

The rules produce judgments of the form Δ ⊢ L : L, meaning that with program information Δ, the code block L is assigned the type L. For example, rule Inf-Seq composes the types L_1 ... L_κ corresponding to actions L_1 ... L_κ to derive the type of L_1; ...; L_κ to be L_1; ...; L_κ. Similarly, rule Inf-Shuffle-N associates the type \( \otimes_{i=1}^n L \) with the code segment shuffle \( i = 1..n\{L\} \) given that Δ ⊢ L : L and that n is a parameter, i.e., sort(Δ, n) = param.

Syntax-Directedness. The rules of Figure 5.12 form an algorithm, because they are syntax-directed: there is exactly one rule for each of the syntax rules (given in Figure 5.8); and the premises of each rule apply inductively to the structure of the current program segment. As a result, with regard to the inference mechanism, (i) exactly one rule applies at each step, and (ii) the procedure terminates.

The types of runtime configurations. It is possible to extend the above mechanism to runtime configurations. Let \( C = (M, A) \) be a runtime configuration where \( A = \{ (L_\psi)_{a_\psi} \}_{\psi=1..\kappa} \). Using the rules of Figure 5.12, we can assign a local type \( L_\psi \) to each \( L_\psi \) such that Δ ⊢ L : L. These local types form a set \( \Lambda = \{ (L_\psi)_{a_\psi} | \Delta \vdash L_\psi : L_\psi \}_{\psi=1..\kappa} \). We therefore extend typing to runtime configurations, such that a configuration \( (M, A) \) is assigned the type \( (s(M), \Lambda) \) where \( s(M) \) is the same as \( M \) but with only sorting information retained. Formally,

\[
s(M) = \begin{cases} 
\emptyset & \text{if } M = \emptyset \\
 s(M') \cup \{a \xrightarrow{m} b\} & \text{if } M = M' \cup \{a \xrightarrow{num} b\}
\end{cases}
\]

To clarify, \( s(M) \) follows the syntax of \( M \) on page 72. The type inference rules for runtime configurations are shown in Figure 5.13. In judgments Δ ⊢ (M, A) : (M, Λ), the syntax of (M, A) is that of program configurations C given on page 80, while the syntax of (M, Λ) is that of local type configurations C on page 72.

5.5.1 Meta-theory

We argue that Δ ⊢ C : C implies that the local type configuration C reduces in a manner that mirrors the messaging semantics of the program configuration C. Formally, the close relationship between the reduction rules for local types and programs (Figures 5.6 and 5.11 respectively) directly suggests the following standard type preservation results:
Lemma 5.7 (Single-Element Subject Reduction). Let $M$ and $M'$ be message multisets, and $M = s(M)$. Let $V$ and $V'$ be value stores, $L$ and $L'$ be program statements, $L$ be a local type, $a$ be an actor name, and $\Delta$ be program information.

If $\Delta \vdash (M, \{\langle L \rangle_V a \}) : (M, \{\langle L \rangle a \})$ and $(M, \{\langle L \rangle_V a \}) \rightarrow^* (M', \{\langle L' \rangle_{V'} a \})$, then there exist $M'$ and $L'$ such that $(M, \{\langle L \rangle_V a \}) \rightarrow^* (M', \{\langle L' \rangle_{V'} a \})$ and $\Delta \vdash (M', \{\langle L' \rangle_{V'} a \}) : (M', \{\langle L' \rangle a \})$.

Proof. By induction on the structure of configurations, and the relations $\rightarrow$ and $\vdash$.

Sequencing

Assume the following configurations and associated reduction:

$$(M, \{\langle L_1; L_2; \ldots; L_{\kappa} \rangle_V a \}) \rightarrow (M', \{\langle L'_1; L_2; \ldots; L_{\kappa} \rangle_{V'} a \}) \quad (5.8)$$

Assume $M = s(M)$ and the local types $L_1, L_2, \ldots, L_{\kappa}$, such that

$$(M, \{\langle L_1; L_2; \ldots; L_{\kappa} \rangle_V a \}) : (M, \{\langle L_1; L_2; \ldots; L_{\kappa} \rangle a \}) \quad (5.9)$$

The above relations are as in the premises of this lemma. From 5.8 and the transition rule $\text{Lang-Seq}$ (page 83), we have

$$(M, \{\langle L_1 \rangle_V a \}) \rightarrow (M', \{\langle L'_1 \rangle_{V'} a \}) \quad (5.10)$$

From 5.9 and the typing rule for sequencing ($\text{Inf-Seq}$ on page 86), we get

$$\Delta \vdash (M, \{\langle L_1 \rangle_V a \}) : (M, \{\langle L_1 \rangle a \}) \quad (5.11)$$
Applying the inductive hypothesis onto 5.10 and 5.11, we have that there exist \( M', L'_1 \) such that

\[
(M, \{\langle L_1 \rangle_\alpha\}) \rightarrow^* (M', \{\langle L'_1 \rangle_\alpha\})
\]  
(5.12)

\[
\Delta \vdash (M', \{\langle L'_1 \rangle_\alpha\} : (M', \{\langle L'_1 \rangle_\alpha\})
\]  
(5.13)

From 5.12 and sequence reduction for local types (rule LS-Seq on page 74), we get

\[
(M, \{\langle L_1 ; L_2 ; \ldots ; L_{\kappa} \rangle_\alpha\}) \rightarrow^* (M', \{\langle L'_1 ; L_2 ; \ldots ; L_{\kappa} \rangle_\alpha\})
\]  
(5.14)

From 5.13 and rule Inf-Seq (page 86), we get

\[
\Delta \vdash (M', \{\langle L'_1 ; L_2 ; \ldots ; L_{\kappa} \rangle_\alpha\} : (M', \{\langle L'_1 ; L_2 ; \ldots ; L_{\kappa} \rangle_\alpha\})
\]  
(5.15)

The result consists of statements 5.14 and 5.15.

We omit the rest of the cases (concurrent composition, choice, etc.) because they pose no additional technical difficulties, and can be shown in the same manner as the case of sequencing.

**Theorem 5.4** (Subject Reduction). Let \( C \) and \( C' \) be program runtime configurations, \( C \) be a configuration of local types, and \( \Delta \) be program information as above. If \( \Delta \vdash C : C \) and \( C \rightarrow^* C' \), then there exists \( C' \) such that \( C \rightarrow^* C' \) and \( \Delta \vdash C' : C' \).

**Proof.** Directly from Lemma 5.7 and the compositional nature of the rules in Figure 5.13.

The converse is also true; that is, program configuration reductions predicted by the semantics of the respective types are guaranteed to take place:

**Theorem 5.5** (Session Fidelity). Let \( C \) be a program configuration, and let \( C \) be its assigned type, i.e., \( \Delta \vdash C : C \) for some \( \Delta \). Then, \( C \rightarrow^* C' \) implies that there exists \( C' \) such that \( C \rightarrow^* C' \) with \( \Delta \vdash C' : C' \).

**Proof.** By induction on the structure of types, and the relations \( \rightarrow \) and \( \vdash \), mirroring the proof of subject reduction.

### 5.6 Extensions

In this section, we consider a few possible extensions to the system. First, we deal with the problem of whether a given global type is *realizable*. That is, given a global type \( G \), the question of whether there exists a program in the syntax of Figure 5.8 that produces the
same set of traces as those prescribed by \( G \). We then proceed with a short discussion on index sets, and the problem outlined on page 78. Finally, we touch upon certain notions from the literature that a future version of the system can incorporate.

### 5.6.1 On the Realizability of Global Types

In this section, we are concerned with static, structural checks to decide whether a global type is realizable; that is, the question of whether a protocol given in the language of Figure 5.1 is implementable by a program in the syntax of Figure 5.8.

To bootstrap the discussion, we need to define the acceptable message sequences that a type implies for a protocol implementation. We remind the reader that a runtime configuration of local types \( C \) has the form \((M, \Lambda)\), where \( M \) is the set of pending messages, and \( \Lambda \) is a set of processes which reduce local types concurrently. Per the reduction relation of Figure 5.6, such configurations reduce producing events of the form \( a \overset{m}{\rightarrow} b \) when a message is received, and \( \tau \) in all other cases. In this section, we are only interested in events of the first kind, and the possible sequences of such events that a set of local types can produce are called the *traces* of the set:

**Definition 5.1 (Local Type Traces).** Let \( \Lambda \) be as defined in Figure 5.4. The set of traces producible by \( \Lambda \), written \( \text{tr}(\Lambda) \), is the set of possible non-\( \tau \) event sequences producible from the initial configuration \((\emptyset, \Lambda)\) by application of the rules in Figure 5.6 until termination. We say that \( \Lambda \) terminates when it has been reduced to a set of processes of the form \( \langle \tau \rangle_a \).

The respective definition for programs follows. We remind the reader that for a given program \( P \), the initial configuration contains one actor of the form \( \langle L \rangle_a^V \) for each actor definition in the program, where \( a \) is the actor’s name, \( L \) is its behavior, and \( V \) is its value store. Program runtime configurations \( C \) have the form \((M, A)\) where \( M \) is the multiset of pending messages, and \( A \) contains the running actors. We write \( C \overset{e}{\rightarrow} C' \) to say that \( C \) reduces to \( C' \) producing event \( e \). Events are of the form \( a \overset{m}{\rightarrow} b \) upon message receipt (rule \( \text{LANG-Recv} \)), and \( \tau \) in all other cases. As before, we are only interested in events of the first kind.

**Definition 5.2 (Program Traces).** The set of traces producible by a program \( P \), written \( \text{tr}(P) \), is the set of possible non-\( \tau \) event sequences producible from the initial configuration \( \text{init}(P) \), by application of the rules in Figure 5.11.

It is important to observe that events of interest, i.e., of the form \( a \overset{m}{\rightarrow} b \) and \( a \overset{m}{\rightarrow} b \), are produced at the point of message receipt (see rules \( \text{LS-Recv} \) and \( \text{LANG-Recv} \) on pages 74 and 83, respectively).
Figure 5.14: The auxiliary functions first and last, used to develop structural realizability criteria for global types.

\[
\begin{align*}
\text{first}(G) &= \begin{cases} 
\{a \xrightarrow{m} b\} & \text{if } G \equiv a \xrightarrow{m} b \\
\text{first}(G_1) & \text{if } G \equiv (G_1 ; G_2) \\
\text{first}(G_1) & \text{if } G \equiv \bigoplus_{i=1}^{n} G_1 \\
\bigcup_{\psi=1}^{\kappa} \text{first}(G_{\psi}) & \text{if } G \equiv (G_1 \text{ op } \ldots \text{ op } G_{\kappa}) \quad \text{op} \in \{\oplus, \otimes, \parallel\}
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\text{last}(G) &= \begin{cases} 
\{a \xrightarrow{m} b\} & \text{if } G \equiv a \xrightarrow{m} b \\
\text{last}(G_2) & \text{if } G \equiv (G_1 ; G_2) \\
\text{last}(G_1) & \text{if } G \equiv \bigoplus_{i=1}^{n} G_1 \\
\bigcup_{\psi=1}^{\kappa} \text{last}(G_{\psi}) & \text{if } G \equiv (G_1 \text{ op } \ldots \text{ op } G_{\kappa}) \quad \text{op} \in \{\oplus, \otimes, \parallel\}
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\text{first}(L) &= \begin{cases} 
\{a!m\} & \text{if } L \equiv a!m \\
\{a?m\} & \text{if } L \equiv a?m \\
\text{first}(L_1) & \text{if } L \equiv L_1 ; L_2 \\
\text{first}(L_1) & \text{if } L \equiv \bigoplus_{i=1}^{n} L_1 \\
\bigcup_{\psi=1}^{\kappa} \text{first}(L_{\psi}) & \text{if } L \equiv (L_1 \text{ op } \ldots \text{ op } L_{\kappa}) \quad \text{op} \in \{\oplus, \otimes, \parallel\}
\end{cases}
\end{align*}
\]

\[
\begin{align*}
\text{last}(L) &= \begin{cases} 
\{a!m\} & \text{if } L \equiv a!m \\
\{a?m\} & \text{if } L \equiv a?m \\
\text{last}(L_2) & \text{if } L \equiv L_1 ; L_2 \\
\text{last}(L_1) & \text{if } L \equiv \bigoplus_{i=1}^{n} L_1 \\
\bigcup_{\psi=1}^{\kappa} \text{last}(L_{\psi}) & \text{if } L \equiv (L_1 \text{ op } \ldots \text{ op } L_{\kappa}) \quad \text{op} \in \{\oplus, \otimes, \parallel\}
\end{cases}
\end{align*}
\]
In order to guarantee that projection maintains the semantics of global types, we impose restrictions on their structure. To facilitate the discussion, Figure 5.14 defines the auxiliary functions \text{first} and \text{last}, which return the first and last element of a type, respectively. The functions \text{first} and \text{last} are extended to traces (i.e., event sequences) in the obvious way. Because the well-formedness of global types depends at times on the form of the respective projections, we first discuss well-formedness criteria for local types. These have the purpose of ensuring that choice constructs implement either internal, or external choice—guaranteeing the correct functioning of rules LS-INT-CHOICE and LS-EXT-CHOICE (page 74). We subsequently discuss examples of global types for which the projected local types do not produce the same traces, and propose well-formedness criteria to avoid the problems.

Well-Formed Local Types

The syntax given on page 72 allows choice branches to begin with both sending and receiving actions. In order to ensure choice semantics are implementable, we demand that local types be well-formed, which in the case of \( L \equiv L_1 \oplus L_2 \) is equivalent to one of the following two statements being true:

\[
\begin{align*}
\text{int}(L) & \overset{\text{def}}{=} \text{first}(L_1) = \{a_1?m_1\} \land \text{first}(L_2) = \{a_2?m_2\} \land (a_1 \neq a_2 \lor m_1 \neq m_2) \\
\text{ext}(L) & \overset{\text{def}}{=} \text{first}(L_1) = \{a_1!m_1\} \land \text{first}(L_2) = \{a_2!m_2\} \land (a_1 \neq a_2 \lor m_1 \neq m_2)
\end{align*}
\]

In other words, \( L_1 \oplus L_2 \) is well-formed iff either (a) both \( L_1 \) and \( L_2 \) start with a distinct receive action; or (b) they both start with a distinct send action. The two statements capture the concepts of internal and external choice, respectively. The relation \( \text{wf}() \) on local types captures well-formedness,\(^1\) and is defined inductively in Figure 5.15. It holds up to structural congruence. Notice that the last four rules in the figure re-state the \text{int} and \text{ext} relations above.

Well-Formed Global Types

This section discusses how to maintain the intended meaning of global types after projection, identifying three key cases where things can go wrong.

Preserving the semantics of sequencing. The type \( a \xrightarrow{x} b ; c \xrightarrow{y} d \) can be projected onto the participants \( a, b, c \) and \( d \) to give the local types \( b!x, a?x, d!y \) and \( c?y \) respectively. However, composing these types does not maintain the semantics of the \( ; \) operator; i.e., \( c \) is

\(^1\)Using the rules in Figure 5.12 as the basis of a type system, one can envision incorporating the checks mentioned to ensure the correct functioning of rules LANG-INT-CHOICE and LANG-EXT-CHOICE (page 83) for programs. We leave this as future work.
Figure 5.15: The relation \( \tau \in \text{wf} \) of well-formed local types.

\[
\begin{align*}
\tau \in \text{wf} & \quad a!m \in \text{wf} \quad a?m \in \text{wf} \\
\text{wf}(L_1) & \quad \text{wf}(L_2) \quad (\text{int}(L_1 \oplus L_2) \lor \text{ext}(L_1 \oplus L_2)) \\
\text{wf}(L_1 \oplus L_2) & \quad \text{wf}(L_1) \ldots \text{wf}(L_\kappa) \quad \text{op} \in \{; \oplus, \parallel\} \\
\text{OP} = \text{parameterized}(\text{op}) & \quad \text{op} \in \{; \oplus, \parallel\} \quad \text{wf}(L[1/i] \text{ op } L[2/i]) \\
\text{wf}(\bigwedge_{i=1}^\kappa L_i) & \\
\text{first}(L_1) & = \{a_1?m_1\} \quad \text{first}(L_2) = \{a_2?m_2\} \quad a_1 \neq a_2 \\
\text{int}(L_1 \oplus L_2) & \\
\text{first}(L_1) & = \{a_1?m_1\} \quad \text{first}(L_2) = \{a_2?m_2\} \quad m_1 \neq m_2 \\
\text{int}(L_1 \oplus L_2) & \\
\text{first}(L_1) & = \{a_1!m_1\} \quad \text{first}(L_2) = \{a_2!m_2\} \quad a_1 \neq a_2 \\
\text{ext}(L_1 \oplus L_2) & \\
\text{first}(L_1) & = \{a_1!m_1\} \quad \text{first}(L_2) = \{a_2!m_2\} \quad m_1 \neq m_2 \\
\text{ext}(L_1 \oplus L_2) & 
\end{align*}
\]

Figure 5.16: Well-Formedness sub-relations.

\[
\begin{align*}
\text{sp}(G_1; G_2) & \overset{\text{def}}{=} (X,Y) \in (\text{last}(G_1), \text{first}(G_2)) \implies \exists a,b,c,m_1,m_2.(X = \{a \xrightarrow{m_1} b\} \land Y = \{b \xrightarrow{m_2} c\}) \\
\text{cp}(G_1 \oplus G_2) & \overset{\text{def}}{=} \forall p. \text{wf}((G_1 \oplus G_2) \triangleright p) \land \exists p' \forall p'. (\text{int}(G \triangleright p') \land \text{ext}(G \triangleright p)) \\
\text{pp}((G_{11} \oplus G_{12}) \parallel G_2) & \overset{\text{def}}{=} \left(\begin{array}{l}
\text{first}(G_{11} \triangleright p) = \{a_1?m_1\} \land \text{first}(G_{12} \triangleright p) = \{a_2?m_2\} \\
\implies \{p!m_1\} \notin (G_2 \triangleright a_1) \land \{p!m_2\} \notin (G_2 \triangleright a_2)
\end{array}\right) \\
& \lor \\
& \left(\begin{array}{l}
\text{first}(G_{11} \triangleright p) = \{a_1?m_1\} \land G_{12} \triangleright p = \perp \\
\implies \{p!m_1\} \notin (G_2 \triangleright a_1)
\end{array}\right)
\end{align*}
\]
required to send y to d after b has received x, but c has no way of knowing when this has happened. Contrast this with the type \( a \xrightarrow{x} b \xrightarrow{y} c \), whose projection into \( b!x, a?x; c!y \) and \( b?y \) (respectively for a, b and c) does indeed sequence the events of receiving x and sending y. The criterion thus can be stated as: \( G_1; G_2 \) maintains the semantics of sequencing if every action ending \( G_1 \) can be sequenced with every action starting \( G_2 \). More formally, we require that \( \text{sp}(G_1; G_2) \), defined in Figure 5.16.

**Preserving the semantics of choice.** We require that the choice of branch in \( G_1 \oplus G_2 \) is guided by a single actor. This means that projecting onto the participants should give well-formed local types, and that of these types, exactly one satisfies the relation \( \text{ext} \) (Figure 5.15), and the rest all satisfy the relation \( \text{int} \). Observe that the requirement boils down to all actors implementing internal choice, except for one who acts as the guiding oracle, implementing external choice. For a global type \( G \equiv G_1 \oplus G_2 \), the requirement is captured by the relation \( \text{cp}(G) \), defined in Figure 5.16.

**Preserving the semantics of choice in presence of concurrency.** For the concurrent composition \( G_1 \parallel G_2 \) to work as expected, messaging in \( G_2 \) should not affect choices in \( G_1 \). That is, messages that guide the selection of branches in \( G_1 \) should not overlap with messages sent in \( G_2 \). This is captured by the relation \( \text{pp} \), formally defined in Figure 5.16.

**Putting it All Together**

The well-formedness conditions outlined above are formally captured by the relation \( \text{wf} \) on global types, defined in Figure 5.17. The relations \( \text{sp}, \text{cp}, \text{pp} \) and \( \text{wf} \) hold up to structural congruence.

The purpose of the well-formedness conditions is to ensure that the semantics of global types is maintained after projection. A well-formed global type \( G \) produces the same traces as the multiset of local types resulting from the projections of \( G \) onto the participating actors. The Conjecture that follows captures this property; it can be proven by induction on the structure of well-formed global types, using subject reduction (Theorem 5.4) and session fidelity (Theorem 5.5).

**Conjecture 5.1.** It is \( \text{tr}(G) = \text{tr}(\{G \triangleright p \mid p \in \text{actors}(G)\}) \) for all well-typed global types \( G \).

It is easy to see that the language semantics mirrors that of local types. However, local type branches, as captured by operator \( \oplus \), are non-deterministic at the points of external choice and Kleene Star (rules \( \text{LS-Ext-Choice} \) and \( \text{LS-KleeneStar} \) on page 74). This is not the case for programs, as \textit{case} statements and \textit{while} loops execute according to the values of the supplied expressions (rules \( \text{LANG-Ext-Choice} \) and \( \text{LANG-While} \) on page 83).
Thus, assuming that a program \( P \) implements a set of local types \( \Lambda \), i.e., rule \( \text{Inf-Program} \) (page 86) gives \( \vdash P : \Lambda \), we have \( \text{tr}(P) \subseteq \text{tr}(\Lambda) \). This implies that the correctness criteria for global types are directly applicable to programs that implement them.

### 5.6.2 Towards More Expressive Types

In its present form, this system does not allow the arbitrary use of parameters. First of all, only indices that range over continuous integers are supported. Secondly, some all-to-all types of communication are not supported, due to the issues discussed in Section 5.3.2. These limitations can be overcome by allowing index sets, and making restrictions on them explicit. This would, for example, enable types with constraints, such as

\[
\parallel i \in I \parallel j \in J \parallel a_i \xrightarrow{m} a_j \quad I \cap J = \emptyset.
\]

One can then reason about how these restrictions affect projection, which will produce different outputs, depending on the provided side-conditions; such as, “project onto \( a_\psi \) where \( \psi \in I \)”.

Future work considerations include support for exception handling (in the sense of Carbone et al. [28]), which seems possible with the addition of a special construct to capture the exception handling code. It may also be possible to transfer the more precise realizability results [11] for choreographies [114] to our parameterized specifications, a topic we touch upon in Section 5.6.1. Finally, other possible extensions concern the runtime monitoring application domain [39]. In particular, adding support for global assertions [15] can form
the basis of a powerful theory for deriving local restrictions for each participant, which an 
asynchronous observer [38] can then enforce.

5.7 Discussion

The purpose of this section is to offer insights on the limitations of the actor typing 
presented here, and how those relate to the shortcomings of other systems in the literature. 
For example, the session types in this chapter do not cover issues of actor creation—however, 
much of the already existing work on session types [14, 25, 126] deals with process creation 
naturally, in the context of extensions for the π-calculus. We argue that systems following 
the paradigm of Honda et al. [70] disassociate process creation from session creation, which 
makes the former possible to capture in the resulting calculi. As argued later in Section 5.7.2, 
this same disassociation does not seem possible, or at least natural, in actor systems.

Much like actor creation, it is difficult to support session delegation in session types for 
an actor system. Even though session delegation is supported by much of the related work in 
this domain, that seems to come primarily from the fact that those systems are extensions of 
the π-calculus. Actor systems are unique in that sessions, as captured by global types, are 
not associated with channels. In the π-calculus, channels are syntactic entities over which 
values—including channel names—are communicated. Hence, global types for the π-calculus 
can naturally capture the sending of a protocol, i.e., one associated with a channel, over 
another channel. Consider a group of π-calculus processes in a session over some channel c. 
If one more process needs to partake in the session, it merely needs to become aware of c. 
The respective behavior in actor development would be to send a message with the names of 
the participants over to the new actor, which is not a useful programming pattern.

We begin the section with an analysis of the concept of session delegation, which develops 
the ideas necessary to argue the above positions. In short, the discussed shortcomings with 
regard to session delegation and actor creation are not unique to this system; rather, they 
reflect fundamental limitations of the original proposals on session types for π-derived calculi. 
The interested reader might find the work of Masini and Francalanza [98] to complement the 
discussion in this section.

5.7.1 Session Delegation

In the context of session type systems for the π-calculus, session delegation refers to 
the communication of channels as values. The term is used to capture the fact that the 
communication protocol associated with the channel is itself delegated from the sending
Much of the related work in this area derives from Honda et al.'s original papers on multiparty asynchronous session types [69, 70], and they all allow global types to include constructs of the form $p_1 \rightarrow p_2 : k\langle s \rangle$. The latter captures the event of a process $p_1$ sending a protocol (a.k.a. session type) $s$ to another process $p_2$ via channel $k$. The full grammar for Honda et al.'s global types is given in Figure 5.18, where we use $\rightarrow$ for communication; not to be confused with $\rightarrow$, which is used for reductions throughout this thesis.

In their grammar, the sending of a value $U$ from $p$ to $p'$ via the channel $k$ is captured by the construct $p \rightarrow p' : k\langle U \rangle$. The sending of labels $l_j$ from $p$ to $p'$, each selecting a different interaction $G_j$, is denoted with $p \rightarrow p' : k\{l_j : G_j\} j \in J$. Recursion is achieved by operator $\mu$, binding $t$ to the same type in the construct $\mu t.G$. As usual, it is $\mu t.G \equiv G[\mu t.G/t]$. Values $U$ include vectors of sorts $S$, and local types $T@p$. In Honda et al.'s work, the latter construct means a local type $T$ taken by process $p$. $T@p$ is allowed as the type of a communicable value in global types so as to capture the sending of process names. Notice that the grammar of sorts $S$ includes global types: sending $\langle G \rangle$ over a channel $k$ corresponds to the sending of another channel, $k'$, which has been assigned the (global) type $G$.

Honda et al.'s syntax for global types is shared by many well-established theories; prime examples include the initial work of Deniélou et al. [51] on parameterized session types, and the role extensions by Deniélou and Yoshida [49]. Most importantly, this syntax is shared unchanged in its crucial parts by all works deriving from these theories.

In the aforementioned calculi, one can write $p!k_1\langle k_2 \rangle$ to mean the sending of channel $k_2$ over channel $k_1$ to process $p$. This way, the protocol associated with $k_2$ is “delegated” to the recipient $p$. In this manner, the aforementioned works treat sessions (or at least their restrictions onto individual channels) as first-class citizens. However, actors do not communicate via the use of channels. To simulate this concept in an extension of the work

---

**Figure 5.18**: The global types of Honda et al. [70].

| Global $G$ ::= | $p \rightarrow p' : k\langle U \rangle$ values |
| | $p \rightarrow p' : k\{l_j : G_j\} j \in J$ branching |
| | $G, G'$ parallel |
| | $\mu t.G$ recursive |
| | $t$ variable |
| | $\text{end}$ end |
| Value $U$ ::= | $S | T@p$ |
| Sort $S$ ::= | $\text{bool} | \text{nat} | \ldots | \langle G \rangle$ |
presented in this chapter, one would have to communicate the names of the participants in a sub-interaction. Doing so would establish that the related sub-protocol now takes place with the message recipient as a new end point. That is not a common pattern in actor programming.

To capture the concept of session delegation in a seamless manner, similar to that of session types for the \( \pi \)-calculus, we need to equip our global types with sub-protocols. Since these would involve a subset of the actors in the system, it is not clear how one would delegate the session to some recipient without sending (and even knowing) all of the actor names involved. A possible solution would be to consider some actors as “representatives” of the involved groups, say one per group, and treat the communication of these names as delegating the represented session.

It is worth noting that the benefits of such extensions are not clear at this point. One would have to determine whether common actor programming patterns call for such treatment—as well as evaluate whether programmers would be willing to deal with the complexities of the methodology.

5.7.2 Actor Creation

Most session-based extensions to the \( \pi \)-calculus support dynamic process creation, with the notable exception of the work of Deniélou et al. [51], and all works deriving from it. In those works, the construct to create \( n \) actors has the form \( (R\ P_0\ \lambda i.P)\ n \) and creates processes \( P_0, P[1/i], P[2/i], \ldots, P[n - 1/i] \). The syntax for \( P \) does not allow process creation in the sense of the standard \( \pi \)-calculus or actors; for instance, the construct \( !P \) (which replicates process \( P \)) is missing. Observe that the way the parameter \( n \) binds the number of created processes is similar to our bracket notation in Figure 5.8: the construct \texttt{actor a[n] \{L\}} creates \( n \) actors executing \( L \). In this regard, the system of Chapter 5 is similar to the work of Deniélou et al.: dynamic process creation is not supported outside the scope of the parameterization described here.

While the extensive use of parameters in the type system complicates matters, it is not the only obstacle in the way of incorporating dynamic actor creation in the system of this chapter. As analyzed in Section 5.7.1, sessions are not first-class entities in our system; rather, our types describe communication protocols that are not tied to initiation and termination instructions on a specific channel.

In contrast, calculi deriving from the work of Takeuchi et al. [126] support statements of the form \texttt{request a(c) in S1} and \texttt{accept a(c) in S1}. The concurrent composition of such code implements two processes that enter a session which uses channel \( c \) for communication; this
name is bound in both $S_1$ and $S_2$, which implement the interactions prescribed by the global type of $a$. The name $a$ identifies the session, and is assumed to be one of a list of unique, shared names used for this purpose. However, these names are statically known; that is, the related calculi do not contain recursive constructs that would allow the dynamic introduction of session identifiers.

Session identifiers such as $a$ above are each statically assigned a global type. Furthermore, the global type syntax of Figure 5.18 does not support the dynamic creation of global types in the syntax. To clarify, the creation of a session (global) type is not a describable behavior in the global types of Honda et al. [69], which is an extension of the original system of Takeuchi et al. [126] from which much of the related work derives. This observation is important, because actor creation can be seen as the creation of a session—the protocol in which the new actors participate. As such, we make the argument that in terms of dynamic actor creation, the theory of this chapter suffers from the same drawback as session type systems based on the $\pi$-calculus: even though many of those works support dynamic process creation, the equivalent notion in an actor-based system is not dynamic actor creation; rather, it is dynamic session creation.

It can be argued that the work of Honda et al. (and all derivatives) captures dynamic session creation via the creation of channels. However, (a) their global types do not express this as an action, and (b) channels do not have a behavior per se; i.e., a channel does not itself have the capability to create other channels, whereas actors do. The first point hints at the difficulty of expressing actor creation in our global types. The second point, however, seems inadequate at first: one can argue that a channel can be used to send a message that causes a recipient to introduce another process dynamically. Nevertheless, this new process cannot join any already running session—at least in the works cited in this thesis. Even systems that use parameterized session types\footnote{all based on the work of Yoshida et al. [138]} fix the number of participants to some parameter $n$, the value of which cannot change at runtime.

The problem seems to lie in the way processes are addressed within sessions, i.e., the use of the request/accept constructs discussed in Section 2.2.2. With these constructs in play, processes are typechecked according to the behavior corresponding to the index they pick upon joining a session. This index acts as a name that is used to address processes in communication, and it cannot change dynamically. Hence, systems deriving from the work of Takeuchi et al. [126] disallow processes from dynamically joining and leaving sessions; they also disallow dynamic changes in a participant’s index within a session. Alas, allowing participants to dynamically switch the roles they are typechecked against seems to require runtime support.
To understand the nature of the problem, it is useful to look at the work of Deniélou and Yoshida [49]. Although being presented as an extension of the $\pi$-calculus, their system assigns both a unique identity, and a role to each process, giving their calculus an actor flavor. An example from the original paper [49] is that of a map-reduce program [47], where the two roles (local types) can be described as such:

$$L_{\text{client}} = \mu t. \langle \text{server}, \text{Map} \rangle ; !\langle \text{server}, \text{Reduce} \rangle ; t$$

$$L_{\text{server}} = \mu t. \forall x : \text{client}. \{ !\langle x, \text{Map} \rangle ; ?\langle x, \text{Reduce} \rangle \} ; t$$

In the above, client processes receive $\text{Map}$ messages from the server, to which they reply with a $\text{Reduce}$. Server processes do the converse, but with all client processes $x$—hence the universal quantifier. Both roles repeat their behavior indefinitely, expressed through the use of the $\mu t$ construct. Processes (i.e., implementations of roles such as the above) follow a syntax that mirrors that of roles.

The work of Deniélou and Yoshida allows dynamic process creation by supporting both a recursive construct $\mu X.P$ and concurrent composition $P|P$ in their calculus syntax. Furthermore, it allows processes to join and leave roles dynamically. However, to implement the polling mechanism introduced with the $\forall$ operator, the runtime keeps track of the role of each process—a trade-off we chose not to take in this chapter. Furthermore, their mechanism does not allow the expression of patterns as complex as our work, or the work of Deniélou et al. on parameterized session types [51] discussed before. For example, the butterfly network topology, used for fast Fourier transforms, is expressible through certain operations on process indices; simple assignment of roles to processes as in the map-reduce example above is not enough.

Concluding, it seems that supporting dynamic process creation in session types becomes harder as one increases the accuracy with which protocols are expressed in the type language. Newly created actors/processes are to participate in protocols that session types aspire to capture, and making this connection requires an extra step that is not obvious. The work of Deniélou and Yoshida [49] on roles solves the problem (at a cost to expressiveness and runtime overhead) via a type system that knows how every dynamically introduced process behaves with regard to every other dynamically introduced process a priori. This seems difficult to achieve in works such as the one in this chapter, or that of Deniélou et al. [51], due to the heavy use of dependent local and global types.
Chapter 6

Conclusions and Open Problems

Statically guaranteeing interesting properties in concurrent programs is a difficult problem that admits solutions inspired from many different viewpoints. This thesis has presented work deriving from two such angles: tracking typestates, and session types.

The two approaches differ in significant ways, not the least of which being the expressiveness of the resulting calculi. It is evident that an approach based on typestates can be applied to an actor calculus that is very close to the original proposals of Hewitt [65] and Agha et al. [3]. This is because each name in the program can be associated with a typestate, on a per-scope basis—similar to the way types are associated with basic data elements in languages such as C. On the other hand, an approach based on session types offers more precise control over the communication protocol, but seems to require unconventional language constructs. Such deviations from model calculi have been proposed for both the π-calculus, and actors—in exchange for an increase in the precision with which protocols are typechecked.

Particularly for the case of actors, a session type applies to an implied entity, i.e., the communication itself. This is in contrast to π-derived calculi, where session types are associated with communication channels. Consequently, the system of Chapter 5 assumes that each program has a fixed set of actors, in order to enable typechecking against a protocol where the names of the participants are mentioned explicitly. In fact, the actor names mentioned in the global type have to match those in the respective implementation. This clearly breaks basic code design principles, such as the separation of a component’s interface from its implementation.

It seems possible to overcome this limitation by attaching session (global) types to specific names in the program, which would act as session identifiers. This could allow, for example, referring to global types as constructs of the form $G(\overline{\alpha}, \overline{n})$ parameterized in actor names $\overline{\pi}$ and arithmetic parameters $\overline{\pi}$. Invoking such a construct with arguments $\overline{\alpha}$ and $\overline{n}$ would instantiate the session with actors $\overline{\alpha}$ and numeric arguments $\overline{n}$. The latter would be as in Chapter 5, the work of Deniélou et al. [51], et cetera. Such extensions can allow the system to capture the dynamic creation of actors, whose exact role in the protocol may be determined by their position in the argument list passed to $G$.

This approach would closely resemble the session advertising and joining constructs of Honda et al. [70]. These are meant to solve the related problem of matching participants to
their types in a session-typed extension of the \( \pi \)-calculus, as discussed in Section 2.2.2. Much of the related work in session types for the \( \pi \)-calculus uses constructs which advertise a session on a name, say \( s \), which participants can join by declaring their role in the session—usually by specifying their index explicitly. This is necessary in order to enable the typechecking of participants against local types projected from the (global) type of \( s \). Communication in \( s \) takes place over a set of channels \( \bar{c} \) that are also advertised, and that conceptually belong to the same session.

However, the resulting calculi allow sending operations to specify the recipient, along with the channel. For instance, \( c!(1, e) \) will send the value of the expression \( e \) to the participant with index 1, over channel \( c \). Our position is that this is a major deviation from the way the \( \pi \)-calculus was intended to express communication. The original Milner et al. papers [103, 104] discuss the \( \pi \)-calculus and its merits with examples where each channel “connects” exactly two processes. This is in line with our intuition for how channels connect distributed communicating processes, and their implementation in practice. A good example would be the ever-present Transmission Control Protocol (TCP) [32, 33].

On the other hand, the typestate-based approach of Chapter 4 is less invasive. Types are naturally attached to process names, without additional constructs to aid in the matching of a protocol to its participants. Programmers tend to be very reluctant to the adoption of new ideas, especially those that pose overhead on already established practices. This makes our typestate approach especially attractive for implementation in a language such as Erlang, or an actor framework such as Akka—both widely used.

This is not to suggest that typestates are panacea for the world of statically enforced properties in concurrent programming; or that the properties captured by the typestates in this thesis are the most useful ones. It is a topic of future research to come up with a set of properties that combine to offer both accurate, and succinct control over a program’s communication structure. The problem is both interesting and not trivial, since one has to consider the trade-offs regarding programmability, the nature of the desired properties, the extend to which these can be decided statically, and at what performance penalty.

Thank you for taking interest in my research.
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