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Abstract

Recent advances in computing power have facilitated the use of computational simulations as design guidelines in a range of fields including the semiconductor industry, biosensors, microfluidic devices, and even nano-sized devices. Although simulation can capture the physics behind the experiment, deterministic simulations with parameters derived from least-square fitting are significantly limited for understanding output distributions from experiments. This deviation between computational simulation and experiment may arise for a number of reasons: the stochastic nature of design parameters, external environmental fluctuations, measurement noise, and so forth. These are called uncertainties. Understanding the effect of these uncertainties is important in manufacturing processes, because manufacturing processes incorporate multi-scale and multi-physics sub-steps, with uncertainties in inputs accumulated and propagated through the sub-steps, resulting in significant deviations in the performance of final products.

A systematic approach to understanding the variations in the output from various uncertainty sources is called uncertainty quantification (UQ). To integrate uncertainty quantification fully into the design process, the sources of uncertainty must be identified and quantified; then, the uncertainty needs to be characterized and parameterized to create a statistical model. The parameterized statistical model is fed into a physics-based deterministic model (e.g., a finite element model) to quantify the deviations in the final products arising from the uncertainty parameters. By understanding the effect of stochastic parameters in inputs as well as manufacturing processes, computational simulations can provide more reliable design guidelines across a range of manufacturing fields.
This dissertation consists of two parts. The first part describes how simulation can assist in understanding experimental results. The specific physical systems considered in this dissertation are a MEMS-based resonator (Chapter 2) and a microfluidic device (Chapter 3). The results show that simulation is a powerful tool for describing details of experimental results that cannot be explained easily due to the complexity of the systems. However, distinctive discrepancies between the results from current computational predictions and experiments still exist, especially when various uncertainties are present. Therefore, the second part of this dissertation is devoted to developing a systematic approach to modeling stochastic input variables through experimental data, and describing how this can be incorporated into a modeling framework.

This dissertation suggests a systematic approach to developing a finite element model that can estimate the mechanical properties of final products with spatial uncertainties in the 3D printing process (Chapter 4), and those arising from variations in microstructure in the die-casting process (Chapter 5). Those input uncertainties are extracted from the images of final products. The data-driven modeling approach with Gaussian process is proposed to consider the probabilistic behavior of uncertainties. The realizations sampled from the calibrated Gaussian process model are incorporated into the deterministic model, generating more realistic simulation model. The systematic approach developed in this study can assist in understanding the effect of input uncertainties on the variance of the mechanical performance of final products from 3D printing and die-casting. This approach will be beneficial to other manufacturing processes where input uncertainties are important.
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Chapter 1

Introduction

Recent advances in computing power have facilitated the use of computational simulations as design guidelines in a range of fields including the semiconductor industry, biosensors, microfluidic devices, and even nano-sized devices. Recently, computer simulations have been used to explore the possible applications of forces that have been proved theoretically but not yet measured, due to their extremely small magnitudes. Computer simulation has also been applied to the investigation of poorly-understood mechanisms underlying cell cycle progression. Currently, simulations can assist in understanding a wide range of systems, from mechanical behaviors of a single cell to entire manufacturing processes. As increasing the complexity of the system, computer simulations require consideration of phenomena across multiple scales and multiple physical fields.

However, significant discrepancies between the results of computational predictions and experimental data still frequently exist. This deviation between computational simulation and experiment may arise for a number of reasons: 1) lack of understanding of the nature of the problem; 2) errors from over-simplification of the problem; 3) accumulated computational errors during calculation; 4) measurement errors; and 5) the stochastic nature of physical phenomena. This unexpected deviation between simulation and experiment is called output uncertainty. The multiple sources of output uncertainty can be systematically categorized as either epistemic uncertainties or aleatoric uncertainties. Epistemic uncertainties arise from uncertainty that comes from lack of knowledge, and can be reduced by increased understanding of physical phenomena, improved estimation of input parameters, and the accuracy of the computational model. However, aleatoric uncertainties originate from the
inherent stochasticity of the problem: the stochastic nature of design parameters, external environmental fluctuations, measurement noise, and so forth. These errors cannot be easily eradicated in experiments, nor simulated using a traditional computational model, unless the inherent stochasticity of the problem is fully understood. If a manufacturing process consists of multiple steps with multiple physical phenomena and multiple scales, these uncertainties in inputs accumulate and propagate through the steps, resulting in significant deviations in the performance of the final products. This cannot be captured in deterministic simulations.

A systematic approach to understanding discrepancies between simulation and experimental results is called uncertainty quantification (UQ). Initially, UQ gained attention in a range of areas where higher manufacturing tolerances are required, such as micro- or nano-electromechanical systems (M/NEMS). Later, UQ became important even in traditional manufacturing process, such as die casting, because it is useful for understanding the effect of uncertainties in process parameters. UQ can be further used to create a priority list of input uncertainties to be controlled through sensitivity analysis and time-dependent reliability analysis. Recently, as additive manufacturing processes have been more widely used to make structural parts and large numbers of products, UQ has become a necessity for obtaining consistent quality control. By understanding the effect of stochastic parameters in inputs as well as manufacturing processes, computational simulations can provide more reliable design guidelines across a range of manufacturing fields.

To integrate uncertainty quantification fully into the design process, the sources of uncertainty must be identified and quantified; then, the uncertainty needs to be characterized and parameterized to create a statistical model. The parameterized statistical model is fed into a physics-based deterministic model (e.g., a finite element model) to quantify the deviations in the final products arising from the uncertainty parameters. Without UQ, device designs must be sufficiently robust to tolerate deviations in fabrication processes, and a large number of
unnecessary margins or safety factors are required to guarantee the performance of final devices within certain tolerances.

This dissertation consists of two parts. The first part describes how simulation can assist in understanding experimental results. The specific physical systems considered in this dissertation are a MEMS-based resonator (Chapter 2) and a microfluidic device (Chapter 3). The results show that simulation is a powerful tool for describing details of experimental results that cannot be explained easily due to the complexity of the systems. Although simulation can capture the physics behind the experiment, deterministic simulations with parameters derived from least-square fitting are significantly limited for understanding output distributions from experiments. Therefore, the second part of this dissertation suggests a systematic approach to understanding the effects of various stochastic uncertainties in inputs on the system output. This work mainly considers two uncertainties: spatial uncertainty in geometrical shapes (Chapter 4) and inhomogeneity in material properties from microstructures (Chapter 5).

In Chapter 2, a computational model is used to understand the mass reading from a MEM-based resonator that measures the mass of a target cell attached to the surface of the resonator. Because the resonant frequency of the resonator is inversely proportional to the square root of its total mass, the mass of the target cell can be calculated by measuring a shift in the resonant frequency of the resonator before and after the target is attached. This is valid when the stiffness of the target entity is infinite: the vibration phase of the target is exactly matched with the resonator. However, when the stiffness of the target is finite, the mass reading from the frequency shift often under-predicts the target mass. This phenomena is called the “missing mass effect”. In this chapter, we suggest a computational model that can assist in understanding the effect of the finite stiffness of the target entity. In addition, various cases that can change the mass reading, such as the position of the target and the shape of the target,
are systematically studied and the effects quantified. The results assist in understanding the mass readings of cells attached to the resonator.

In Chapter 3, a numerical model is used to understand the mixing behavior of two fluids inside a 3D helical micromixer. A traditional micromixer has a low mixing rate because the flow inside the channel is in the laminar flow regime. However, a round-channel helical mixer enhances the mixing rate by inducing a transverse secondary flow inside the channel, called the Dean effect. By using a freeform 3D printed sacrificial template and stimulated Raman scattering microscopy, 3D chemical images of the mixing of glucose and saltwater in a full 3D helical micromixer are presented. To validate and quantify the mixing phenomena measured in the experiment, the mixing behavior of two fluids inside the channel is calculated through a computational model. The result confirms that the observed experiment results are consistent with the analytical prediction. In addition to this validation, the mixing performance of the helical mixer is compared with that of a commonly-used staggered, herringbone mixer. Based on the mixing performance quantified in the numerical model, above a certain Reynolds number, the helical mixer outperforms an optimized herringbone mixer in terms of pressure drop, mixing volume, and mixing time. This work can also be used as a design guideline for optimizing the shape of a helical mixer.

Chapter 4 suggests a systematic UQ approach for development of a finite element model that can estimate the mechanical properties of 3D printed unit cells with spatial uncertainties. The spatial uncertainties in this chapter are defined as the geometrical difference between the actual printed geometry (stair-like sidewall profile) and the planned geometry (CAD geometry). The spatial uncertainties are extracted from images of the sidewall profile of 3D printed struts at different printing angles. A data-driven modeling approach with a Gaussian process (GP) is proposed to consider the probabilistic behavior of spatial uncertainties in the printing process. The realizations sampled from the GP model are incorporated into the
planned geometry, generating a more realistic simulation model. A simulation of a uniaxial compression test is performed on the unit cell geometries to understand the effect of spatial uncertainties. The results show that spatial uncertainties can significantly affect the mechanical properties of 3D printed unit cells under compressive loading conditions. In addition, these effects become more important when the relative density of the cellular structure decreases, because the length scale of spatial uncertainties becomes comparable or dominant as the size of the unit cell structure decreases.

In Chapter 5, an “input parameters-manufacturing process-product property” framework with UQ is suggested, which helps in understanding the distribution of mechanical properties of die-casting products. The “input parameters-manufacturing process-product property” framework represents a computational approach that can connect input parameters with final product quality through manufacturing process modeling. Within this framework, a novel characterization method that can extract microstructural information (e.g., grain size) from experimental micrographs is developed. This dissertation also proposes a calibration/validation framework that increases the reliability of the computational model by incorporating experimental data. The stochasticity of microstructures is modeled efficiently by including the GP model in the computational framework. Additionally, Bayesian inference is used to estimate parameters in the GP model. A highly reliable computational framework is achieved by feeding the experimental data into the calibration/validation framework. The proposed framework provides a general methodology that assists in calibrating and validating the computational model that simulates the entire manufacturing process, with uncertainties.
1.1 References


Chapter 2

Soft mass measurement using MEM resonators

2.1 Introduction

MEMS-based resonant sensors have been extensively utilized as biological, physical and chemical sensors\(^1\) for many years due to several advantages: 1) its simple geometry (e.g. cantilever beam structure), 2) possibility of using batch-fabrication, 3) proper for extreme miniaturization, even in the nanoscale, 4) high mass sensitivity. Because the resonant frequency of the sensor, \(w_0\), is inversely proportional to the square root of its total mass \((w_0 \sim (1/m)^{0.5})\), measurement of resonant frequency shift between the system with and without the target mass gives the mass of target entity. Using this unique characteristics of the MEMS-based resonator, various physical quantities, such as the mass, stiffness, viscosity, and so on, have been measured: one of the commonly measured entities is the biological cells.\(^2\)

The characterization of physical properties of cells such as their mass and stiffness has been gaining great interest and can have profound implications in cell biology, tissue engineering, cancer, and disease research.\(^3\) Measurement of physical properties of cells enables the opportunity to unravel the questions that have not been answered in the evolution of biological systems. For example, the direct dependence of cell growth rate on cell mass for individual adherent human cells can elucidate the mechanisms underlying cell cycle progression.\(^4\) There exist multiple ways to measure the mass and stiffness of the individual cell, and one of the widely-used devices to measure these quantities is MEM-based resonator.

In the previous studies, the resonant sensors that have cantilever geometry are used to measure the mass of various cells (e.g. HeLa cells).\(^5\) However, it is commonly known that the
cantilever-type resonator has the non-uniform mass sensitivity that significantly changes based on the locations where the target is attached: the mass sensitivity is at its maximum when the added mass is placed at the free end of the cantilever and the sensitivity decreases to zero as the added mass gets to the fixed end of the cantilever. In other words, the measured mass reading is a function of the location of the cell relative to the free end determines the mass that is measured.\(^5\) Figure 2.1 (a) shows the mass sensitivity of cantilever-type resonators with the color bar. It can be noticed that only the limited region near the tip of the cantilever has the mass sensitivity over 0.9.

Sometimes, the change in the cell mass is much smaller than the spatial variation of mass sensitivity in the resonator, the mass reading is not sufficient for elucidating the details of cell growth. The effect from the severe non-uniform mass sensitivity of the cantilever sensors can be reduced when a large number of the target entities are considered.\(^6\) If this is the case, one can assume a uniform mass distribution over the resonator and uses an average mass sensitivity, which can be easily obtained with an analytical solution. However, if only a few or a single target entity is to be attached to the sensor, one cannot assume the uniform distribution of the target mass. One requires to adjust the extracted mass with the mass distribution from optical images of cantilevers,\(^7\) or limit the attachment site to the end of the cantilever. These approaches reduce the actual mass sensitivity and make the mass sensor less practical to use.

In order to circumvent this limitation, a novel design of MEMS resonant mass sensor has been proposed, which has spatially uniform mass sensitivity on the pedestal (Figure 2.1 (a)).\(^8\) This can be achieved by using the carefully designed half-folded springs that converts the flexural bending on the spring into the torsional bending at the folded point of the spring. The half-folded springs minimize the variation of the vibration amplitude across the vibrating platform, so that it achieves the uniform mass sensitivity. This sensor exhibits maximum 4%
differences of mass sensitivity on any position on the pedestal. Figure 2.1 (a) shows the mass sensitivity of the proposed resonator. On top of the pedestal, the mass sensitivity is quite uniform and all points have more than 0.96 mass sensitivity. The sensor operates in a first resonance mode, where the platform vibrates vertically at ~160 kHz in air and ~60 kHz in liquid.

**Figure 2.1** (a) The first mode of resonance is shown with the mass sensitivity (color bar) normalized to its maximum value. Modal analysis of cantilevers in liquid via finite element simulations shown that they have a spatially non-uniform mass sensitivity of greater than 100% from the free end of the cantilever to the middle of cantilever, whereas resonating platform designs demonstrate spatial non-uniformity of mass sensitivity to be less than 4% from the center to the edge of the platform. (b) SEM image showing sensor array, an individual sensor is shown in the inset.9

However, recent report has been shown that quartz crystal microbalance sensors produce a reduced mass reading of visco-elastic materials and the mass reading is increased as the stiffness of attached mass increases.10 The reduced mass reading is called ‘apparent mass’, and this phenomenon is called ‘missing mass effect’. Since the stiffness of the attached mass has a considerably lower than the sensor structure, the vibration phase of both deviates
significantly, resulting the effect of the inertial loading reduced. Therefore, it is necessary to measure the amount of coupling between stiffness of attached mass with reduced mass reading. In addition to the effect from the target’s finite stiffness, there exists a chance that widely varying shape of the target entity affects the mass reading. Lastly, the device is often submerged into fluid to maintain the life of attached cells. This enhances the difficulty of estimating the true mass of the attached target as the mass reading from the device is the result of several different physical phenomena.

In this study, the finite element analysis is performed to investigate the effect of target’s finite stiffness and its geometry on the apparent mass measurement. First, the parameters of simulation are carefully chosen to have the consistent resonant frequency measured by the experiment. Then, the target mass is modeled as an attached sphere on the resonator to simulate the behavior of the target mass during the measurement. The shape and mechanical property of the target mass is acquired from the experiment. Using the resonator and the target mass set-up, the effect of target’s stiffness and its geometry on the mass reading is carefully studied.
2.2 Materials and methods

2.2.1 Finite element analysis

Finite element analysis was performed (ANSYS 12, ANSYS Inc., Canonsburg, Pennsylvania, USA), to investigate the effect of cell’s finite stiffness and cell geometry on the apparent mass measurement as well as the interaction of the elastic silicon structure with the fluid medium. For modeling the dynamics of the submerged structure, the structural dynamics equation needs to be considered along with the fluid mass and momentum conservation equation. The mass and momentum conservation equations for inviscid fluid are:

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{u}) = 0
\]

\[
\rho \left( \frac{\partial \vec{u}}{\partial t} + (\vec{u} \cdot \nabla)\vec{u} \right) = -\nabla p + \rho \vec{g}
\]  

(2.1)

where \( \rho \) is the density, \( p \) is the pressure, \( g \) is the gravity, \( \vec{u} \) is the velocity field in the fluid. The vibrating submerged structure produces fluctuations in pressure and density that propagates through the fluid. If the fluid is homogeneous, initially stationary and undergoes only small amplitude motion, those fluctuations can be expressed as:

\[
\rho = \rho_0 + \rho', p = p_0 + p', \rho' << \rho_0, p' << p_0, |\vec{u}| << \frac{p_0}{\sqrt{\rho_0}}
\]  

(2.2)

where the terms with subscript 0 stand for the initial state and the terms with primes means the fluctuation. The fluctuations are assumed to be a finite deviation from the initially uniform state \((\rho_0, p_0)\) when the fluid is at rest \((\vec{u}_0 = 0)\). In this case, the mass and momentum balance equations can be written as the following equation.
\[ \nabla^2 p' = \frac{1}{c^2} \frac{\partial^2 p'}{\partial t^2} \]  \hspace{1cm} (2.3)

where \( c \) is the speed of sound inside the fluid.

In ANSYS software, the pressure formulated fluid element is used to model transient or harmonic state of the coupled fluid-solid system. This assumption is based on the facts that the amplitude of the resonator is small (~ 1.2 nm) compared with the dimension of the device and the fluid is inviscid. The finite element model of the fluid domain in the matrix form is

\[ Q \ddot{p}' + C \dot{p}' + H p' = f_2 + \rho_0 A^T \ddot{w} \]  \hspace{1cm} (2.4)

where \( Q, C, H \) are the mass, damping, and stiffness matrices in fluid, respectively. \( f_2 \) is the external force and \( A^T \ddot{w} \) is the interaction term from the structural part. If the structure is a rigidly mounted, homogeneous, isotropic, linear elastic material, the body moving in the transverse direction can be modeled as

\[ M \ddot{w} + B \dot{w} + K w = f_i - A p' \]  \hspace{1cm} (2.5)

where \( w \) is the displacement in the structural part and \( M, B, K \) are the mass, damping, and stiffness matrices in solid, respectively. \( f_i \) is the external force and \( A p' \) is the interaction term from the fluid part. The governing equations for the fluid and solid elements take into account the coupling of the pressure and structural motion at the interface. The coupled equation for fluid structure interaction in this problem is as follows.
\[
\begin{bmatrix}
M & 0 \\
-\rho A & Q \\
\end{bmatrix}
\begin{bmatrix}
\ddot{w} \\
\ddot{p} \\
\end{bmatrix}
+ \begin{bmatrix}
B & 0 \\
0 & C \\
\end{bmatrix}
\begin{bmatrix}
\dot{w} \\
\dot{p} \\
\end{bmatrix}
+ \begin{bmatrix}
K & A \\
0 & H \\
\end{bmatrix}
\begin{bmatrix}
w \\
p' \\
\end{bmatrix}
= \begin{bmatrix}
f_1 \\
f_2 \\
\end{bmatrix}
\] (2.6)

2.2.2 Geometry of resonator and the target mass

The resonator consists of a square pedestal (60 x 60 µm) suspended by four beam springs \((l = 80 \mu m, \ w = 4 \mu m)\) as shown in Figure 2.2. The edge of pedestal are chamfered around the size ~ 2 µm and the thickness of a silicon device layer is ~ 2 µm. The pedestal oscillates in the vertical direction while vibrating, and the end of four beam spring are fixed to the substrate.

![Fixed end](image)

**Figure 2.2** Geometry of the resonator with dimensions.

2.2.3 Geometry of target mass

The shape of target mass is a simplified as a sphere which is partially attached to the device. The volume and cross sectional area are estimated by image analysis from confocal and dark field microscopy images. Figure 2.3 shows the cell volume and the cross-sectional area that are obtained from the experiments (blue and red) and fitting curve (green) that is used for the modeling the target mass.
Figure 2.3 The shape of target mass is modeled as a sphere that is partially attached to the device based on the experimental data. 6 different shapes and volumes are selected to study the effect of the geometry of the target mass.
2.3 Results and Discussions

2.3.1 Resonant frequency matching

The resonant frequencies obtained with the 3D finite element analysis are 170±48 kHz in air and 59.6±3.2 kHz in liquid. Through the sensitivity analysis of multiple parameters in the experiment, there exist three parameters that affect dominantly on the resonant frequency of the resonator: Young’s modulus and thickness of the resonator, and fluid density. Each parameter is carefully calibrated in order to match the resonant frequency of the device between the simulation and the experiment.

First, the effect of Young’s modulus on the resonant frequency of the resonator is studied. The Young’s modulus of silicon varies in different directions in the material relative to the crystal orientation. (100) wafers are the most common one, but as we do not have the prior information regarding the orientation, the uniform possibility over the certain range is assumed. The Young’s modulus is 169 GPa and 130 GPa for the direction parallel to flat and 45° diagonal to flat, respectively. This range of Young’s modulus changes the resonant frequency of the resonator 170±13 kHz.

Second, there exist a certain uncertainty in measurement of resonator’s thickness. The possible range of thickness of the resonator is 2.0±0.5 µm, considering the measurement error. The non-uniformity of the device thickness is not considered in this study. The resonant frequency of the resonator decreases as the thickness increases within this range. The deviation in the device thickness, 2.0±0.5 µm, changes the resonant frequency, 170±42 kHz.

The careful optimization procedure is employed to find the proper values for the Young’s modulus and the thickness of the resonator, resulting 150 GPa and 1.88 µm, respectively. By using these values, the resonant frequency of the device is 148.32 kHz, which has a good agreement with the resonant frequency of the device in air.
For the last step, the effect of the density of surrounding fluid is analyzed, so that we can confirm the resonant frequency of the device is well matched with the experiment and proceed to study the effect of attached mass on top of the device. The resonator is submerged in the cell growth medium (L-15 media with 30 % Fetal Bovine Serum (FBS)). According to L-15 formulation, 13.8 g of L-15 powder is added to a liter of medium. Based on the formula and the relative densities of FBS as well as the water, we can calculate the density of growth medium. The possible density deviations due to the error in the specific density of FBS takes into consideration. Therefore, the range of density of fluid is 998±50 kg/m³. By changing the fluid density within range ± 5 % and ± 10 %, the resonant frequency of the device in the growth medium is changed around 3 % and 6 %, respectively. The result after the careful optimization procedure is shown in Table 2.1.

Table 2.1 The resonant frequency of the device in the experiment and the simulation.

<table>
<thead>
<tr>
<th></th>
<th>Experiment (kHz)</th>
<th>Simulation (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>In air</td>
<td>170±48</td>
<td>148.32</td>
</tr>
<tr>
<td>In fluid</td>
<td>59.6±3.2</td>
<td>57.62</td>
</tr>
</tbody>
</table>

2.3.2 Effect from the position of target mass on mass measurement

To explain the effect of the target position on the mass measurement, 3D finite element analysis was performed with ANSYS software. The position of target mass is located from the center of the pedestal and changed to other locations. The exact locations as well as the given mass, the measured mass from the frequency shift is given in Figure 2.4 and Table 2.2. The results show that the position of the target mass on the mass reading affects less than 4% of its actual mass when it’s almost at the edge of the pedestal. This is consistent with the mass sensitivity that we have previously.
Figure 2.4 The position effect on the apparent mass is studied by changing the location of target mass on the pedestal. The target mass is modeled as a point and the stiffness is infinite to remove the effect from the finite stiffness of the target. The specific locations of the target mass is given in Table 2.2.

Table 2.2 The position effect on the apparent mass.

<table>
<thead>
<tr>
<th>Target mass location (x µm, y µm)</th>
<th>Apparent mass for 1.0 ng target mass</th>
<th>Apparent mass for 2.0 ng target mass</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,0)</td>
<td>1.012</td>
<td>2.012</td>
</tr>
<tr>
<td>(5,5)</td>
<td>1.016</td>
<td>2.015</td>
</tr>
<tr>
<td>(10,10)</td>
<td>1.016</td>
<td>2.027</td>
</tr>
<tr>
<td>(15,15)</td>
<td>1.024</td>
<td>2.027</td>
</tr>
<tr>
<td>(20,20)</td>
<td>1.031</td>
<td>2.035</td>
</tr>
<tr>
<td>(25,25)</td>
<td>1.039</td>
<td>2.039</td>
</tr>
</tbody>
</table>

2.3.3. Effect of Young’s modulus on mass measurement

The effect of Young’s modulus of the target mass on the mass reading is studied. The 6 different shapes that are extracted from the experiment are used to check the obtained trend is consistent even if the shape of the target mass is changed. Figure 2.5 shows the effect of target’s Young’s modulus on the mass reading. X-axis is the Young’s modulus of the target changing from 5 kPa to 500 kPa. These values are chosen from the reference, considering the
stiffness of the cell. Y-axis is the apparent mass that is calculated from the frequency shift in the simulation. As the Young’s modulus increase the apparent mass converges to its true mass within ± 2 % deviation. The simulation results confirm that above the certain Young’s modulus of the target, the mass reading of the resonant sensor is within the error bound. Additionally, this is true even if the geometry of the target is changed.

2.3.4. Effect from the geometry of target on mass measurement

To explain the effect of the cell geometry on the mass measurement, 3D finite element analysis was performed with ANSYS software. The cell on sensor was modeled as a sphere made with the elastic material that was attached to the platform. The structural damping coefficient was chosen as ~0.45. The system including the device and the cell was submerged in the fluid. We assume that the cell is attached tightly in the vertical direction and the Coulomb friction model is used in the tangential direction. Harmonic analysis is performed to determine

**Figure 2.5** The target’s Young’s modulus effect on the apparent mass is studied. The Young’s modulus is changed from 5 kPa to 500 kPa based on the experimental data. Above the certain Young’s modulus value (100 kPa), the apparent mass is within ± 2 % deviation bound from the true target mass.
the steady-state response of the system to cyclic loads over a frequency range. Due to the characteristics of harmonic analysis in ANSYS, all the nonlinearities are linearized, based on its initial state. The four legs of the device are fixed and a harmonic force was given on the platform to generate the same vibration amplitude on the platform. Based on the harmonic response of the system with a step size ~10Hz, the resonant frequency is determined. The apparent mass was calculated from the spring constant, the resonant frequency of the sensor with and without the cell.

In order to model different geometries of the cell on the platform (Figure 2.6 (a)), we change the cell height and the contact area between the cell and the platform, while the volume and the density of the cell are conserved. The cell volume and the cross sectional area are measured in the experiment. The Young’s modulus of the cell was chosen as 5 kPa for a live cell and as 50 kPa for a fixed cell, based on the experimental data and model extraction. To clarify the relationship between the contact area and the apparent mass of the cell, the apparent mass was normalized with respect to the actual cell mass. Figure 2.6 (b) shows that the apparent mass sharply decreases as the cell contact area is smaller than 200 µm².
The variation of the mass reading ratio with Young’s modulus of the cell is plotted in Figure 2.7. To compute the effect of Young’s modulus on the mass reading ratio, the Young’s modulus of the cell is changed while the geometry including its volume is kept the same. Due to the inherent characteristics of the cell, the mass reading from the platform is lower than the actual mass in the case of small Young’s modulus. As the Young’s modulus increases, the mass reading ratio converges to 1, which means that the apparent mass converges to the actual
mass. The error bars are due to the results from the six different cell geometries. All the cell geometries are based on the experiments.

**Figure 2.7** Calculated dependence of the reading ratio on the stiffness of the cell is shown in orange curve and the normalized histogram of the Young’s modulus is shown in blue curve.⁹
2.4 Conclusion

In this work, we were able to account for the effects of shape and stiffness of the cell on the measurement of cell mass using the finite element model. Our results indicate that the apparent cell mass measured by the proposed resonator could depend on the stiffness of the cell. Such a model can also be used to explain the previously observed “missing mass effect.” It should be noted that the finite element model in the analysis is a simplified one, and while it can elegantly capture the essential mechanisms, it should only be expected to yield a trend rather than accurate quantitative results. Considering the elasticity and viscosity of the cell improves the understanding of the cell mass measurement in the experiment, which is limited in the existing simulation methods that treat the cell as a point mass perfectly attached to the sensor.

In conclusion, the simulation expands our understanding about the effect of shape and stiffness on the mass measurement using the resonator. Moreover, it can explain the reduction of mass reading of resonator, called “missing mass effect.” We believe that our system can make a significant contribution to understanding the behavior of soft mass on top of resonator.
2.5 References


Chapter 3

Helical micromixer from sacrificial 3D printing

3.1 Introduction

Precise control of small quantities of fluids in microfluidic devices makes it widely used to observation of various systems, including chemical, biological and physical systems.\textsuperscript{1} The shape of most microfluidic devices are limited to have rectangular cross-sections since the current state of fabrication method involves lamination of planar structure. Although the majority of the current microfluidic channels have the rectangular shape, most of biological flow channels have circular cross-sections. This changes the characteristics of fluid flow inside the channel, which cannot be captured in devices with rectangular cross-sections.\textsuperscript{2}

There exists several techniques to fabricate round microchannels, including bonding of open semicircular channels, viscous finger patterning in rectangular channels, and monolithic sacrificial molding. The bonding approach uses milling and molding processes to create two semicircular open channels.\textsuperscript{3} By aligning and bonding, the two halves of the chip yield a planar network of channels. In the viscous fingering approach, the rounded cross-sections are generated by the surface tension modulation of the multiphase flow in rectangular cross-section channel. Even though these approaches are useful in various areas,\textsuperscript{2b, 4} it cannot be used to make a channels in general shapes, such as split and recombined shapes. In the monolithic casting approach, the polymer before the curing process is casted around the template shape in the desired channel, and the template is remove in order to have a channel with desired shape. The wide options for the material for the template are available, such as a polymer thread,\textsuperscript{5} a glass fiber,\textsuperscript{6} or a wire.\textsuperscript{7} This method produces a monolithic chips with
circular cross-sectional channel, but assembling a sacrificial model from pre-formed filament into the desired channel geometry is challenging.

Direct-writing technique solves this problem by generating the sacrificial material through a cylindrical nozzle into a supporting liquid or colloidal reservoir or, in free space if the material can be stiffened rapidly. This method is called “freeform” 3D printing. The materials that is rapidly stiffened can be used: UV curing, solvent evaporation, or natural cooling. Sugars and sugar alcohols are also widely used in the freeform printing for the complex geometries due to its advantages: biocompatible, solubility in water, etc. However, it has not been shown that channel networks fabricated in the freeform way can be applied to the classical mixing problem. In addition, the mixing behavior inside the channels has not been validated or discussed due to the limitation of imaging flow inside the channels.

In the microfluidic devices, one of the major necessities in the device is mixing multiple fluids. There exists two ways to mix fluids: active and passive mixers. The active mixers utilize the energies in various sources, such as electrical, acoustic, or thermal, to enhance the mixing rate. On the other hand, the passive mixers use the geometrical features in the channel. Due to its simplicity of device set-up and low energy consumption, the passive mixers have been drawn much attention, and numerous designs for the effective passive mixer have been proposed for many years. One of the widely used design is the staggered herringbone mixer. This device uses its unique herringbone pattern to induce the local chaotic motion, which significantly increases the mixing rate. However, a large number of design parameters as well as complex manufacturing processes make the herringbone mixer less practical.

Therefore, we focus on the mixing mechanism that uses the Dean effect. The formation of symmetric vortices and the role of centrifugal forces was first presented by Dean in 1927 and 1928. A fluid flow around a curved path generates the centrifugal acceleration of fluid,
resulting a secondary transverse flow. This transverse flow causes the interface between two fluids to fold, which enhances the interfacial area and diffusive transport. The major challenge is maintaining the folded interface over a sufficient distance, so that the diffusive transport occur. The comparative effects of centrifugal force to viscous force are characterized and explained by the Dean number as follows:

\[
De = \frac{Re}{R} \frac{r}{Q} = \frac{1}{\nu \pi} \frac{1}{rR}
\]  

(3.1)

where Re is the Reynolds number, Q is the mass flow rate, \( \nu \) is the kinematic viscosity, \( r \) is the radius of the channel cross-section, and \( R \) is the radius of curvature. As \( De \) increases, the effect from the transverse flow grows. In a planar device, a spiral shape of mixer are widely used to maximize \( De \). In a 3D device, the helical shape are preferred because it maintains high \( De \) for an arbitrary number of turns without changing \( R \) and \( r \).

Considerable investigations have been performed to understand the effect of secondary flows in curved channels, enhanced shear stresses, and heat transfer. Though the flow of a homogeneous fluid in a helical channel has been described analytically, mixing of two different fluids in a helical channel has not been explained fully because it requires to understand the spatial variation in fluid density and viscosity and the diffusion of dissolved species. Recent advancement in computing power as well as numerical modeling techniques enable the accurate numerical simulation of this mixing behavior, and others have investigated the mixing efficiency in spirals and helices. However, none of the previous studies has been shown the complete comparison of the mixing behavior of two distinctive fluids inside the helical mixer between the experiment and the numerical prediction.
Here we simulate the complete mixing behavior of two fluids inside the 3D helical mixer with a round-channel. In order to compare this computational result with the experiment, we use a freeform 3D printed sacrificial template to fabricate a round-channel helical mixer. The refractive index of a polymer that is used in making channels are carefully chosen to visualize the mixing behavior inside the 3D helical mixer. The stimulated Raman scattering (SRS) microscopy is used to measure the concentration of any Raman-active molecule at all points inside the channel. 3D chemical images of the mixing of glucose and saltwater are acquired through SRS microscopy. The measured concentration in the simulation and mixing performance in the experiment closely agree with each other. The mixing performance of the helical mixer is compared with the staggered herringbone mixer. Based on the results we calculate, the helical mixer outperforms over the optimized herringbone mixer in terms of pressure drop, mixing volume, and mixing time above a critical Reynolds number. This results show the possibility of using the helical mixer as a novel mixing device in various applications. In addition, it demonstrate the possibility of optical imaging as well as the broad utility of SRS imaging for directly quantifying chemical concentration fields in 3D microfluidic devices.
3.2 Materials and methods

3.2.1 Modeling

The mixing behavior of the glucose and saltwater was modeled using the COMSOL Multiphysics Package (COMSOL Group, Stockholm, Sweden). The geometry of the model, including major and minor diameters, pitch distance, and the number of turns, were matched to the experimental set-up. The simulation solved the steady state, incompressible Navier-Stokes (NS) equation for conservation of mass and momentum without the external force field:

$$\nabla \cdot \mathbf{u} = 0$$

$$\rho (\mathbf{u} \cdot \nabla) \mathbf{u} = \nabla \cdot \left[ -p I + \mu (\nabla \mathbf{u} + (\nabla \mathbf{u})^T) \right]$$

(3.2)

where $\mathbf{u}$ is the velocity, $p$ is the pressure, $\rho$ is the density, and $\mu$ is the viscosity of the fluid. The use of continuum mechanics is justified by calculation of the Knudsen number as less than 0.01.\textsuperscript{21} In addition, the coupled convection-diffusion (CD) equation of a diluted species was used to model the transport of glucose and saltwater, tracking the location of the interface between two solutions:

$$\nabla \cdot (D \nabla c) + \mathbf{u} \cdot \nabla c = 0$$

(3.3)

where $c$ represents the relative concentration of the sodium and glucose solutions. The converged solution of NS was fed into CD with the velocity field, and the CD equation coupled back with the NS equation through the dependence of the density and viscosity on the relative concentration. We approximated the mixed fluid viscosity and density as a linear interpolation function between two solutions:
\[ \mu = c \mu_1 + (1-c) \mu_2 \]
\[ \rho = c \rho_1 + (1-c) \rho_2 \]  
(3.4)

where the indices 1 and 2 stand for the sodium and glucose solutions, respectively. Values for viscosity, density, and the diffusion coefficient of 8 wt % glucose and 5.7% wt saltwater were taken from the literature. We assumed that the mutual interaction between two solutions on diffusion coefficient is small enough not to affect the whole mixing behavior. The no-slip boundary condition on the walls was applied, as is appropriate for microchannels of hydraulic diameter greater than 30 μm.

We used several techniques to reduce the complexity of computational fluid modelling with μ-level resolution accuracy: 1) The NS and the CD equations were calculated separately to reduce the computational cost. 2) The computational domain in NS and CD equations was divided into two parts. For the first part of the domain, the inlet velocity and concentration profiles were specified, matching the experimental set-up, and the passive outlet boundary condition (\(p=0\) for NS, or convective flux condition for CD) was applied. The velocity and concentration profiles at the outlet were exported, and imported as an inlet conditions for the second part of the domain to complete the results. 3) To improve the convergence of the simulation, the initial conditions of the high inlet volume flow rate cases were set through viscosity ramping, starting from higher viscosities (weakly nonlinear problem), and progressively increasing the nonlinearity until the original problem (highly nonlinear problem) is solved.

Modeling of the herringbone mixer was performed using the optimized design given in the reference with \(W = 380 \text{ μm}, \frac{d}{h} = 0.48\), and \(\theta = 53.2\). The mixing time \(T\), pressure drop \(P\), and mixing volume \(V\), were then determined for a mixer in which \(W = 480 \text{ μm}\) using the following relations:
These scaling relations are derived from the assumption that the mixing profile is purely a function of the Péclet number. $W_2/W_1 = 1.26$ was chosen so that the $P$ and $V$ curves for the helical mixer crossed the corresponding curves for the herringbone mixer at the same value of $Re$.

### 3.2.2 Image processing

All spectroscopic images taken by SRS imaging microscope are processed in Matlab (The Mathworks, Nantucket, MA) in order to compare the experimental results with the simulation results. The simulation meshes were mapped onto a square grid of effective pixel size 2 µm. Additionally, the noise component that exists in the SRS images are taken into consideration when extracting performance metrics from the experimental data. The relative unmixing index $I$ is given by the following expression:

$$I = \frac{1}{N} \sum_{j=1}^{N} (x_j - \bar{x}_j)^2 \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x}_i)^2}$$  \hspace{1cm} (3.6)$$

where $x_i$ are the pixel intensities at the inlet and $x_j$ the pixel intensities at the cross section of interest. $N$ is the total number of pixels. The correction term for the noise in the experimental
images are taken into consideration. The variance noise intensities, $\sigma_n^2$, is subtracted from the total variance at each cross section:

$$I = \sqrt{\frac{1}{N} \sum_{j=1}^{N} (x_j - \bar{x}_j)^2 - \sigma_n^2}$$

(3.7)
3.3 Results and discussions

3.3.1 Mixer geometry

The helical mixer with circular cross-section is made by using the sacrificial template process. The outer diameter of the helix is 780 µm and the diameter of the circular channel is 155 +/-3.5 µm. Based on these values, the calculated major diameter of the helix is 625 µm, which is 7.4% smaller than the programmed diameter. The reduction of diameter is due to the constant radial acceleration of the nozzle, which pulls the filament that is still molten. The same phenomenon is observed in other approaches to freeform printed helices. The total number of turns is 8.5 and the pitch of the helix is 500 µm.

3.3.2 Mixing performance

The mixing performance of the helical mixer is evaluated in every ½ helix turn inside the channel. Visualizing cross-sections every ½ helix turn is readily accomplished by focusing the microscope objective to the center of the mixer and acquiring a single image along the entire length of the device. By adjusting the scale of the image such that ‘pure’ saltwater (5.7% by weight) at the mixer inlet has a value of 0 and ‘pure’ glucose solution (8% by weight) at the mixer inlet has a value of 1, the images are scaled to match glucose concentration. In the simulation, the concentration map of two fluids at the corresponding cross sections are extracted from the entire data set. Similarly, the relative concentration values at each mesh show the concentration of glucose and saltwater. This value changes from 0, meaning pure glucose solution, to 1, meaning the pure saltwater.
Figure 3.1 (a) Experimental and simulation (COMSOL) visualization of glucose concentration at several cross sections in the helical mixer for four different flow rates from 1 ml/hr to 10 ml/hr (Raynold’s and Dean’s numbers also shown). The SRS images have been scaled to show absolute glucose concentration from 0-1, although pixels outside of this range appear due to noise. (b) Relative unmixing index as calculated from these cross section images for experiment and simulation by comparing the standard deviation of the ‘inlet’ condition to each other cross section. The noise in the SRS images (RMS power 0.125 on a scale of 1) was taken into account for these calculations. A second-order polynomial fit is provided to guide the trend for the experimental data points, but is not meant to imply the underlying behavior of the system.26
Figure 3.1 shows the glucose concentration at several channel cross-sections as measured by SRS imaging and as predicted by numerical modeling. As expected for a laminar regime with a very controlled geometry, the agreement is excellent. Furthermore, the only experimental parameters used to generate the model were the optically measured major and minor radii, R and r, and the density and viscosity properties of saltwater and glucose solutions as obtained from the literature. The simulated geometry was thus a perfectly helical pipe, and the inlet boundary condition was a symmetric distribution of the two input fluids such that their interface was parallel to the helical axis. With the relatively small number of parameters with the well-controlled geometry of the device, the fidelity of the numerical simulation is confirmed, so that it can be used to modeling and optimization process prior to actual fabrication.
Figure 3.2 (a) Experimental and simulation (COMSOL) visualization of glucose concentration at several cross sections in the helical mixer for four different flow rates from 20 ml/hr to 70 ml/hr (Raynold’s and Dean’s numbers also shown). (b) Relative unmixing index as calculated from these cross-section images for experiment and simulation. Trendlines to the experiment are derived using the best fit for second order polynomials.

For the experiments at higher $De$ (Figure 3.2), there is deviation between the model and experiment due to an entrance effect that is not captured in the model’s inlet boundary condition. Slight asymmetry in the T-junction where the inlet channels meet causes the interface of the 2 fluids to rotate slightly before it enters the helix. This slight asymmetry in
the junction accumulates as the fluid proceeds, so that the difference between the model and experiment becomes significant. At these higher values of $De$, the mixing performance becomes strongly dependent on the orientation of the fluid interface at the device inlet. Figure 3.3 demonstrates the effect of the inlet interface orientation on mixing. The inlet interface orientation changes from $0^\circ$ to $90^\circ$, and the corresponding mixing performance are compared to each other. When the interface orientation is $0^\circ$, the mixing performance is maximized because the induced secondary transverse flow from Dean’s effect is vertical to the interface orientation. However, when the secondary transverse flow is parallel to the interface orientation ($90^\circ$), there is no significant advantage in mixing performance from the Dean’s effect. This is clearly explained by the relative unmixing index for each inlet condition along the length of the helix in Figure 3.3 (b).

![Figure 3.3](image)

**Figure 3.3** Effect of inlet rotation on mixing length. (a) COMSOL simulations of glucose concentration at cross sections in the helical mixer for three different inlet conditions at $De = 34.1$. (b) Relative unmixing index for each inlet condition along the length of the helix.\textsuperscript{26}
3.3.3 Performance analysis

To compare the mixing performance of the helical mixer to an existing standard, we use the staggered herringbone mixer with optimized design parameters.\textsuperscript{24} The geometry of the staggered herringbone structure is scaled to match the mixer volume and pressure drop at the same value of Re, so that the performance of both devices are compared in the same condition. The measure of performance is determined by the relative unmixing index, which uses the ratio of the standard deviation of the pixel intensities at a given cross section to the standard deviation at the inlet. The expression for the relative unmixing index is given in Equation (3.7). This value changes between 0 and 1, where 0 represents perfect mixing and 1 no mixing. The evolution of the unmixing index of the helical mixer at consecutive cross-sections is shown in Figure 3.1 and Figure 3.2. The unmixing index of the staggered herringbone mixer at corresponding cross-sections is obtained from the numerical model. The locations of corresponding cross-sections in the herringbone mixer means the locations which have the same fluid traveling distance with the helical mixer. Then, the mixer performance at each chosen cross-sections is quantified in terms of the amount of volume, time, and pressure head required to achieve a relative unmixing index of 0.15 (Figure 3.4).

The concentration profile in the mixing is a function of the Péclet number (Pe=Q/LD), which is the dimensionless number relevant to the relative importance between convective motion and diffusive motion. L is the characteristic length, and D is the diffusion coefficient. Thus, when the D is fixed, the same mixing profile will occur for constant values of Q/L. However, the mixing time, mixer volume and pressure drop scale as follows: $T \propto L^2$, $P \propto L^{-2}$, $V \propto L^3$. Since the dimensions of the herringbone mixer is scaled to match the mixer volume and pressure drop in both mixers at the same value of Re, this occurred at Re $= 10$. For the flow that has Re < 10, the volume and pressure drop were lower for the herringbone mixer. This means the energy consumption in the herringbone mixer is lower than the helical mixer. On
the other hand, for Re<10, the volume and pressure drop is lower for the helical mixer, meaning the energy consumption is lower in the helical mixer. At all values of Re, the mixing time was lower for the helical mixer.
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**Figure 3.4** Comparison of helical and herringbone mixers. Data points for mixing length, time, volume, and pressure drop are each the minimum value required to obtain 85% mixing.
In this study, the systematic optimization process has not been performed, but there exists a rough guideline to qualitatively understand the optimized geometry of helical mixer. The performance of a mixer can be quantified in terms of the mixing time, the mixer volume, and the pressure drop across the mixer. The helical mixer performance is maximized when the curvature is maximized and torsion is minimized. This can be easily expected by checking the Dean’s number. Therefore, optimizing the geometry of the helical mixer requires varying one geometric parameter, which is the channel radius. We expect the fact that the optimized geometry of helical mixer will show the better performance than the one presented in this report. In contrast, the geometry of the staggered herringbone mixer is defined by 6 parameters, and optimization requires to explore a large parameter space.

The result shows, for Re>10, the helical mixer outperformed the herringbone mixer by all three metrics. The main reason for better performance is due to the circular cross-section in the helical mixer. Since the circular section minimizes the contact length between the fluid and the channel, it also minimizes the energy loss due to viscosity for a given volume. This also reduces the hydraulic pressure drop and increases the convective mass transport. This difference is significantly enhanced when there exist multiple hydraulic components are connected in series in the system. The sum of pressure drops may cause bonded chips to delaminate and soft PDMS chips to deform. Even if monolithic devices are immune to be failed by delamination, the lower pressure drop of the system is always preferable because the lower pressure drop of a helical mixer at higher Re allows for high flow rates and placement of multiple components in series without risking deformation.
3.4 Conclusion

In this work, the mixing behavior of two fluids inside the helical mixer is analyzed. The computational model that can capture the details of mixing performance is developed and carefully selected parameters are used for the simulation. The simulation results are compared with the experimental results with the same geometry. The full 3D helical mixer is generated by using a novel fabrication procedure via sacrificial molding of freeform 3D printed isomalt. The measured mixing behavior of two fluids inside the helical mixer is compared with the numerical model to ensure the validity of the computational model. We investigate the effect of experimental parameters on mixing performance and demonstrate the effectiveness of the helical mixer by comparing the performance of the mixer with the herringbone mixer. The numerical model that is used in this study can be extended for analysis of the various mixers that have complex geometry.
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4.1 Introduction

Additive manufacturing (AM) or 3D printing refers to processes that can fabricate a three-dimensional (3D) physical object from a digital computer-aided design (CAD) model by directly joining materials in a layer-by-layer fashion. The traditional manufacturing processes, in contrast, are subtractive in that a part is produced mainly by removing materials, often increasing material waste, and therefore production cost. Also, the manufacturing time of a subtractive process depends highly on the geometrical complexity of products. However, since additive manufacturing renders the product in a layer by layer fashion, complex geometrical products can be built without increasing the manufacturing time and/or costs. Due to these advantages, AM has been increasingly used to produce a wide range of parts and products, replacing traditional manufacturing processes.\(^1\) Furthermore, AM even allows for creation of sophisticated geometries which would not be possible otherwise. For example, AM can be used to fabricate lightweight cellular structures to sustain large external loads. Highly ordered cellular structures result in high stiffness and toughness per unit weight and large surface to volume ratio. Many applications of cellular structures have been suggested including energy absorbing systems,\(^2\) thermal applications,\(^3\) and biomimetic materials.\(^4\)

Despite significant advances in AM techniques, distinctive deviations still exist between the CAD model and the final printed product, resulting from various sources, such as digitization of 3D models, non-uniform material forming, and defects from the printing processes.\(^5\) The staircase sidewall profile is one of the most prominent problems found in most
3D printed parts. As the use of AM gradually changes from prototyping to functional part production, accurate prediction of mechanical properties of 3D printed parts has become increasingly important. Recent research shows that dimensional accuracy, geometrical alignment, and surface roughness of micro- and nano-structures fabricated by AM techniques can result in large deviations of mechanical properties. The impact of geometrical uncertainties on mechanical performance becomes more pronounced for micro-structures as the length scale of the 3D printed parts approaches the spatial deviations from manufacturing process. Previous research quantified the stiffness variations of 3D printed micro-lattice structures resulting from geometrical uncertainties. However, the geometrical differences are limited to the radial deviations, so the effects from the staircase sidewall profile and roughness have not been considered. To our knowledge, there is no previously reported work that took into account the actual deviation between planned and printed geometries to investigate the effect of topological uncertainties on the mechanical performance of 3D printed parts.

Figure 4.1 A probabilistic modeling framework for surface roughness estimation and mechanical behavior of a 3D printed geometry.
In this chapter, we present a probabilistic modeling framework that can predict the spatial variations of printed geometry using images of 3D-printed structures. The details of this framework are shown in Figure 4.1. We limit our interest to the spatial variations of a single strut as it is a building block of various types of 3D micro-lattices and the load bearing characteristics of a single strut can determine the mechanical behavior of the overall lattice structure. From the CAD model, the 3D printed part is manufactured through the additive manufacturing process. We extract the surface roughness information in the sidewall profile of the 3D printed part resulting from the layer-by-layer manufacturing process, and generate a probabilistic surface roughness model. To generate the probabilistic model, we perform three steps: 1) image segmentation using the level set method to extract the sidewall profiles of the printed geometry, 2) variability-based sampling to reduce the size of the data set from 1), and 3) Gaussian process model for spatial uncertainty. The surface roughness model is incorporated with the CAD geometry, so that we can simulate the compression testing with/without surface roughness of the struts. The red arrows in Figure 4.1 indicate the information flow to calculate the mechanical performance of a single strut with surface roughness, and the blue arrows display the information flow without accounting for the roughness of the strut.

We demonstrate our methodology for variability-based sampling and Gaussian process modeling with a controlled test problem. The test problem is carefully selected to represent the spatially varying profiles. After the verification process, we apply it to 3D printed struts to generate a spatial variation model of an actual 3D printed geometry. In order to visualize the effect of spatial deviations on the mechanical behavior of 3D printed products, the struts’ stiffness and maximum von Mises stress under compression are compared with those of the struts without spatial deviations. In addition, the effective elastic modulus of the unit cell structure with and without spatial deviations is also studied.
4.2 Materials and methods

4.2.1 Image segmentation with level sets

The accuracy of data-driven stochastic model for spatial uncertainties depends on the experimental characterization data. Although, profilometry is a fast and simple method to measure the spatial profiles, the usage of profilometry is limited by its dimensional accessibility. Therefore, we employ an image-based technique to extract the spatial variation of 3D printed products. The basic idea is collecting sidewall profile data of 3D printed struts from multiple sample images, and extracting the data set that can be used to quantify the spatial variations using image segmentation. This image-based technique can be applied to any spatially varying field obtained from any imaging technique.

Image segmentation is a partitioning process that groups clusters of pixels of a digital image based on their colors, intensities, textures, etc. in order to extract useful information from the image. Various techniques have been proposed for segmenting given images. Among these, one of the simplest and mostly widely used technique for image segmentation is thresholding. Thresholding separates pixels whose gray scale level is higher than a critical value from the background: the critical value for the thresholding is defined by the image’s gray-level histogram. However, some disadvantages of thresholding have been also reported such as susceptibility to pixel noise and the extract profile possibly not being a closed contour due to lack of consideration of spatial characteristics. To mitigate this, we use the level set method in order to extract the profiles of objects in the image. In the level set method, a higher dimensional function called the level set function \( \phi \) is defined to describe the contour. This contour evolves towards the objects’ boundaries in the image based on the predefined constraints, such as differences or gradients of pixel intensities. From the evolving level set function, the contours are given by the zero level set, \( C = \{(x,y) \mid \phi(x,y) = 0\} \), which evolves towards the objects’ boundaries.
Let $\Omega \subset R^2$ be the domain inside an image, and $I(x,y)$ represent the intensity of pixel at the pixel location $(x,y)$. The general form of the energy function $E$ in the level set method is shown below:\(^{12}\)

\[
E = \lambda_o \int_{\Omega} | I(x,y) - u_o |^2 \, H(\phi(x,y)) \, dxdy + \lambda_b \int_{\Omega} | I(x,y) - u_b |^2 (1 - H(\phi(x,y))) \, dxdy \\
+ \gamma \int_{\Omega} g(\phi(x,y)) | \nabla \phi(x,y) | \, dxdy
\]  

(4.1)

where $u_o$ and $u_b$ are the pixel intensity averages inside the contour and in the background region, respectively. $\lambda_o$, $\lambda_b$, and $\gamma$ are non-negative weighting factors. A smoothing function $g(x) = (1 + \exp((x - \xi)/L))^{-1}$ is chosen for robustness of the algorithm. $L$ defines the smoothing length and $\xi$ locates the center of the smoothing function. The Heaviside function $(H)$ is used to differentiate the object $\Omega_o$ and the background $\Omega_b$. With the fixed level set function, $u_o$ and $u_b$ can be obtained by:

\[
u_o = \frac{\int_{\Omega} I(x,y)H(\phi(x,y)) \, dxdy}{\int_{\Omega} H(\phi(x,y)) \, dxdy} \\
u_b = \frac{\int_{\Omega} I(x,y)(1 - H(\phi(x,y))) \, dxdy}{\int_{\Omega} (1 - H(\phi(x,y))) \, dxdy}
\]  

(4.2)

Given $u_o$ and $u_b$, the energy function $E$ can be minimized by a standard gradient descent algorithm.\(^{12}\) The physical meaning of each term in Equation (4.1) is as follows: The first term matches the average pixel intensity inside of the contour with the pixel intensity of
objects by minimizing its mean-squared error. Similarly, the second term matches the pixel intensity of background in the image. The third term regulates the smoothness of the contour, so a higher weight of this term would mean smoothing the contour. The initial condition of the level set function is given by the threshold pixel intensities.

4.2.2 Variability-based sampling and bisection method

The extracted boundaries from image segmentation are a uniformly distributed data set, showing the edge profile. This data can be used for the Gaussian process model, but since the number of data points in the set is proportional to the number of hyperparameters to be fitted, an efficient sampling of the data set is required to reduce the computational cost and improve the convergence rate. To determine the sampling locations along the profile $y(x)$, the local variability, $\sigma^2$, is defined to calculate the probability of sampling at each location, $\Pr(x)$.

$$\Pr(x) \propto \sigma^2_x(x) = \frac{1}{n_x-1} \sum_{x \in R(x)} \left( \frac{y(x') - \bar{y}(x)}{x' - x} \right)^2$$

where $x'$ is a location within the region around $x$, $\bar{y}$ is the local mean of the profile values in the region $R(x)$, and $n_x$ is the number of measurement locations in the region. The intent behind the variability-based sampling is that the regions where the profile varies more frequently need to have more sampling locations, so that the details within this region can be captured properly. Using the probability distribution for sampling defined in Equation (4.3), the sampling locations with higher local variability will have a higher possibility to be selected as the initial measurements.
In addition to the variability-based sampling, we also employ an iterative bisection algorithm: if a certain region between two selected measurement locations has a large deviation between the estimated mean and the mean from realizations, we add an additional measurement point in the middle of the region to improve the match. This process is repeated until the deviations in the entire region are lower than the threshold value.

4.2.3 Gaussian process modeling

In this study, we employ projection micro-stereolithography (P\(\mu\)SL) as a model AM process. The layer-by-layer nature of the process inevitably gives rise to a staircase-like sidewall profile of the part, which results in a geometric difference between the 3D printed part and the planned geometry (or the 3D computer model). Furthermore, the angle between the substrate and the printed strut can affect this geometric difference. This problem is universal and found in most AM processes. In order to quantify the deviation, we take the sidewall profiles of the 3D printed object using a digital camera attached to a microscope. We assume that the extracted edge profiles of 3-D printed objects result from two parts: 1) consistent curing behavior from the printing apparatus (consistent deviation between the planned geometry and the actual printed geometry), 2) stochastic roughness from 3D printing process caused by inherent uncertainties, such as light scattering, projection not perfectly focused on the curing plane, uncontrolled external environmental factors, etc. After separating the effects from the two factors mentioned above, we focus on the second part, the spatially-varying stochastic roughness, which is not a function of the printed angle.

Stochastic roughness is often represented by a random process, defined as a collection of random variables in space or time. In this work, we assume that the random process behind spatial roughness is represented by a Gaussian process. The advantage of using a Gaussian process is that the random process is fully described by the mean and covariance functions so
that the full probabilistic prediction as well as the estimation of uncertainty in the prediction can be obtained.

Thus, we define the uncertainty in the sidewall profile as the roughness \(d\) and assume that this roughness is the realization of a Gaussian process \(f\). Gaussian process is a statistical model that produces a set of random variables; the finite selection of the random values within the set follows a multivariate Gaussian distribution. The Gaussian process is fully described in terms of its mean \(M\) and covariance \(C\) and its realization is also fully specified by \(M(X)\) and \(C(x,X)\), where \(X\) is the domain of the realization. The stationary Gaussian process model for roughness is defined as:

\[
\begin{align*}
  f & \mid M, C \sim GP(M, C) \\
  d & \mid M, C \sim N(M(X), C(X, X)) \\
  M : X, \alpha, t_M \rightarrow \sum_i \alpha_i B_{i,k}(X; t_M) \\
  C : x, x', \nu, \phi, \theta \rightarrow \text{Matern}(x, x', \nu, \phi, \theta)
\end{align*}
\]

(4.4)

where \(B_{i,k}\) is the B-spline basis function of order \(k\) and \(\alpha_i\) is the corresponding weight factor. \(t_M\) is the knot vector for the mean function. The B-spline representation is used as the mean function to model the local variability of roughness. This is particularly useful when the shape of mean function is not known \textit{a priori}. The Matérn covariance is used because it represents a diverse class of covariance functions that belong to the exponential family, which is commonly used to model physical stochastic process. The Matérn covariance has three hyperparameters, \(\nu, \phi, \theta\), that control its differentiability, correlation length, and amplitude, respectively.

Using the sampled data from the variability-based sampling and bisection algorithm, we perform Bayesian estimation to obtain the estimates for the unknown parameters in Equation (4.4). If prior information about the distribution of the unknown parameters exists,
it can be incorporated into the prior probability density functions (PDFs) of the corresponding unknown parameters. On the other hand, the non-zero values for parameters in the Matérn covariance function can be included if there is no prior information about the parameters in the mean and covariance functions.18
4.3 Results and discussions

4.3.1 Verification for GP modeling and sampling algorithm

We present a test problem to illustrate and verify our Gaussian process modeling with the variability-based sampling and bisection algorithm. Equation (4.5) is the mathematical form of the given mean function $q$:

$$
q(x) = \sin(2(x - 0.9)^4) \cos(x - 0.2) + \frac{1}{2}(x - 0.5)^3
$$

(4.5)

The linear slope between the starting and ending points of the function is removed since roughness is the main focus. We use the function in Equation (4.5) with a larger roughness frequency in the region $x \in [-1,0]$ than in the region $[0,1]$ to test whether our algorithm can capture the correct behavior of spatial roughness when its characteristics are not uniform over the entire domain. A Matérn covariance function with the parameters: $\nu=2$, $\phi=2$, $\theta=0.4$ is used to generate the spatial roughness. We generate realizations of this random process and sample these realizations at uniform or non-uniform locations for a total of 61 measurement locations. The sampled data is used as the input for estimation, where we try to reconstruct the parameters of the actual stochastic process from which the data originated. We assign the following prior PDFs for the unknown parameters:

$$
\begin{align*}
\alpha_i &\sim \text{Uniform}[-10,10] \\
\nu &\sim \text{Uniform}(1) \\
\phi &\sim \text{Exponential}(1) \\
\theta &\sim \text{Exponential}(1)
\end{align*}
$$

(4.6)

The prior PDFs can be specifically chosen to incorporate any knowledge we may have on the values of the unknown parameters or can be left sufficiently vague in the absence of such information. Using 500 realizations of the given random process that are sampled at the
given locations, we generate the joint posterior distribution of the parameters and pick 1000 samples from it by using the Markov Chain Monte Carlo (MCMC) method with a burn-in of 30,000 and a thinning factor of 10. The open-source Bayesian analysis package PyMC is used to perform Monte Carlo sampling in order to estimate their posterior PDFs.

Figure 4.2 Given and estimated stochastic processes. (a) 10 realizations from the given model. (b) Given mean function (solid line) and sampled points in 1st (circle), 2nd (triangle), and 3rd (rectangle) runs after variability-based sampling algorithm. (c) RMSE of the mean function from uniform and variability-based sampling algorithm. (d) 10 sampled realizations from the estimated Gaussian process model.

Figure 4.2 (a) shows 10 realizations from the given stochastic process. The sampled points in 1st (circles), 2nd (triangles), and 3rd (rectangles) time runs of non-uniform sampling are also shown in Figure 4.2 (b). The 1st sample points based on the local variability capture
the high frequency roughness in the left sidewall effectively. However, it misses some details on the left sidewall as well as on the right sidewall. The lack of sampling points is compensated in 2nd and 3rd bisection steps by placing additional sampling points, reducing the deviation between the mean function calculated from all realizations and the estimated mean function. To visualize the effectiveness of variability-based sampling and the bisection algorithm, the root mean square error (RMSE) between the estimated mean and the mean from realizations is calculated and compared in two different sampling cases: 1) proposed variability-based sampling, 2) uniform sampling. The result is shown in Figure 4.2 (c). The x-axis is the number of sampling points, and the y-axis is the RMSE value. Because of the efficient placement of measurement locations, the RMSE in non-uniform sampling is much smaller than the uniform sampling result with equal number of sampling points. In addition, as the sampling locations are increased the RMSE is reduced, but the RMSE reduces much faster in the variability-based method. When the sampling locations is almost half of the total measurement locations, the RMSEs in both methods are the same. Therefore, we can conclude that the variability-based sampling and the bisection algorithm is a more attractive option for effective allocation of computing power and resources. Figure 4.2 (d) shows 10 sampled realizations from the estimated Gaussian process model.

In addition to the comparison of the mean function, the estimated parameters with respect to the number of sampling points are shown in Table 4.1. There are three parameters in the Matérn covariance function, and the given values are denoted in the parentheses. Unlike the deviations in the mean function, the estimated parameters do not depend strongly (within a 5% error) on the number of sampling points.
Table 4.1 Estimated hyperparameters for test problem. The given values are denoted in the parentheses.

<table>
<thead>
<tr>
<th></th>
<th>ν (2)</th>
<th>ϕ (2)</th>
<th>θ (0.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st sampled locations (14 points)</td>
<td>2.011±0.027</td>
<td>2.052±0.028</td>
<td>0.416±0.012</td>
</tr>
<tr>
<td>2nd sampled locations (20 points)</td>
<td>1.978±0.025</td>
<td>2.063±0.030</td>
<td>0.418±0.009</td>
</tr>
<tr>
<td>3rd sampled locations (31 points)</td>
<td>1.971±0.016</td>
<td>2.055±0.029</td>
<td>0.415±0.007</td>
</tr>
</tbody>
</table>

4.3.2 Extracting profiles from 3D printed strut images

Gaussian process modeling with non-uniform sampling algorithm is applied to the sidewall profiles of 3D printed struts. Figure 4.3 (a-c) show the CAD geometries of struts in 3 different printing angles (90°, 75°, and 60°) and printing directions. The layer thickness is 80 in the pixel units. The sidewall profiles of multiple 3D-printed struts with different angles (90°, 75°, and 60°) are shown in Figure 4.3 (d-f). The sidewall profile consists of multiple layers printed repeatedly layer by layer, and we assume that each printed layer is generated from an independent event and not related to the neighboring layers. There are three parameters in Eq. (1) that can be reduced by considering the two ratios, \( \lambda_b/\lambda_o \) and \( \gamma/\lambda_o \). We manually segmented one printed layer in the image and varied the two ratios to find the optimized parameter values, giving the best match with the manually segmented edge. Figure 4.3 (g-i) show the binary masks of the images after segmentation, where the white pixels represent the segmented region of the strut and the black pixels are the background region. Due to the smooth intensity gradient from the center to the edge of the image, the segmentation at the edges of the images are inaccurate for 75° and 60° cases. This artifact from the background inhomogeneity can be easily removed by measuring and compensating the intensity gradient in the background. In order to minimize the manual intervention, the compensation is not applied in this study. A more systematical approach for reducing the effect from the local inhomogeneity can be found in.20
Figure 4.3 Microscope images and corresponding binary images of 3D printed struts. (a-c) CAD geometries of struts in different printing angles (90°, 75°, and 60°). (d-f) Microscope images of 3D printed struts (90°, 75°, and 60°). (g-i) Binary masks after image segmentation (90°, 75°, and 60°). The sidewall profiles in the red box (dotted line) are used for characterizing the spatial uncertainty.

The edge profile can be extracted by collecting the outer most pixels in the left and right sidewalls of binary masks. Figure 4.4 (a-b) shows the extracted edge profiles in the left and right sidewalls of each printed layer, respectively. Like the test case, the mean of all observations is separated from the roughness, so that the roughness is independent of the printed angle. The mean trends extracted from all the observations and the roughness are shown in Figure 4.4 (c-f).
Figure 4.4 Extracted sidewall profiles of 3D printed struts. (a) The extracted left-sidewall profiles in different angles (90°, 75°, and 60°). (b) The extracted right-sidewall profiles in different angles (90°, 75°, and 60°). (c) Extracted left-sidewall mean profiles in different angles (90°, 75°, and 60°). (d) Extracted right-sidewall mean profiles in different angles (90°, 75°, and 60°). (e) Extracted left-sidewall roughness profiles after clean-up. (f) Extracted right-sidewall roughness profiles after clean-up.

Unlike the test case, we do have the prior information on the distribution of some of the hyperparameters, i.e., the amplitude and scaling parameters of covariance function, as given in Equation (4.7). Based on the roughness amplitude from observations, the upper limit on the prior distribution of the amplitude parameter in the covariance function is 5. In addition, the maximum correlation length is limited up to the height of one printed layer.
\[ \alpha_i \sim Uniform[-10,10] \]
\[ \nu \sim Uniform[1,3] \]
\[ \phi \sim Uniform[0,5] \]
\[ \theta \sim Uniform[0,80] \]  

10 realizations from the estimated stochastic model are shown in Figure 4.5. Like the observations from the extracted profiles of actual struts, the fluctuations are distributed uniformly over the domain, which shows the characteristics of the stationary Gaussian process.

Figure 4.5 10 sampled realizations from the estimated Gaussian process model.

4.3.3 Effect of spatial uncertainty on the mechanical behavior of 3-D printed struts

To see the effect of spatial uncertainty on the mechanical properties of 3D printed struts, a compression test is performed with three different geometries of struts: 1) planned geometry from CAD file, 2) printed geometry including mean deviation and roughness from Gaussian process modeling, and 3) mean-matched smooth geometry with 2). The material stress-strain relation is required to perform the compression test. Figure 4.6 (a) shows the stress-strain curve obtained from a uniaxial compression test for the test specimen. The material used for the compression test is poly(ethylene glycol) diacrylate (PEGDA) (molecular weight=250). Based
on the experimental result, the neo-Hookean model for the hyperelastic material (Equation (3.9)) is fitted to extract the scaling factor between stress and strain.

\[ \sigma = \mu \left( \lambda - \frac{1}{\lambda^2} \right) \]  

(4.8)

\( \sigma \) is the stress, \( \lambda \) is the stretch ratio, and \( \mu \) is the shear modulus of material. The fitted value of \( \mu \) is \(~36.1\) MPa for the PEGDA, and the fitted line is displayed as dotted line in Figure 4.6 (a).

**Figure 4.6** Compression test results of 3D printed struts. (a) Stress-strain curve for PEGDA sample from experiment (solid line) and fitted neo-Hookean model (dotted line). (b) Stress-strain curve for 3D printed struts of different printing angles (90°, 75°, and 60°) with roughness, without roughness, and mean-matched cases. (c) Normalized effective stiffness of mean-matched geometry and with-roughness cases in different printing angles (90°, 75°, and 60°). (d) Von Mises stress distributions with-roughness and CAD geometries
Figure 4.6 (b) shows the stress-strain curves of 9 different cases: 3 different printing angles (90°, 75°, and 60°), and in each printing angle, there exist 3 different cases (strut with roughness, strut without roughness, and mean-matched strut). The thickness of the strut in the CAD file is 800 μm, and the thicknesses of struts in the mean-matched geometries are ~754 μm, ~754 μm, and 760 μm for 90°, 75°, and 60°, respectively. The height of struts is 2000 μm for all cases. The slope of the stress-strain curve is the strut’s stiffness. The slope of all stress-strain curves are grouped in 3 depending on its printing angle, and there exist a slope deviation because of the existence of spatial deviation. The decrease of slope can be noticed in the strut with roughness and mean-matched strut, qualitatively.

To understand the effect of spatial deviation on the struts’ stiffness quantitatively, the stiffness of mean-matched and with-roughness struts are normalized with the stiffness of strut without roughness as shown in Figure 4.6 (c). The change in the effective stiffness of mean-matched geometry is not significant (less than 7% of the stiffness of the CAD geometry) when the printing angle changes from 90° to 60°. However, when the geometry has roughness, the stiffness reduces to 70% of the CAD case when the printing angle is 60°. The reduction in stiffness is expected since the roughness decreases the cross-sectional area of each strut, resulting in the reduction of stiffness of the strut. However, we can see that the roughness effect is more pronounced than reducing the cross-sectional area when we compare the results with the mean-matched cases.

In addition, we compare the maximum value of von Mises stress in the three cases. Table 4.2 shows that the maximum von Mises stresses of mean-matched geometry strut and strut with roughness divided by the maximum von Mises stress of the CAD geometry. As shown in Figure. 4.6 (d), local stress concentrations are observed near the rough profiles due to spatial uncertainty. However, this local concentration of stress is not observed in the mean-matched case or the CAD geometry case, where the sidewall profiles are smooth. The amount
of stress concentration is three times higher than the smooth cases. Therefore, it is essential to consider spatial uncertainties in the geometry to accurately predict the mechanical behavior of struts.

Table 4.2 The normalized maximum von Mises stress of mean-matched strut and with roughness strut with respect to CAD geometry in different printed angles.

<table>
<thead>
<tr>
<th></th>
<th>90°</th>
<th>75°</th>
<th>60°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean-matched geometry</td>
<td>0.975</td>
<td>0.955</td>
<td>0.947</td>
</tr>
<tr>
<td>With-roughness geometry</td>
<td>3.410</td>
<td>3.752</td>
<td>3.273</td>
</tr>
</tbody>
</table>

4.3.4 Effect of spatial uncertainty on the mechanical behavior of unit cell structure

As a basic building block of the microlattice structure, several different unit cell structures have been proposed and their mechanical properties have been tested. The spatial variations discussed in the previous sections are applied to the square unit cell structure to understand the effect of spatial variation on the mechanical behavior. This square unit cell structure consists of horizontal, 45°, 90° printed struts as shown in the inset of Figure 4.7.

Figure 4.7 Compression test results of 3D printed unit cell structures: normalized effective stiffness of unit cells with and without spatial roughness.
The effective elastic modulus of square unit cell with roughness is calculated and compared with the solid structure. Here, the solid structure regards to the unit cell structure without any voids. Figure 4.7 shows the normalized stiffness values as a function of relative density of unit cells. The relative density in the X-axis is density ratio between the printed lattice structure over the solid structure. For the planar unit cell, this is the same as the area ratio between the printed lattice structure and the solid structure. The Y-axis is the ratio of the effective elastic modulus between the solid and the lattice structure. The solid line in the figure is the analytical result taken from the reference paper, and the dotted line shows the square unit cell structure with spatial roughness. When the relative density is around 80% of the solid case, the effective elastic modulus of the unit cell with roughness is almost the same as (95%) that of the solid structure. However, as the relative density decreases, the deviation due to the spatial roughness becomes significant because the magnitude of spatial roughness become comparable to the thickness of struts. Based on the fact that most of lattice structure has the relative density of around 0.3 or less, the spatial roughness reduces the effective elastic modulus more than 30% in this relative density range. Therefore, when the magnitude of spatial roughness is comparable with the thickness of struts of unit cell structure, the spatial roughness should be taken into consideration.
4.4 Conclusion

This chapter presents a general method to model spatial variations of 3D printed products from their sidewall profile images. Specifically, this can be achieved using 3 approaches: 1) Gaussian process modeling using Bayesian network and MCMC sampling, 2) level set method for image segmentation, and 3) variability-based sampling algorithm. This method is verified with the test problem and applied to the real 3D printed products. The results show that the spatial roughness needs to be considered when the spatial roughness is comparable with the dimension of 3D printed structures. The proposed method is not limited to the 3D printed products, and it can be applied to other problems where spatial variations are important.
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Chapter 5

Uncertainty quantification for die casting process

5.1 Introduction

Die casting manufacturing process is a variation of metal casting where the molten metal is injected into a mold cavity that has the desired shape of the product. The main advantages of die casting are 1) excellent dimensional accuracy, 2) rapid production speed, and 3) a wide range of metals such as aluminum, copper, lead, magnesium, and zinc alloys as well as various composite materials can be used. Due to these advantages, die casting has been widely used to produce various kinds of products, and approximately 475 die casters exist in North America with sales of $8 billion.\(^1\) Despite significant use of die casting process in the industry, the design and process control of die casting products still relies on a design-make-test approach. As the complexity of the product increases, the time and cost for optimizing design parameters by a trial-and-error approach can increase significantly. Also, there exists a significant lack of understanding of uncertainties that lead to high variability of product performance.

Computer simulation has played an important role in guiding physical experimentation to confirm and improve the performance of a product. Recent advances in computing power have paved way for computational prototyping, resulting in a reduction of the manufacturing cost and improvement of product quality, performance, and reliability. This led to the idea of “virtually-guided certification.” Virtually-guided certification employs a computational framework, including quantification of uncertainties, that provides simulation results with high reliability so that it can be used in the design and optimization of manufacturing processes.
In the case of die casting process, this requires an understanding of the multiphysics and multiscale phenomena involved in the die casting processes as well as characterizing and quantifying various uncertainties in the die casting processes.

This framework requires development of a system of sub-modules that consist of integrating information from experiments, computational models, and extensive verification & validation framework. The verification framework is the systematic verification procedure that confirms the fact that the computational model produces the right results. This is done by using the published data or the simplified problem that has the analytical solution. The validation framework confirms the fact that our computational model yields the physically correct results. This can be done by comparing the simulation results with the experimental results. In addition to these framework, UQ framework can be incorporated for several reasons: 1) Identifying the key uncertainties in the process. 2) Developing stochastic models for identified uncertainties. 3) Establishing validation framework with uncertainties. The proposed modeling framework in this study is shown in Figure 5.1.

![Figure 5.1](image)

**Figure 5.1** “Input parameters-manufacturing process-product property” framework. The experimental part and the simulation part are displayed in the red and green boxes, respectively. Details of each step are described in the context. The steps in this study are colored in blue.
The input node stands for the input parameters in the experiments, such as the die temperature, liquid metal temperature, shot rate, pressure, components of liquid metal, and so on. The upper part of the framework is the experimental framework, which is related to the actual die casting process in the industry. Die casting experiment is performed in the collaborating die casting company and the specimens produced in the company are used for the calibration and validation framework. From the specimens, the microstructure information and the mechanical property data are obtained for calibration and validation of the predictive models proposed in this study. The lower part of the framework is the simulation framework. The solidification model is the computational model that predicts the solidification process of liquid metal inside the die. The microstructure model is the predictive model that estimates the microstructure information, such as phase volume fraction, orientation, sizes, distribution, primary dendrite arm spacing (PDAS), secondary dendrite arm spacing (SDAS), depending on the solidification conditions. The empirical model that predicts PDAS/SDAS based on the solidification parameters such as temperature and temperature gradients. The material property and behavior prediction node is used to predict the property and behavior of the die casting material. The empirical model is used to correlate the microstructure parameters to the mechanical property of the material.

This work limits the interest to three nodes: calibration & validation, microstructure model, and material property and behavior prediction. Within this scope, UQ will be performed to increase the reliability of the proposed computational framework. There exists several major uncertainty factors that affect the quality of die casting products, and one of the major uncertainties that affects the mechanical behavior of die casting products is the microstructure. This inherent stochastic uncertainty of the microstructure propagates through the underlying physical behavior of materials and results in a significant performance deviation of the final product. Therefore, the necessity to characterize and quantify the
uncertainty in the microstructure has been raised for many years.

Quantitative metallography is the determination of characteristics of a microstructure by making quantitative measurements of metallographic images. Measured quantities include the volume concentration of phases, grain size distribution, defect density and distribution, and surface area or volume ratio of the microconstituents. One of the commonly utilized microstructural information is the average grain size, i.e., its correlation with the fundamental mechanical properties of the material, such as stress-strain relationship, yield strength, hardness, and fatigue strength.

Traditional grain size measurement methods fall into three categories: 1) comparison method, 2) planimetric method, and 3) intercept method. The comparison method measures the level of grain size by comparing the optical micrograph with the standard charts that display the sample micrograph and the corresponding average grain size. It is the simplest method to measure the average grain size. However, this method can provide inaccurate measurement, and the applicability is only limited to the equiaxed and uniform grains. In the planimetric method, the grains are counted within a circle that is drawn on the micrograph with a user-defined area. The area of the circle divided by the number of grains within the circle gives the averaged grain size. The accuracy of the planimetric method is also relatively low as the number of grains intersected by the circle is not a precise metric. In addition, the method can be easily biased when the number of grains inside the circle is not enough to provide statistically meaningful data. The intercept method measures the average grain size by drawing several straight lines over the micrograph and counting the number of grain boundaries intercepted by the lines. The representative average grain size is the total length of drawn lines over the number of intercepted grains. Depending on the direction, length, and the number of lines determined by the operator, the measured grain size varies highly, resulting in an inconsistency in the measured data.
All measurement methods described above characterize the grain size distribution with a single averaged value. However, a recent study shows that the average grain size is not enough to describe the mechanical properties of a material since the grain size distribution can affect the mechanical strength of the material.\textsuperscript{3c} To quantify the grain size distribution, a new technique called the point-sampled method was proposed. This technique randomly samples pixels and uses it as measurement locations.\textsuperscript{6} At each location, the grain size is measured in four evenly spaced directions (0°, 45°, 90°, and 135°) following ASTM E1382 linear intercept length method.\textsuperscript{5} This method is fully automated without any intervention by the operator which can typically result in some bias. However, it requires a relatively large number of sampling locations (more than 25% of the total number of pixels in the micrograph, which is often of the order of a million pixels) for statistical consistency, resulting in a high computational cost.

This work suggests a novel approach which is computationally efficient and accurate to characterize the grain size distribution. To do this, we improve the way to locate the measurement locations. Instead of using randomly selected points, we use the centroids of grains in the micrograph, so that the measurement accuracy is retained while using much fewer measurement locations. The centroid of each grain is obtained by the iterative voting algorithm,\textsuperscript{7} which is one of the effective methods to locate the centroid of a randomly shaped geometry. From the found centroid locations, grain sizes are measured in four directions (0°, 45°, 90°, and 135°) following the ASTM standard.

To establish the accuracy of the iterative voting algorithm, synthetic micrographs with circular/elliptic grains are generated using user-defined sizes, orientations, and densities. The estimated grain size distribution from the iterative voting algorithm is compared with the given grain size distribution. Once the accuracy of the iterative voting algorithm is established, we apply it to the experimental micrographs taken from the literature. The estimated average grain
size from the iterative voting algorithm is compared with several other measurement methodologies, including the point-sampled method, manual measurement, and estimation from uniformly distributed points. In addition to the comparison of average grain size, we also compare the performance of the iterative voting algorithm with the point-sampled method in terms of computation efficiency and accuracy of measurement.

The measured microstructure information (e.g. grain size) can be correlated to the solidification results (e.g. temperature field, or temperature gradient field) by taking the microstructural evolution into consideration. Various approaches have been proposed to model the microstructural evolution: extensive review is given in the literature.\textsuperscript{8} Among various theoretical and empirical relationships that have been proposed, the equiaxed grain growth model is taken into consideration in this study based on the experimental results. The solute concentration in the solidification process can be incorporated into the grain growth model, so that it can capture the accurate grain growth rate depending on the solute concentrations. In this study, the grain growth rate is further simplified by assuming that the grain growth rate is a function of the total undercooling and the restriction factor.\textsuperscript{9}

The computational model for the grain growth predicts the grain size in the deterministic way: there is no stochastic parameters or probabilistic processes involved in the model. However, in the actual grain growth process, many stochastic process are involved during nucleation, grain growth direction, division, merging, etc. Therefore, we can expect the model discrepancy between the computational model and the experiment result. One way to systematically calibrate this discrepancy is defining the model discrepancy as the Gaussian process, proposed my Kennedy and O’Hagan.\textsuperscript{10} In this framework, the measured grain size is the summation of the simulation result, model discrepancy term, and the measurement error. By feeding the simulation result and the corresponding experiment result, the amount of model discrepancy can be quantified. The quantified model discrepancies are considered as the
realizations of the Gaussian process, so that the parameter of Gaussian process can be estimated in the Bayesian framework.

The calibrated grain size information can be used to estimate the mechanical property of die cast parts, such as yield strength, toughness, Young’s modulus, etc. The most common way to correlate the yield strength of material with the grain size is the use of Hall-Petch equation. In the equation, the yield strength of the material is the summation of starting stress for the dislocation movement and the term that is inversely proportional to the grain size. So, as the grain size decreases, the yield strength increases. However, the recent study shows that the grain size dispersion reduces the strength of the material. Therefore, we used the representative grain size that considers the mean of grain size dispersion as well as its standard deviation.

The aim of this chapter is the development of a novel computational framework that can help to understand the distribution of the mechanical property of die casting products. The proposed “input parameters-manufacturing process-product property” framework can connect the input parameters with final product quality through the reliable manufacturing process modeling. In order to accomplish this, the two methods will be presented: 1) the novel grain size measurement method, and 2) computational model calibration method. The proposed framework provides a general methodology that helps to calibration and validate the computational model that simulates the manufacturing processes with uncertainties.
5.2 Materials and methods

5.2.1 Image preparation

In this study, the optical micrograph is considered as a digital image that is defined as a finite set of digital values in 2D, which are called pixels. The \((x, y)\) coordinate of each pixel corresponds to the location of the pixel, and the pixel value represents the grey scale intensity value or colors. Before applying the iterative voting algorithm, two pre-processing steps are required to obtain an accurate grain size. First, the optical micrograph is converted into a binary image by thresholding. The thresholding differentiates the object of interest from the background by comparing each pixel intensity value as follows:

\[
\text{If } I(x, y) > \Gamma_b, \quad I_b(x, y) = 1 \\
\text{otherwise, } I_b(x, y) = 0
\]  

(5.1)

where \(I(x, y)\) is the pixel intensity at the location \((x, y)\) in the image, \(\Gamma_b\) is the intensity thresholding value, and \(I_b\) is the binary representation of the image. If the pixel intensity \(I(x, y)\) is higher than \(\Gamma_b\), \(I_b(x, y) = 1\) is assigned, else \(I_b(x, y)\) equals to 0. Because the pixel intensities of the object and the background are often fairly consistent with their respective values, the thresholding value can be determined by the pixel intensity histogram of the image. If there exists a smooth change in the background intensities such as spatially varying illuminations over the image, the adaptive thresholding technique can be applied to obtain an accurate binary representation of the image. Second, small holes or speckles inside the grains are removed from the image. These small holes or speckles are often generated by noises in the optical measurement devices or digitization process, reducing the accuracy of measurement. Because these small features are usually one order of magnitude smaller than
the grain size, they are deleted based on their size and circularity.

5.2.2 Iterative voting algorithm (IVA)

In the point-sampled linear intercept method, the measurement locations are not closely related to the feature of the given micrograph. By relating the measurement locations with the feature of micrograph, i.e., centroid, the grain size can be measured accurately even if a limited number of measurement locations are used. One of the effective methods to locate the centroid of randomly shaped geometry is using the iterative voting algorithm. In this study, the IVA is employed to locate the centroids of grains, so that the grain size measurement is performed efficiently while retaining the accuracy of the measurement.

![Diagram](image)

**Figure 5.2** (a) Locating the centroid using the radial symmetry when the grain is circular. (b) Locating the centroid using the iterative voting algorithm. Sequential procedures display how to locate the centroids of randomly shaped grains.

IVA is a method to detect the centroid location of objects in the image, such as biological cells, granular structures, particles, that have inexact radial symmetry. For a particle with radial symmetry, the centroid location can be easily found by drawing lines from the
boundary of the particle along the radial direction as shown in Figure 5.2 (a). However, in randomly shaped particles, such as grains in the microstructure, it is not easy to locate the centroid using the radial lines. Instead of lines, IVA introduces the voting intensity map and a series of voting kernels. The voting intensity map is initially of the same size as the original image with zeros. The centroid location will have a high local voting intensity than the neighboring pixels and will be used for locating the centroid. Instead of radial lines, IVA uses a series of kernels that vote iteratively along the radial direction. This kernel is determined by the shape of particles, for example, a circular sector starting at the boundary pixel of the particle and defined by the min/max radius and the angle.

Because the intensity gradient is high at the grain boundaries, we can locate the pixels at the grain boundaries by using thresholding of the intensity gradients. At each pixel in the grain boundaries, the initial voting direction, $\theta_0(x,y)$, is determined using the intensity gradient and will be updated in every iteration. Along the initial voting direction, the voting intensity is updated by summation of pixel intensity inside of the voting kernel. After processing all the pixels in the grain boundaries, the pixels near the center of grains have higher voting intensities compared with the pixels away from the center (see Figure 5.2 (b)). After the voting intensity map is updated, the voting direction is also updated by the value that maximizes the summation of all voting intensities in the voting kernel. By repeating this process until $n$ reaches to $N$, IVA can generate the voting intensity map that has highly localized intensities near the center of each grain. Lastly, IVA can locate the centroid of each grain by thresholding the voting intensities.

IVA can locate the centroid even in the none-closed grain boundaries, micrographs with high noise, large variations in scales and shapes which are usually hard to find the centroids. Various parameters are needed to be defined in the IVA: intensity thresholding
value for determining the centroid location \((\Gamma_c)\), the radius of the circular sector \((r_{\text{max}})\), and a series of voting angles for the circular sector \(\Delta = \{(\Delta_i) \mid i = 0, ..., N, \Delta_0 > \Delta_1 > ..., > \Delta_N\}\). The series of voting angles are defined in a reducing order so that the voting area becomes focused as iteration proceeds. The pseudo-code for the IVA is as follows, and more extensive details on IVA are given in Ref. 7:

**Algorithm 5.1 Iterative voting algorithm (IVA)**

```plaintext
// Initialization
- Preprocessing of the micrograph
- Set intensity thresholding value \((\Gamma_c)\), and voting area parameters \((r_{\text{max}}, \Delta)\)
- Initialize voting direction:
  - For \((x, y) \in B\) where \(B = \{(x, y) \mid \|\nabla I_B(x, y)\| \neq 0\}\)
    \[ \theta_0(x, y) = -\frac{\nabla I(x, y)}{\|\nabla I(x, y)\|} \]
- Initialize voting intensity \(V(x, y) = 0 \) for all \((x, y)\)

// Update voting intensity
- For \((x, y) \in S\) where \(S = \{(x, y) \mid I_B(x, y) > 0\}\)
  \[ V(x, y) = V(x, y) + \sum_{(u, v) \in A(x, y; r_{\text{max}}, \Delta_n)} I(u, v) \]
where \(A(x, y; r_{\text{max}}, \Delta_n) = \{(x \pm r \cos \phi, y \pm r \sin \phi) \mid r \leq r_{\text{max}} \text{ and } \theta_n - \Delta_n \leq \phi \leq \theta_n + \Delta_n\}\)

// Update voting direction
- For \((x, y) \in B\)
  \[ (u^*, v^*) = \arg\max_{(u, v) \in A(x, y; r_{\text{max}}, \Delta_n)} V(u, v) \]
  \[ \theta_n(x, y) = \frac{(u^* - x, v^* - y)}{\sqrt{(u^* - x)^2 + (v^* - y)^2}} \]
// Refine the angle: \(\Delta_n \rightarrow \Delta_{n+1}\)
// Repeat the process from updating voting intensity until \(n\) reaches to \(N\)
// Determine the centroid location: \(C = \{(x, y) \mid V(x, y) > \Gamma_c\}\)
```
5.2.3 Centroid merging algorithm

The accuracy of IVA also depends on the convexity and local curvature of grain boundaries. When the local curvature is small at the certain locations, there exists a localized area where its voting intensity becomes relatively higher than its neighbors. In this case, IVA produces multiple centroid locations within one grain. Therefore, modifications are needed to the algorithm so that the local centroids within one grain can be merged. The following pseudo-code shows the brief idea of how multiple centroids can be merged.

Algorithm 5.2 Centroid merging algorithm

// For \(i^{th}\) centroid,
- Find the nearest \(p\) centroids.
- Draw a line between the \(i^{th}\) centroid and each of \(p\) centroids.
- Calculate \(\nabla I\) along the lines.

// For the \(j^{th}\) centroid in \(p\) centroids
- If \(\nabla I\) on the line between the \(i^{th}\) and \(j^{th}\) centroids has a sharp peak, this means the line passes the grain boundary: do not keep the index \(j\).
- If \(\nabla I\) does not have a sharp peak, keep the index \(j\).
- Repeat until \(j\) equals \(p\)

merge centroids: merged centroid location is calculated by:

\[
L_x = \frac{V_1x_1 + V_2x_2 + \ldots + V_kx_k}{V_1 + V_2 + \ldots + V_k}, \quad L_y = \frac{V_1y_1 + V_2y_2 + \ldots + V_ky_k}{V_1 + V_2 + \ldots + V_k}
\]

where \(L_x, L_y\) are the x and y coordinate of the merged centroid, respectively, and \(V_1, V_2, \ldots, V_k\) are the voting intensities of \(k\) centroids.

The merged centroid location is an averaged X and Y coordinate of multiple centroid locations weighted by its voting intensity. Since the voting intensity is proportional to the number of boundary pixels that correspond to the centroid, the weighted average gives a better estimate of the true centroid than the simple averaging.
5.2.4 Linear intercept method

The linear intercept method measures the grain size in eight evenly spaced directions (0°, 45°, 90°, 135°, 26°, 63°, 117° and 154°). The first four angles are chosen from the ASTM E1382 linear intercept length method, and the remaining angles are chosen for additional directional consideration. The measurement locations are the centroid locations obtained from the IVA and merging algorithm. The eight values from all measurement directions are averaged to represent the grain size of the micrograph.

5.2.5 Grain growth model

To correlate the microstructure information (e.g. grain size) with the solidification results (e.g. temperature field, or temperature gradient field), the grain growth model is required in the framework. The equiaxed grain growth are assumed based on two reasons: 1) the equiaxed grain shape observed in the experiment, and 2) instant solidification time (< 3 seconds) in the experiment. The spherical crystal growth model is used to model the equiaxed grain growth during the solidification process.

The basic assumption of the spherical crystal growth model is that the curvature and the solutal undercoolings are only significant amount of undercooling in the single crystal growth. Then, the total amount of undercooling (ΔT) of a spherical crystal of radius (r) is:

\[
\Delta T = \Delta T_s + \Delta T_c = m(C_0 - C_{ll}) + \frac{2\sigma}{\Delta S_r r}
\]  

where \(\Delta T_c\) and \(\Delta T_s\) are the curvature undercooling and the solutal undercooling, respectively.
\( m \) is the liquid slope and the \( C_0 \) and \( C_{IL} \) are the initial solute concentration in the liquid metal and the solute concentration in the melt at the liquid-solid interface, respectively. \( \sigma \) is the liquid-solid interfacial energy and \( \Delta S_v \) is the entropy of fusion per unit volume. In an isothermal melt, the radius, \( r \), of a growing spherical crystal is:

\[
\frac{1}{2} \frac{1}{r} = \frac{1}{2} \sqrt{\frac{1}{2} \left( \frac{1}{2} \right)} = \frac{3}{4} \pi \frac{\lambda_s}{D_s}\left( D_s t \right)^{1/2}
\]

\[
\lambda_s \left( \frac{S}{2\pi^{1/2}} \right) + \left( \frac{S^2}{4\pi} - S \right)^{1/2}
\]

(5.3)

where \( D_s \) is the diffusion coefficient of liquid metal, and the \( \lambda_s \) is the growth coefficient that is defined by \( S \). For the alloys that satisfy |\( S | < 0.3, the invariant approximation can be commonly applied to the model.\textsuperscript{15} In addition, when the effective nucleant (~ 2 \( \mu \)m) is present in the aluminum alloy, this expression can be further simplified as follows:\textsuperscript{9}

\[
S = \frac{2(C_{IL} - C_0)}{(C_{IL} - C_{IS})} \approx \frac{-2\Delta T_n}{Q}
\]

(5.4)

where \( \Delta T_n \) is the amount of undercooling when the nucleant is present, and \( Q \) is the restriction factor for grain growth. The values for the \( \Delta T_n \) and \( Q \) can be found in the literatures.\textsuperscript{9, 16}
5.2.6 Calibration model for the grain size map

The grain growth model correlates the grain size and distribution with the results from the solidification model, such as temperature and temperature gradient. The models that we used for grain growth and solidification are implemented in deterministic way: there are no stochastic parameters involved in the model. Therefore, there exists inevitable discrepancy between the calculated grain size and the measured grain size from the experiment. This discrepancy in the grain size and distribution comes from multiple reasons: 1) stochastic nucleation process, 2) stochastic growth process (e.g. direction, division, and merging), 3) natural convection of grains during solidification process, and so on.

The Gaussian process model can be used to represent the model discrepancy caused by the stochastic nature of grain growth, following the Kennedy and O’Hagan framework.\(^\text{10}\) In this framework, the measured grain size is the summation of the simulation result (model), model discrepancy term, and the measurement error:

\[
\begin{align*}
\exp(x_i) &= \text{sim}_i(x_i; \Omega) + \delta(x_i) + e_i \\
(5.5)
\end{align*}
\]

where \(\exp(x_i)\) and \(\text{sim}_i(x_i; \Omega)\) are the experiment result and simulation result at \(i\)th location, \(x_i\). \(\Omega\) is the parameters in simulation. \(\delta(x_i)\) is the simulation bias term at \(x_i\) that is modeled as a stationary Gaussian process. \(e_i\) is the measurement error term (e.g. error bounds that can be caused by choice of parameters in the image processing). Therefore, the stochasticity in grain growth are merged into one stochastic term in calibration process, which is \(\delta(x_i)\) in this framework.
2D Gaussian process model is used for the model discrepancy term because the thickness of the sample is small so that the grain size and distribution is homogeneous along the thickness direction. Similar to the modeling of spatial uncertainty in Chapter 4, the Bayesian approach can be used to estimate the parameters in the Gaussian process. The proposed 2D Gaussian process model is as follows:

\[
\delta | M, C \sim GP(M, C) \\
M : x, a, b, c, d, e, f \rightarrow ax^2 + bx + cy^2 + dx + exy + f \\
C : x, x', l \rightarrow \exp \left( -\frac{(x - x')^2}{2\theta^2} \right)
\] (5.6)

where the \( M \) and \( C \) are the mean and covariance functions, respectively. \( a \) through \( f \) are the coefficients of the mean function and \( l \) is the correlation length of the covariance function. The mean function is modeled as the second order polynomial function under the assumption that the discrepancy changes smoothly over the domain. The covariance function is modeled as a squared exponential function, assuming the correlation of spatial stochasticity decreases monotonically as the distance between two locations increases. This Gaussian process model helps to take the stochasticity of grain growth procedure into consideration.

5.2.7 Correlation between the grain size and the yield strength

The grain size information can be used to estimate the mechanical property of die cast parts, such as yield strength through Hall-Petch equation.\(^{6b}\) The traditional Hall-Petch equation considers the yield strength as a function of averaged grain size.
\[ \sigma_y = \sigma_0 + kd^{-1/2} \]  

(5.7)

where \( \sigma_0 \) and \( \sigma_y \) are the starting stress for the dislocation movement and the yield strength of the material, respectively. \( k \) is the strengthening coefficient. \( d \) is the grain size.

However, the recent study shows that the grain size dispersion reduces the strength of the die cast materials.\(^3\) One of common ways to include the effect from the grain size dispersion on the yield strength is considering the range of grain size.\(^6\) The following empirical relation shows how the grain size dispersion can affect the yield strength of the material.

\[
\sigma_y = \sigma_0 + k \frac{\sqrt{d}}{d} \left(1 + f \frac{\Delta d}{d}\right)
\]

\( \Delta d \) is the average grain size and the grain size dispersion, which is defined as the difference between the maximum grain size taken as 99% probability level grain size (\( d_{99\%} \)) and the minimum grain size taken as 1% probability level grain size (\( d_{1\%} \)). Even though this expression is widely used in the literature, the definition of the grain size dispersion that covers the range from the minimum and the maximum values of grain size cannot specify the details of grain size dispersion. Therefore, we consider the representative grain size that can characterize the yield strength of die cast parts that has a certain grain size dispersion.\(^17\) The representative grain size is defined as a function of mean and standard deviation of grain size dispersion:
where $M$ and $S$ are the mean and standard deviation of grain size dispersion. Therefore, the Hall-Petch equation can be updated with the representative grain size, considering the effect from the grain size dispersion.

$$\sigma_y = \sigma_0 + kD_{\bar{\mu}}^{1/2}$$  \hspace{1cm} (5.10)
5.3 Results and discussion

5.3.1 Synthetic micrographs: circular and elliptic grains

We present two test examples to illustrate the accuracy of the iterative voting algorithm. The two test examples are synthetic micrographs with circular and elliptic grains, which are generated by user-defined sizes, orientations, and densities. The micrograph is in a binary format where the grains are in white, and the background is in black. The sizes of the two synthetic micrographs are 512x512 pixels. Figure 5.3 (a) shows the micrograph with circular grains and the centroid locations obtained by the IVA. The centroid is located in each grain, and the accuracy of the located centroid is estimated by looking at the measured grain size. Figure 5.3 (b) displays two histograms of grain size that are measured by the IVA and the point-sampled intercept method. The X-axis is the grain size in each bin, and the normalized count is displayed along the Y-axis to have the area under the histogram equal to 1. The diameter of the grain that is used for generating the synthetic micrograph is 34 pixels and shown as dotted line in Figure 5.3 (b). The mean values of the grain size measured by the IVA are 33.38 pixels within the 1-pixel error bound. However, the point-sampled intercept method gives 28.49 pixels. In addition to the comparison of the mean of grain size, the grain size distribution should be estimated accurately when the effect from grain size dispersion is considered. A recent study showed that the grain size dispersion, as well as the mean grain size, influences the mechanical properties. While most of the grain size estimation by IVA is near the given grain size, the grain size distribution by the point-sampled intercept method has a big spread due to its random selection of measurement location.

The same result is observed when the synthetic micrograph with elliptic grains is tested. The user-defined major and minor axis lengths of the elliptic grain are 42 pixels and 22 pixels, respectively. Figure 5.3 (c) shows the synthetic micrograph with local centroids found by IVA. Due to the small local curvature observed in ellipses, IVA finds two local centroids in each
grain as shown in Figure 5.3 (c). The centroid merging algorithm can estimate an accurate centroid location of all the elliptic grains by using the local centroids (see Figure 5.3 (d)). As the orientation of elliptic grains is randomly chosen, the expected grain size distribution is relatively uniform over the range from 22 pixels to 44 pixels, which is displayed in dotted lines. As shown in Figure 5.3 (e), 95% of all the measurements are located within the range of 22 pixels to 42 pixels. However, the point-sampled intercept method produces a widely distributed grain sizes over the range from 10 pixels to 45 pixels, and only 72% of measurements are correctly located within the range of 22 to 42 pixels.

Figure 5.3 (a) Synthetic micrograph of circular grains and located centroids from IVA (red dots), (b) Estimated grain size distribution from point-sampled method (blue) and IVA (red), (c) Synthetic micrograph of elliptic grains and located centroids from IVA (blue dots), (d) Merged centroids from centroid merging algorithm (red dots), (e) Estimated grain size distribution from point-sampled method (blue) and IVA (red)
5.3.2 Experimental micrographs from the literature

To further understand the accuracy and computational efficiency of the IVA, we apply our algorithm to experimental micrographs. Six experimental micrographs are taken from the literature.19 These micrographs are chosen from the literature as each micrograph has different average grain size, and the manually measured mean and standard deviation of grain size are given in the literature. The binary representation of the experimental micrographs after the pre-processing steps are shown in Figure 5.4 (a-f). The grains are shown in white, and the rest is shown in black. The centroids found by IVA and the merging algorithm are displayed as red dots on top of each binary image. The linear intercept method is used to measure the grain size at the located centroids.

![Figure 5.4 (cont.)](image-url)
Figure 5.4 The binary representation of experimental micrographs after the pre-processing steps and located centroids from IVA and centroid merging algorithm.

A comparison of the grain size measured with the four different methods including the IVA is shown in Figure 5.5. The four different methods are: 1) IVA and linear intercept method (circle), 2) point-sampled linear intercept method (inverted triangle), 3) manually measured values from the literature\textsuperscript{19} (diamond), and 4) linear intercept method with uniformly distributed measurement locations (rectangle). In the uniformly distributed measurement locations, the number of measurement locations is the same as the number of centroids found by IVA, but they are uniformly distributed over the image. The X-axis is the experimental micrograph index ranging from 1 to 6 corresponding to Figure 5.4 (a-f), respectively. Y-axis denotes for the measured grain size, and the error bars are taken from the standard deviation values in the literature.\textsuperscript{19}
Figure 5.5 A comparison of the grain size measured with the 4 different methods: 1) IVA and linear intercept method (circle), 2) point-sampled linear intercept method (inverted triangle), 3) manually measured values from the literature\textsuperscript{19} (diamond), and 4) linear intercept method with uniformly distributed measurement locations (rectangle).

The measured grain sizes from the IVA are within the standard deviation in all the examples. This implies that the IVA provides consistent results with the manual measurements. The largest deviation between the manual measurement and the IVA is less than 12\% of the measured mean grain size, which is reasonable as the average standard deviation in 7 examples is around 15\% of measured mean grain size. In addition there can be errors in the manual measurement due to the operator’s decisions regarding measurement locations, directions of measurement, line lengths of measurement, etc.

We also compared the result from the IVA with the result from the point-sampled intercept method. From the central limit theorem,\textsuperscript{20} increasing the sampling density makes the sampled grain size distribution converges to the true grain size distribution. In this study, we sample 40\% of the total number of pixels for the consistency of measurement as recommended
As shown in Figure 5.4, the measured grain size by the IVA is consistent with the point-sampled intercept method in all example micrographs, which is close to the true grain size distribution. From this we can conclude that the IVA can measure the grain size that is consistent with the manual measurement as well as the point-sampled intercept method.

The effectiveness of the IVA is more distinctive when its results are compared with the results from uniformly distributed measurements. The grain size measured by the same number of measurement locations as the IVA but uniformly distributed measurement locations shows a significant deviation from the point-sampled linear intercept method as well as the manual measurement. The difference between the results from the uniformly distributed measurement locations and the IVA becomes even more significant when the micrographs with inhomogeneous grain size distribution are considered.

To further evaluate the difference between the IVA and the other methods, the smallest and largest deviation between the estimated and given average grain size are compared to each other. Those cases are shown in Figure 5.4 (a) and (d), respectively. The possible reasons for estimation accuracy are: 1) clear grain boundary, 2) convexity of grain shape, 3) uniformity of grain size.

First, clear grain boundaries in the micrograph increase the accuracy of the iterative voting algorithm, resulting in an accurate measurement of grain size. The open grain boundary often ends up with an inaccurate centroid location as shown in the boxed areas (blue dotted lines) in Figure 5.4 (d). In microstructures, several grains are often merged, resulting in blurred grain boundaries due to the light scattering at the edge of the grains. There are two possible ways to get clear grain boundaries: 1) using the level set algorithm, and 2) using the electron backscatter diffraction (EBSD). The level set algorithm is an image segmentation technique that differentiates the grains from the background by utilizing the internal properties of the
image (pixel intensities) and an external property, such as contour length regularization.\textsuperscript{21} By applying the level set algorithm with a repulsive force that prevents the merging between neighboring grain boundaries, it can guarantee closed grain boundaries.\textsuperscript{22} EBSD is a microstructural characterization technique using which the structure, crystal orientation, and phase densities can be measured. This technique helps in providing clear grain boundaries, which can result in better accuracy of the IVA. This work does not consider these options because the purpose of this work is to introduce the measurement framework using the iterative voting algorithm that can increase the computational efficiency while preserving the measurement accuracy. However, these options can be incorporated with the IVA framework to increase the accuracy of the grain size measurement.

Second, the convexity of the grain shape is related to the accuracy of the iterative voting algorithm. In the case of convex grains, the centroid can be found accurately by the iterative voting algorithm. The non-convexity typically arises from the non-clear grain boundaries or due to the nature of the grain growth. When the grain has a non-convex shape, the IVA ends up with several local points. This work proposes the merging algorithm which can merge multiple points that are found from the IVA, but it is not a perfect solution for all randomly shaped grains. The boxed areas (red dash lines) in Figure 3d show several locations that are falsely found centroids due to the non-convexity of the grains. This inaccuracy in the IVA can reduce the accuracy of the grain size measurement. A general algorithm, such as the multiscale surface projection, can accurately locate the centroid of randomly shaped objects in space, and the details are described in the literature.\textsuperscript{23}

Finally, the uniformity of the grain size can affect the match between the measured grain size by the IVA and the average grain size that is given in the literature. The average grain size in the literature is the manually measured grain size, so it depends heavily on the operator’s decision of the measurement location. The dependency on the measured grain size
on the measurement location becomes more significant when the grain size distribution is non-uniform over the micrograph. Therefore, the micrograph with the non-uniform grain size, such as Figure 5.4 (d), is prone to errors when the manual measurement is used. On the other hand, the results from IVA and the point-sampled intercept method, which estimate the average grain size from the grain size dispersion, are consistent with each other. Thus, when the grain size is not uniform in the micrograph, it is highly recommended to use the measurement methods, such as the IVA as well as the point-sampled intercept method.

The accuracy and computational efficiency of the IVA algorithm is compared with the point-sampled intercept method. The solid line in Figure 5.4 (a) shows the variation of the normalized average grain size when the number of sampled points is varied. The micrograph used for this is the 1st sample case shown in Figure 5.6. The X-axis is the number of sampled points divided by the total number of pixels in the image. Y-axis is the average measured grain size divided by the converged grain size in the point sampled intercept method. For each data point, the grain size is measured six times separately with different sampled points, so that the average is marked as the point and the standard deviation is displayed as the error bar.
Figure 5.6 (a) Variation of the normalized average grain size when the number of sampled points increases. The normalizing value for the X-axis and the Y-axis are the total number of pixels in the micrograph and the grain size given in the literature.\textsuperscript{19} The subplots show the density of the sampled points on top of the micrograph. The red dot shows the performance of IVA. (b) Computational time increases exponentially when the number of sampled-points increases. The red dot shows the computational time required in IVA.

As the number of sampled-points increases, the average value of the grain size converges to the mean of the total grain size distribution and the standard deviation decreases. The red dot in Figure 5.6 (a) shows the result from the IVA. The measured grain size shows a good match with the estimated mean grain size from the point-sampled intercept method (within 0.1 %) while it only uses 0.07 % of the total number of pixels.

The advantage of IVA is more distinctive when the computational efficiency of two algorithms is compared. Figure 5.6 (b) shows the change in computational time as the number of sampled-points increases. The computational time increases as the number of sampled-points increases. We note that it takes less than 1 second to measure the grain size with IVA and IVA at least 30 times faster than the point-sampled intercept method for the same level of accuracy. There are currently efforts to measure the grain size distribution of multiple
micrographs that are obtained sequentially from layer-by-layer sectioning and polishing. For examples like these, IVA can be effective in determining the grain size distribution in a computationally efficient manner.

5.3.3 Experimental micrographs from experimental specimens

Experiments are carried out by the die casting company to produce a model specimen chosen from real-life die casting. The tub-shaped geometry in Figure 5.7 (a) show the model specimen that is used in this study. Figure 5.7 (b) and (c) show the locations where the micrographs are taken. The tub geometry are sectioned and polished as shown in the figure. On the polished face of each section, micrographs are obtained at 8~10 different locations (corresponding numbers are shown in the figure).

Figure 5.7 (cont.)
Figure 5.7 (a) The tub-shaped specimen for validation and calibration. (b) Vertical sectioning of the specimen and locations where the micrographs are taken. (c) Horizontal sectioning of the specimen and locations where the micrographs are taken.

More than 120 micrographs are obtained from the vertical and horizontal sectioning. 8 experimental micrographs in the horizontal sectioning are shown in Figure 5.8 as an example. Most of the grains have similar size distribution over all micrographs.

Figure 5.8 8 micrographs from horizontal sectioning at section 7. 8 different locations are marked as location number in red and corresponding locations in the section are displayed at the bottom.
The experimental micrographs are recognized as an image, so that the well-developed image processing techniques are used to extract microstructure information. The random sampling with the linear intercept method is used to characterize the grain size. The linear intercept method measures the grain size in four evenly spaced directions (0°, 45°, 90°, and 135°) following ASTM E1382 linear intercept method. Two of the obtained grain size distribution are shown in Figure 5.9. The upper histograms show the grain size distribution as a bar chart and the fitted gamma and lognormal distribution. The lower histograms display log of upper two histogram.

**Figure 5.9** Extracted grain size distribution (upper histograms) and its log distribution (lower histograms) that are obtained from the experimental micrographs. The red and blue curves show the lognormal and gamma distributions that are fitted with the obtained grain size distribution.

The mean and standard deviation of the fitted lognormal distributions are shown in Figure 5.10. The legend shows the section numbers that correspond to the location in the tub geometry. The x-axis is the sample location where the micrograph are taken in each section, and the y-axis is the mean and standard deviation of the fitted lognormal distribution. As
shown in the figure, there exists no significant difference in the mean and standard deviation values between the locations.

**Figure 5.10** The mean and standard deviation of the fitted lognormal distributions that are obtained from the experimental micrographs. X-axis shows the location number and Y-axes show the mean and standard deviation of fitted lognormal distribution of grain size. Different color of data trend stands for the different section number.
This measured grain size information of all micrographs can be used to estimate the mechanical property of die cast parts, such as yield strength, through Hall-Petch equation.\textsuperscript{6b} However, the recent study shows that the grain size dispersion reduces the strength of the die cast materials.\textsuperscript{3c} Therefore, the representative grain size that can characterize the yield strength of die cast parts that has a certain grain size dispersion\textsuperscript{17} is calculated. Figure 5.11 shows the representative grain size calculated from the mean and standard deviation of grain size distribution measured in the experiment. Again, the representative grain size does not show the statistically significant change when the location of micrographs is changed.

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{representative_grain_size.png}
\caption{The representative grain size. X-axis and Y-axis shows the location an representative grain size, respectively. Different color of data trend stands for the different section number.}
\end{figure}
5.3.4 Calibration of model discrepancy using 2D Gaussian process model

Before the 2D Gaussian process model is directly applied to quantify the model discrepancy term, we present a test problem to illustrate and verify the Gaussian process modeling framework. We verify our methodology by following procedures: 1) Generate the realizations from Gaussian process model with the mean and covariance functions that have the given parameters. 2) Sample the realizations and use it as the input for parameter estimation. 3) Compare the estimated parameters with the given parameters for verification.

The 2D Gaussian process within the domain with known parameters is as follows:

\[ \delta | M, C \sim GP(M, C) \]
\[ M \to -5x^2 + 0x \cdot 0y^2 + 0y + 5 \]  \hspace{1cm} (5.11)
\[ C : x, x', l \to \exp\left( -\frac{(x - x')^2}{2 \cdot 0.2^2} \right) \]

where \( M \) and \( C \) are the mean and covariance functions of the Gaussian process, \( \delta \), \( x \) and \( y \) are defined in the domain, \( x, y \in [-1,1] \). The mean function is modeled as the second order polynomial function under the assumption that the discrepancy changes smoothly over the domain. The coefficients of polynomial are carefully chosen to have the negative values at the edge and the positive values at the center. Physically, the grains that are instantly formed near the edge of the domain expect to have smaller size than the grain size predicted from the diffusion limited growth model. In addition, the diffusion limited model expects to under-predict the actual grain size at the center location because the validity of diffusion limited is questionable at the center location. The covariance function is assumed as the squared exponential function because the correlation length during the grain growth is very
limited near the nucleation site and the effect decreases exponentially. But, there is still flexibility to increase or decrease the correlation region by changing the correlation length, $l$.

5000 realizations extracted from the given Gaussian process model are used as the input for estimation, where we try to reconstruct the parameters of the actual stochastic process from which data originated. Figure 5.12 shows the 9 realizations from the given Gaussian process model.

**Figure 5.12** The 9 realizations from the 2D Gaussian process given in Equation (5.11). The given parameters are: $a=-5$, $b=0$, $c=-3$, $d=0$, $e=0$, $f=5$, $\theta=0.2$. 
The Gaussian process with general form of mean and covariance functions (Equation (5.6)) as well as the probability density functions (PDFs) are assigned for the unknown parameters:

\[
a, b, c, d, e, f \sim \text{Uniform}[-15, 15]
\]
\[
\theta \sim \text{Exponential}(1)
\]

The form of the mean and covariance functions are set as general as possible as we test our estimation framework. The prior PDFs can be specifically chosen to incorporate any knowledge we may have on the values of the unknown parameters or can be left sufficiently vague in the absence of such information. Using 500 realizations of the given random process that are sampled at the given locations, we generate the joint posterior distribution of the parameters and pick 1000 samples from it by using the Markov Chain Monte Carlo (MCMC) method with a burn-in of 30,000 and a thinning factor of 10. The open-source Bayesian analysis package PyMC\textsuperscript{26} is used to perform Monte Carlo sampling in order to estimate their posterior PDFs. The given parameters and the corresponding estimated parameters are shown in Table 5.1. The result shows that the Bayesian inference framework can estimate the parameters in the mean and covariance functions accurately by using 500 realizations.
5.3.5 Sample size determination for GP parameter estimation

As commonly known, the bigger sample size is always preferred for the higher probability of finding a significant result. However, a large sample size is not always obtainable in the experiment: sometimes, the number of samples is limited in size because of the limit of resources, a small research population, ethical issues, and so on. Therefore, the number of sample size that can produce statistically meaningful results needs to be studied. Additionally, this number should be informed to the experimentalist, so that he can plan the experiment.

The number of realizations changes from 500 to 20 and the accuracy of the mean of estimated parameters are plotted in Figure 5.13 (a). The X-axis is the number of realizations that is used for the parameter estimation, and the Y-axis stands for the normalized estimated parameters by its true value. The legend shows the parameters to be estimated. As the realization size decreases, it deviates from its true value and the error becomes ~10 % of its true value when 20 realizations are used. Less than 50 realizations gives a large deviations from its true value (more than 5 %). Figure 5.13 (b) shows the trend of standard deviation of estimated parameters. As the number of realizations decreases, the standard deviation of estimated parameter increases, meaning there exists more chance to estimate the parameter values with a large error: the estimated uncertainty increases.
Figure 5.13 The mean (a) and the standard deviation (b) of the estimated parameters normalized by given values vs. the number of realizations used in the estimation. As the number of realizations decreases, the accuracy of mean of estimation reduces and the standard deviation of estimation increases.

We confirm that this result is consistent with the conclusion that is made by Lee and Song, saying the maximum likelihood estimator requires at least 5 times larger sampling size than the number of parameters to be estimated. In our case, the number of parameters to be estimated is 7, therefore, more than 35 samples need to be considered in the estimation.
The numbers are not exact for all cases because it depends on the model, distribution of the parameters and other characteristics of the problem, but this can be a guideline for planning the experiment.
5.4 Conclusion

This work suggests a novel modeling framework with uncertainty quantification that helps to understand the distribution of the mechanical property of die casting products. The proposed framework consists of the computational approach that can connect the input parameters with final product quality through the manufacturing process modeling. Within this framework, a novel characterization method that can extract the microstructural information (e.g., grain size) from experimental micrographs is developed. Additionally, the calibration/validation framework with the Gaussian process is utilized to increase the reliability of computational model. This work suggests a framework that can model the stochasticity of microstructure by including the Gaussian process modeling with Bayesian inference. The verification process shows that the Bayesian estimation framework can capture the proper parameter values from the realizations of the given Gaussian process model. The proposed framework provides a general methodology that helps to calibrate and validate the computational model that simulates the entire manufacturing processes with uncertainties.
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