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Abstract

This is a study of how the distribution and properties of dark matter halos can be utilized as probes of fundamental questions in modern cosmology. Spatial clustering of dark matter halo carry a wealth of information regarding its evolution history and environment. In particular, I study halo assembly bias, which refers to the assembly history dependence of spatial clustering for dark matter halos at fixed mass, using observational and cosmological simulation data. Understanding and modeling assembly bias provides insight into the context of hierarchical structure formation theory. Apart from spatial clustering I also study shapes of dark matter halos and how to measure them using three-point galaxy statistics, which itself serves as an astrophysical constraint on properties of dark matter.
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2.1 (a): Plot of the multipole moments of stacked halos. The solid curves show the isotropic component (monopole, $\kappa_0$) of the surface density profile and the dashed curves show the $\cos 2\theta$ component (quadrupole, $\kappa_2$). The convergence $\kappa$ is proportional to surface density $\Sigma$. (b): Radial dependence of ellipticity, which we define as $\varepsilon(r) \equiv \kappa_2/(\eta\kappa_0)$, for three different mass bins. The blue, red and green colors correspond to three different mass bins. Note that, although the multipole moments vary by orders of magnitude, the ellipticity remains nearly constant across much of the range of interest. 20

2.2 Lens-shear-shear three point correlation function. We correlate the shear at sky positions $\vec{r}_1$ and $\vec{r}_2$ relative to foreground lens galaxies, and construct an estimator summing all such triangular configurations in the sky. 25

2.3 The top panels show the comparison between the average ellipticities of halos in various mass bins (solid curve), compared to the ellipticity determined from the 3-point estimator (dashed line). The bottom panel shows the local slope of the isotropic component (monopole) of the halos. The red curve corresponds to the smoothed slope of the 3D profile, and the green curve corresponds to the local slope of the projected 2D profile. The dashed curves show the slope of the NFW profile in 2D and 3D for reference. These slopes were measured from the stacked profiles after they were smoothed using a 6th order Savitzky-Golay filter over 17 nearest bins [1]. In the low mass bins, we observe significant departures from NFW slopes at large radii, possibly indicating the effects of nearby halos. 28

2.4 Example of line of sight projection effects. The halo at the origin has massive neighbors projecting nearby, which generate a large quadrupole moment that is unrelated to the halo’s own ellipticity. Colors correspond to convergence $\kappa$, for a lens redshift of $z_l = 0.3$ and source redshift of $z_s = 0.5$. 30

2.5 Effect of including satellites (subhalos) in our sample. The black solid curve shows the average ellipticity of halos estimated from N-body simulations in the mass bin $10^{12.4} - 10^{12.6} M_\odot h^{-1}$ using central galaxies only. The dashed lines show the ellipticity determined by the three-point estimator, applied to samples with various degrees of contamination by satellites. If satellites are not excluded (red line), the estimated ellipticity is significantly biased. Removing the satellites in the most dense environments eliminates much of the bias. 32
3.1 The stacked tangential shear profiles $\langle \Delta \Sigma (r) \rangle$ for mock galaxies, after the $M_\star$ stellar mass ranges have been adjusted to make the shear profiles consistent within 200$h^{-1}$kpc. Left: $\langle \Delta \Sigma (r) \rangle$ for samples including both centrals and satellites. Right: $\langle \Delta \Sigma (r) \rangle$ for only central galaxies, i.e. with all satellites removed. The red (blue) data points represent the red (blue) sample.

3.2 These line plots present the fraction of mock halos $P(M)$ in mass bin $(M, M + dM)$ for the galaxy samples with consistent lensing profiles shown in Fig. 3.1. Red and blue lines represent the red and blue galaxies respectively. Solid and dashed lines represent the mass distributions for the subhalos and the host halos respectively. Left: $P(M)$ for all mock galaxies, the significant proportion at $M \geq 10^{12.5}h^{-1}M_\odot$ indicates there are satellites in the samples which are located in massive host halos. Right: $P(M)$ for only central galaxies. By construction, the halos in these samples are all host halos. After satellite removal, the red and blue samples have consistent halo mass distributions.

3.3 The 2PCFs of the mocks after pairing the lensing profiles of the red and blue samples. The red (blue) dots represent the red (blue) sample of the “All galaxies” sample, while the magenta (cyan) triangles represent the red (blue) sample of the “Central only” sample. The stellar mass bins $(\log_{10}(M_\star/M_\odot))$ chosen in the mock have similar widths as those chosen in CFHTLenS data. Left: The 2PCFs with no satellite exclusion. The stellar mass ranges of the blue “All galaxies” and “Centrals only” samples are [9.925, 10.925] and [9.943, 10.943] respectively, whereas both of the red samples are kept at [9.8, 10.8]. The severe satellite contamination $f_{\text{sat, init.}} = 25.4\%$ can mimic the assembly bias signal, as demonstrated by the larger difference in 2PCFs of the red and blue galaxies for the “All galaxies” sample than those for the “Centrals only” sample. Right: The 2PCFs with the most stringent satellite exclusion adopted in this paper. The stellar mass ranges of the blue “All galaxies” and “Centrals only” samples are [9.925, 10.935] and [9.928, 10.928] respectively, whereas both of the red samples are kept at [9.8, 10.8]. Under this exclusion criterion, we have excluded $f_{\text{sat, excl.}} = 80.8\%$ of the satellites, and left with satellite contamination $f_{\text{sat}} = 9.1\%$. Nonetheless, the consistency between the 2PCFs of the “All galaxies” and “Centrals only” samples suggests that the residual contamination present in the sample is insufficient to solely account for the difference in the bias signals in the mock.

3.4 The stacked shear profiles of CFHTLenS data with the most stringent satellite exclusion adopted, i.e. $A = 1.5$, and if there is any neighboring galaxy whose stellar mass is at least 3 times more massive than the lens galaxy within 500$h^{-1}$kpc projected distance. The red (blue) dots represent the red (blue) sample. The stellar mass bins have been adjusted to allow the lensing profiles of the red and blue samples to be consistent by minimizing $\Delta \chi_S^2$. There are 4376 and 8206 galaxies in the red and blue samples respectively, and the stellar mass ranges $(\log_{10}(M_\star/M_\odot))$ for the red and blue samples are [9.05, 10.05] and [9.5, 10.55] respectively. The results of $\Delta \chi_S^2$ minimization are shown in Table A.1.
3.5 Left: The 2PCFs of CFHTLenS with the following satellite exclusion criterion applied: $A = 1.5$, and if there is any neighboring galaxy whose stellar mass is at least 3 times more massive than the lens galaxy within $500h_{70}^{-1}$kpc projected distance. The red (blue) dots represent the red (blue) sample. Right: The difference of the 2PCFs $\Delta w(\theta) = w^{\text{red}}(\theta) - w^{\text{blue}}(\theta)$ corresponding to the left panel at $3 - 11h_{70}^{-1}$Mpc. The dashed lines show the $\Delta w(\theta) = 0$ level. The significance of difference of the 2PCFs is $1.67\sigma$. The physical distance at $z = 0.3$ is shown at the top abscissae of the panels.

4.1 The different curves show stacked mass accretion histories for subsets of BigMDPL halos with $M_{\text{vir}} = 0.7 - 1 \times 10^{15} h^{-1} M_\odot$. The curves corresponds to the halos with the highest 25% of $a_{0.5}$ (brown), the lowest 25% of $a_{0.5}$ (green), the top 25% of $\alpha_g$ (red), and bottom 25% of $\alpha_g$ (blue). The width of each curve corresponds to the $1 - \sigma$ jackknife uncertainty on the mean MAH. As discussed in the text, $\alpha_g$ is a better indicator of large-scale bias than $a_{0.5}$, and it tends to split the halos more strongly on their early assembly histories ($f < 0.5$) for this mass range.

4.2 Plotted is the cross-correlation coefficient between the linear overdensity, smoothed on a scale of $30 h^{-1}$ Mpc, and the time when the halo acquires fraction $f$ of its present-day mass, denoted $a_f$. The blue curve corresponds to high-mass halos in the mass range $M_{\text{vir}} = 1 - 2 \times 10^{15} h^{-1} M_\odot$, while the red curve is for low-mass halos with $M_{\text{vir}} = 1 - 2 \times 10^{14} h^{-1} M_\odot$. The width of each band corresponds to the $1 - \sigma$ uncertainty, determined by jackknife.

4.3 BigMDPL halos with $M_{\text{vir}} = 1 - 1.1 \times 10^{14} h^{-1} M_\odot$. Plotted are the stacked (average) MAHs for isolated halos in the top (red) and bottom (blue) quartiles of $\alpha_{\text{opt}}$ as defined in Eq. (4.4). The width of each curve corresponds to the $1 - \sigma$ jackknife uncertainty on the mean MAH. We have used a narrow mass bin in order to enforce that both subsets have the same average mass at $z = 0$.

4.4 Phase space diagrams around BigMDPL halos with $M_{\text{vir}} = 1 - 1.2 \times 10^{14} h^{-1} M_\odot$. The color corresponds to the mass in neighbors (in units of $h^{-1} M_\odot$) at each pixel in the space of $r$ and $v_r$. We have used a somewhat wider mass bin than in Fig. 4.3 in order to improve the statistical uncertainties. The top panel is for the low $\alpha_{\text{opt}}$, corresponding to the blue curve in Fig. 4.3, while the bottom panel is for high $\alpha_{\text{opt}}$, corresponding to the red curve in Fig. 4.3. For this mass range, $r_{\text{vir}}$ is depicted by the vertical dotted white line at slightly less than $1 h^{-1}$ Mpc. Comparing the two panels, we can see that the sample in the lower panel has a significant amount of bound, virialized mass near splashback located just outside $r_{\text{vir}}$.
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Chapter 1

Introduction

The “standard model” of cosmology has emerged over the past few decades, named the $\Lambda$CDM model. This model has gained spectacular successes in describing numerous observed large-scale properties of the Universe [2–17]. By combining the $\Lambda$CDM model prediction with observational data from modern cosmological surveys, we now understand the Universe mainly consists of components far beyond our current knowledge. Surprisingly, the luminous baryonic matter that we are familiar with, only represents a tiny amount of the energy content of the Universe [2, 18]. To explain the phenomena in our Universe, we need two key physical ingredients, dark matter and dark energy [2, 18], whose very existence represent physics beyond the Standard Model of particle physics.

While little is known about dark energy at present, dark matter is believed to be composed of a new particle undiscovered in any terrestrial accelerators [19–22]. For instance, a popular candidate for dark matter is the lightest supersymmetric partner to Standard Model particles [19–23]. Elucidating the nature of dark matter requires measuring properties and behaviors of the dark matter particle, such as its mass, its self-interactions, or its spatial distribution in the Universe. While terrestrial experiments have placed stringent constraints on any interactions between dark matter and ordinary matter, astrophysical observations can additionally constrain physics of dark matter particles. For instance, self-interactions in the dark matter sector can produce significant effects in the formation and evolution of cosmic structure that are potentially observable [24–27]. On the other hand, studying the spatial distribution of dark matter allows us to infer the evolution of large scale structures [28–30], and hence unveil the mystery of the Universe.

Dark matter is ubiquitous in the Universe. Not only does it reveal evidence of its existence
through rotation curves of spiral galaxies [31–33], but its necessity has also been detected by investigating galaxy clusters and large scale structures [7, 11, 34]. In fact, dark matter plays a crucial role in structure formation of the early Universe. Measurements of the CMB power spectrum back to the time of recombination ($z \sim 1100$) tell us that the matter distribution in the early Universe was highly homogeneous, with only a tiny inhomogeneities of the order $\delta T/T \sim 10^{-5}$ [2, 3, 35]. Nevertheless, it is exactly these initial minuscule inhomogeneities that planted the seeds evolving to the cosmic structure, galaxies and clusters we observe today [28, 29, 36, 37]. However, theories and numerical simulations have showed that the amount of baryonic matter present today is not sufficient to explain the currently observable inhomogeneity of matter structure. It appears to be possible only with the existence of large amount of dark matter [38, 39]. One of the endpoint products created from the collapse of dark matter fields is called dark matter halos, which are gravitationally bound and virialized structures that have decoupled from the Hubble expansion [30, 40]. These highly non-linear bound objects evolve independently from the background expansion of the Universe. The average overdensity of the matter field within these halos is almost 200 times larger than the mean background density of the Universe [41], making them the strong gravitational potential wells within which all known structure in the Universe, such as galaxies, stars, solar systems, planets form and evolve.

As dark matter accounts for a significant amount of components in our Universe, understanding the structure and distribution of dark matter halos can provide us insights into some of the outstanding fundamental problems in modern cosmology. In the rest of this chapter, we firstly outline in section 1.1 how dark matter plays a role in the initial density perturbation which then evolves to the non-linear structures we observe today. Next, we outline the model explaining the collapse and formation of dark matter halos in section 1.2. We then give an introduction on mass profile, shapes and spatial distribution of halos in sections 1.3, 1.4 and 1.5 respectively. Last but not least, we describe an observable astrophysical probe of dark matter halos - gravitational lensing in section 1.6.
1.1 Gravitational instability and structure formation

Structure formation can be treated as an initial value problem, i.e. given the initial conditions as seeds for the primordial density perturbations of different species, we then follow the time evolution of the densities and compare with observed measures of structure. In the following, we outline the essence of the calculation. See also [28, 42–44] for a more sophisticated treatment of the problem.

We consider only gravitational interaction and pressure force. The gravity comes from the overdensities which have extra gravitational attraction over the background universe. On the other hand, the pressure force comes from the thermal pressure of baryons, when photons exert radiation pressure on baryons before decoupling. The fluid dynamics is used for calculation when the underlying fields of different matter species are investigated. For small scales and in the weak gravity regime, using linear theory in the Newtonian approach would be sufficient. In the following discussion, we consider an expanding Universe.

We firstly introduce the Lagrangian and Eulerian coordinate choices. The Lagrangian coordinate \( \vec{r} \) is time-independent but it expands in physical space. Next, the Eulerian coordinate is a time-independent grid \( \vec{x} \) fixed in physical space, mathematically,

\[
\vec{x}(t) = a(t)\vec{r}
\]

\[
\nabla_{\vec{x}} = \frac{1}{a} \nabla_{\vec{r}}
\]

where \( \nabla \) stands for the gradient of the coordinate. Consider firstly the unperturbed density field \( \rho(\vec{x}, t) = \rho_0(t) \), velocity field \( \vec{v}(\vec{x}, t) = \vec{v}_0 = (\dot{a}/a)\vec{x} = \dot{a}\vec{r} \) and gravitational potential field
\( \Phi(\vec{x}, t) = \Phi_0 \). From mass conservation equation,

\[
\partial_t \rho_0 + \nabla \cdot (\rho_0 \vec{v}) = \dot{\rho}_0 + \rho_0 \frac{\dot{a}}{a} \nabla_\vec{x} \cdot \vec{x} = 0
\]

(1.3)

\[
\dot{\rho}_0 + 3 \frac{\dot{a}}{a} \rho_0 = 0
\]

(1.4)

\[
\Rightarrow \rho \propto a^{-3}
\]

(1.5)

Then, from the Poisson equation,

\[
\nabla^2 \Phi_0 = \frac{1}{x^2} \partial_x (x \partial_x \Phi_0) = 4\pi G \rho_0
\]

(1.6)

\[
\Rightarrow \Phi_0 = \frac{2\pi G \rho_0}{3} x^2 = \frac{2\pi G \rho_0}{3} a^2 \vec{r}^2
\]

(1.7)

\[
\nabla_\vec{x} \Phi_0 = \frac{4\pi G \rho_0}{3} \vec{x}
\]

(1.8)

\[
\nabla_\vec{r} \Phi_0 = \frac{4\pi G \rho_0}{3} a \vec{r}
\]

(1.9)

Lastly, from the Euler equation,

\[
\frac{d(\dot{a} \vec{r})}{dt} = \ddot{a} \vec{r} = \frac{\dot{a}}{a} \vec{x} = -\frac{4\pi G \rho_0}{3} \vec{x}
\]

(1.10)

\[
\Rightarrow \frac{\ddot{a}}{a} = -\frac{4\pi G \rho_0}{3}
\]

(1.11)

Hence, the usual Friedmann equations of an expanding Universe are derived in the above equations with non-relativistic approximation.

Next, we add linear perturbations to the physical fields, denoting the perturbed values with the subscript 1, i.e.

\[
\rho = \rho_0 + \rho_1 = \rho_0 [1 + \delta(\vec{x})]
\]

(1.12)

\[
\vec{v} = \vec{v}_0 + \vec{v}_1
\]

(1.13)

\[
\Phi = \Phi_0 + \Phi_1
\]

(1.14)
Plugging these in the mass conservation, Poisson and Euler equations, and keeping only linear terms in perturbations in Lagrangian coordinates, i.e. $\vec{x}(t) = a(t)\vec{r}(t)$, $\vec{v}_1(t) = a(t)\vec{u}(t)$ and $\nabla = \nabla_{\vec{r}}$,

$$\ddot{u} + \frac{\dot{a}}{a} \dot{u} = -\frac{1}{a^2} \nabla \Phi_1 - \frac{1}{a} \frac{\nabla \delta p}{\rho_0}$$  \hspace{1cm} (1.15)

$$\dot{\delta} = -\nabla \cdot \vec{u}$$  \hspace{1cm} (1.16)

In particular, the term $2(\dot{a}/a)\dot{u} = -2H\ddot{u}$ is called the Hubble drag, which removes kinetic energy from collapsing objects, and allows the total energy to decrease with time.

From Eqns. 1.15, 1.16 and the Poisson equation, the linearized density evolution in Fourier space, i.e. $\delta(\vec{r}) \sim e^{-i\vec{k} \cdot \vec{r}}$ is given by,

$$\ddot{\delta}_k + 2\frac{\dot{a}}{a} \dot{\delta}_k = \left(4\pi G \rho_0 - \frac{c_s^2 k^2}{a^2}\right) \delta_k$$  \hspace{1cm} (1.17)

where the adiabatic sound speed, $c_s^2 = \partial p/\partial \rho$. With the expansion of the universe, the Hubble drag $-2H\dot{\delta}_k$ is present which opposes density growth. The Jeans’ scale is defined as $k_J = 2\pi/\lambda_J = \sqrt{4\pi G \rho_0 a^2 / c_s^2}$. Regions with length scales larger than Jeans’ scale, i.e. ($\lambda > \lambda_J, k < k_J$), would collapse under gravity. On the other hand, regions smaller than Jeans’ scale, i.e. ($\lambda > \lambda_J, k < k_J$) would be expected to oscillate due to balancing effect between pressure force and gravity.

Consider large scales $\lambda \gg \lambda_J$, Eqn. 1.17 would be reduced to:

$$\ddot{\delta}_k + 2\frac{\dot{a}}{a} \dot{\delta}_k \approx 4\pi G \rho_0 \delta_k$$  \hspace{1cm} (1.18)

For a matter-dominated Universe, the two roots of Eqn. 1.18 are found to follow power law solutions, with power indices $s = 2/3$ and $-1$, which correspond to the growing and decaying modes, i.e.

$$\delta_+(t) = \delta_+(t_i) \left(\frac{t}{t_i}\right)^{2/3}; \quad \delta_-(t) = \delta_-(t_i) \left(\frac{t}{t_i}\right)^{-1}$$  \hspace{1cm} (1.19)
The growing mode dominates. Hence, the scales larger than the Jeans’ scales are referred to the unstable modes, each unstable Fourier mode grows with time as \( \delta_k(t) \propto D(t) \sim t^{2/3} \sim a \) in a matter-dominated Universe. Note that each wavenumber \( k \) grows independently by the same factor. In real space, the linear growth factor \( D(t) \) relates the overdensities at initial time \( t_i \) and time \( t \), i.e. \( \delta(t) = D(t)\delta(t_i) \). Simply put, the entire overdensity pattern grows with the same amplification.

An application of the linear theory can be applied to the structure formation problem. If the Universe were made of baryonic matter only, we should expect oscillation modes for the overdensities with little growth before recombination due to the coupling effect between baryons and photons. However, after decoupling, photons were no longer intertwined with baryons and therefore the density fluctuation of the underlying matter field should grow.

Given that matter density \( \rho \propto a^{-3} \propto T^3 \), we have \( \delta \rho / \rho = 3 \delta T / T \). As the CMB observation shows that the temperature fluctuation at last scattering was \( \delta T / T \sim 10^{-5} \) at \( z \sim 1100 [2, 3, 35] \), one can deduce the matter density fluctuation at last scattering, which was \( \delta(z = 1100) \sim 3 \times 10^{-5} \). Hence, one would expect the size of fluctuations today to be:

\[
\delta_0 = \frac{D_0}{D_{ls}} \delta_{ls} = \frac{a_0}{a_{ls}} \delta_{ls} = (1 + z_{ls}) \delta_{ls} \sim 0.03 \ll 1 \tag{1.20}
\]

The perturbation would then be still well in the linear regime, implying no non-linear structures would have formed. On the contrary, we do observe non-linear structures today such as galaxies and clusters. Hence, a baryonic matter-only Universe model is apparently contradicting the observational evidence in the real Universe.

Hence, we further consider density perturbation due to dark matter. We assume cold dark matter is pressureless, i.e. \( c_s = 0 \). During the radiation dominated epoch, i.e. \( \rho_r \gg \rho_m \), we write the Jeans’ equation for dark matter in Eqn. 1.17 as:

\[
\ddot{\delta}_m + 2\frac{\dot{a}}{a} \dot{\delta}_m \approx 0 \tag{1.21}
\]
The solution comprises of a logarithmic growing mode and a $t^{-1}$ dependence decaying mode, i.e. 

$$\delta_m(t) = D(t)\delta_m(t_i) = \left(D_1 \ln t + \frac{D_2}{t}\right)\delta_m(t_i) \tag{1.22}$$

As the growing mode scales with $\ln t$, dark matter perturbation hardly grows in the radiation dominated era until the end of the radiation era, namely the matter-radiation equality ($z_{eq} \sim 3 \times 10^4$). After the transition, the Universe enters the matter-dominated era and dark matter grows as $t^{2/3}$. Since dark matter does not couple with photons, they could have grown earlier, and hence more than baryon does. With the presence of dark matter perturbation, the size of fluctuation today would be:

$$\delta_{m,0} = \frac{D_{ls}}{D_{eq}}\delta_{b,0} \sim \frac{1 + z_{eq}}{1 + z_{ls}}\delta_{b} \sim 30 \times 0.03 \sim 1 \tag{1.23}$$

Therefore, dark matter can grow to nonlinearity today. Hence, the existence of collapsed cosmic structures requires collisionless dark matter.

### 1.2 Halo collapse model

The spherical collapse model provides a standard way to understand halo formation. This model follows the evolution of a shell enclosing a top hat density perturbation in a spatially flat, matter-dominated Einstein de-Sitter universe (i.e. $\Omega_m = 1$). See [28, 42–44] for a more sophisticated treatment of the spherical collapse model.

In the spherical collapse model, the spherical density perturbation of radius $r_0$ evolves independently as a closed universe, with the mass enclosed by the perturbation shell given by $M = 4\pi r_0^3 \Omega_m \rho_c/3$, where $\rho_c$ is the critical density of the universe, $r_0$ is the initial radius of the shell and $\Omega_m$ is the fractional matter overdensity of the closed universe. Also, let $\theta$ be the development angle that goes from 0 to $2\pi$. Consider the equation of motion of the shell, from Gauss’ law, the force on the shell enclosing a spherically symmetric density depends only on the
mass enclosed within it, therefore,

\[ \frac{d^2 r(t)}{dt^2} = -\frac{GM(<r(t))}{r(t)^2} \]  \hspace{1cm} (1.24)

Solving the equation, the parametric solution is given by,

\[ r(\theta) = A(1 - \cos \theta) \]  \hspace{1cm} (1.25)
\[ t(\theta) = B(\theta - \sin \theta) \]  \hspace{1cm} (1.26)

Define the scaled conformal time \( \eta \) by \( \theta = H_0 \eta (\Omega_m - 1)^{1/2} \), hence

\[ A = \frac{r_0 \Omega_m}{2(\Omega_m - 1)} \]  \hspace{1cm} (1.27)
\[ B = \frac{\Omega_m}{2H_0(\Omega_m - 1)^{3/2}} \]  \hspace{1cm} (1.28)

To interpret the above equations physically, the initial perturbation expands with the Hubble flow, after some time it detaches from the Hubble flow and begins to deviate significantly. We firstly consider the linear perturbation, we hence take the two leading order terms of the solution, which are given by:

\[ r(\theta) \approx A \left( \frac{\theta^2}{2} - \frac{\theta^4}{4} \right) \]  \hspace{1cm} (1.29)
\[ t(\theta) \approx B \left( \frac{\theta^3}{6} - \frac{\theta^5}{120} \right) \]  \hspace{1cm} (1.30)

Relating as \( A^3 = GM B^2 \). Consider at early times, i.e. \( \theta \to 0 \), we consider only the first order leading terms of \( r(\theta) \) and \( t(\theta) \), and we get:

\[ r(t) = \frac{A}{2} \left( \frac{6t}{B} \right)^{2/3} \propto t^{2/3} \]  \hspace{1cm} (1.31)

so the evolution of the perturbation shell evolves similarly to an unperturbed matter dominated
universe with $\Omega_m = 1$.

Consider at later times, we consider also the next leading order terms. Reiterating solutions for $r(\theta)$ and $t(\theta)$, we get,

$$r(t) = (6t)^{2/3}(GM)^{1/3} \left[ 1 - \frac{1}{20} \left( \frac{6t}{B} \right)^{2/3} \right]$$

(1.32)

Spherical collapse conserves the mass inside the perturbation shell, which is given by $M = 4\pi r_0^3 \bar{\rho}_m/3$. Therefore, if the linear overdensity enhances by an amount $\delta$, the radius must have shrunk by an amount of $dr$, yielding $M = 4\pi r_0^3 \bar{\rho}_m (1 + \delta) (1 + dr)^3/3$. On the other hand, mass conservation yields $(1 + \delta) (1 + dr)^3 = 1$. By Taylor expanding to express $\delta$ in terms of $dr$, and substituting the expression of $dr$ from Eqn. 1.32, we find that the matter density and linear overdensity perturbation at a given time $t$ are:

$$\rho_m = \frac{3M}{4\pi r^3} = \frac{1}{6\pi t^2 G} \left[ 1 + \frac{3}{20} \left( \frac{6t}{B} \right)^{2/3} \right]$$

(1.33)

$$\delta \equiv \frac{\rho_m - \bar{\rho}_m}{\bar{\rho}_m} = \frac{3}{20} \left( \frac{6t}{B} \right)^{2/3}$$

(1.34)

From the above equation, we see the mean mass density at a given time $t$ is $\bar{\rho}_m = 1/(6\pi t^2 G)$, which also holds true for non-linear perturbation calculation. We will describe some of the key epochs of evolution predicted by the linear perturbation theory. For instance, turnaround occurs when $\theta = \pi$, when $t = \pi B$, and halo collapse occurs when $\theta = 2\pi$, when $t = 2\pi B$. The linear overdensities of these the turnaround and collapse epochs correspond to $\delta_{ta} = 1.06$ and $\delta_{col} = 1.69$ respectively.

The simple spherical collapse model assumes no shell crossing, i.e. all shells collapsing at the same time creating an infinite overdensity at collapse. Nevertheless, collapse does not proceed to a point but reach a state called virial equilibrium. The Virial theorem governs the final equilibrium state of a system with energies $U = -2K$, where $U$ and $K$ are the gravitational potential energy and kinetic energy respectively. At turnaround, the radius of the shell is maximum, reaching $r_{\text{max}}$. 
By applying the Virial theorem and conservation of energy at turnaround and virialized state, we obtain \( U(r_{\text{max}}) = U(r_{\text{vir}})/2 \). Since \( U \propto 1/r \), we solve that \( r_{\text{vir}} = r_{\text{max}}/2 \). Consider the collapse time equals twice that of the turnaround time, and the fact that the turnaround time equals the free fall time, i.e.

\[
t_{\text{ta}} = t_{\text{ff}} = \frac{1}{2} t_{\text{col}} = \sqrt{\frac{3\pi}{32G\rho_{\text{ta}}}}
\]

which implies the mean density of perturbation at turnaround is

\[
\rho_{\text{ta}} = \frac{3\pi}{32Gt_{\text{ta}}^2}
\]

On the other hand, as the radius of the density contrast shrinks by a factor of 2 from the turnaround state to the collapsed (virialized) state, the density at collapsed state becomes 8 times that of the turnaround state, i.e.

\[
\rho_{\text{col}} = 8\rho_{\text{ta}} = \frac{3\pi}{Gt_{\text{col}}^2}
\]

If we compare the mean density of perturbation at collapse with the background mean matter density, i.e. \( \bar{\rho}_m(t_{\text{col}}) = 1/(6\pi t_{\text{col}}^2 G) \), we obtain the non-linear overdensity at virialization as:

\[
\Delta_{\text{vir}} = \frac{\rho_{\text{col}}}{\bar{\rho}_m} = 18\pi^2 \approx 178
\]

This is true for the Einstein-de Sitter cosmology \( (\Omega_m = 1) \). For general cosmologies, the non-linear overdensity \( \Delta_{\text{vir}} \) can be calculated in a similar fashion. Physically, for lower \( \Omega_m \) models, fluctuation of the same mass \( M \) and \( \delta \) has a larger initial radius and smaller physical density, and hence takes longer to collapse. As that implies the mean density of matter becomes smaller when collapse happens, the overdensity \( \Delta_{\text{vir}} \) therefore are larger for lower \( \Omega_m \) models.

Bryan and Norman [41] proposed a fitting formula that accurately approximates \( \Delta_c \), the over-
density defined with respect to the critical density of the Universe, in open (i.e. $\Omega_\Lambda = 0$) and flat $\Lambda$CDM cosmologies, with error $\lesssim 1\%$ for $0.1 \leq \Omega_m \leq 1$, i.e.

$$\Delta_c(z) = 18\pi^2 + 82[\Omega_m(z) - 1] - 39[\Omega_m(z) - 1]^2$$ (1.39)

where $\Omega_m(z)$ is the cosmological parameter of the mass density at redshift $z$. As an example, for the concordance $\Lambda$CDM cosmology with $(\Omega_m, \Omega_\Lambda) = (0.27, 0.73)$, $\Delta_c(z = 0) \approx 97$. Using the relation $\rho_{\text{halo}} = \Delta_c \rho_c = \Delta_{\text{vir}} \rho_m$ and $\Omega_m = \rho_m / \rho_c$, we obtain $\Delta_{\text{vir}}(z = 0) \approx 358$.

As one of the key insights from this model is that $\Delta_{\text{vir}}$ is independent of the initial size and the amplitude of the density perturbation. Therefore, it is handy, and hence many literatures utilize this overdensity to define the boundary of a halo. In other words, a halo is defined as the interior of the radius enclosing a matter overdensity of $\Delta_{\text{vir}} = 178$. Conventionally, literatures use this virialized overdensity $\Delta_{\text{vir}}$ to define the radius of the halo which bounds an average density of this threshold value. In most of the analyses presented in this thesis, we use virial mass as the mass definition of halos, unless otherwise specified. In particular, we shall see how the choice of this definition affects the assembly bias results of cluster-sized halos ($\sim 10^{14} M_\odot$) in chapter 4.

1.3 Mass profile of dark matter halos

Multiple cosmological simulations have confirmed a universal density profile of dark matter halo internal mass distribution, named the Navarro-Frenk-White profile (hereby NFW profile) [45, 46]. It has been demonstrated repeatedly that the NFW profile can successfully describe the internal structure of dark matter halo over a wide range of halo masses (from sub-galaxy mass to cluster-sized halo mass). Many attempts have been made to study and analyze this apparent universality of the dark matter halo density profile [47–52].
The NFW profile takes the functional form

$$\rho(r) = \frac{\delta_0 \rho_c}{(r/r_s) (1 + r/r_s)^2}$$  \hspace{1cm} (1.40)

where $\rho_c$ is the critical density of the universe, $\delta_0$ is a characteristic (dimensionless) density, and $r_s$ is the scale radius, at which the logarithmic slope of density profile $d \ln \rho / d \ln r = -2$. In Eqn. 1.40, one can deduce that at the inner region where $r \ll r_s$, the density scales with $r^{-1}$, whereas at the outer region where $r \gg r_s$, the density drops more rapidly and scales with $r^{-3}$. Another important parameter for halos is the concentration parameter $c$, which can be defined as the ratio of the virial radius $r_{\text{vir}}$ and the scale radius $r_s$ of the halo, i.e. $c = r_{\text{vir}}/r_s$. The concentration parameter can be likewise defined with respect to different density thresholds such as 200 times the critical density or mass density of the universe. The concentration parameter characterizes how compact the halo is, in the sense that a larger $c$ corresponds a more compact halo. With the known concentration parameter, we can figure out the dimensionless characteristic density $\delta_0$ as,

$$\delta_0 = \frac{\Delta_{\text{vir}}}{3} \frac{c^3}{\ln(c+1) - c/(c+1)}$$  \hspace{1cm} (1.41)

where $\Delta_{\text{vir}}$ is the overdensity at virialization as defined in Eqn. 1.38. The NFW profile can be leveraged to determine the mass profile and hence total mass of dark matter halo, which we will discuss in depth in the following chapters.

### 1.4 Shapes of dark matter halos

As mentioned in section 1.2, dark matter halos arise from the initial density perturbation. Nevertheless, a real density perturbation is neither spherical nor homogenous. In fact, dark matter halos are found to be triaxial in cosmological $N$-body simulations. Depending on the dark matter self-interaction cross-section, halos with different ellipticities can be produced. The cold dark matter model predicts elliptical halos with axis ratio approaching 0.5:1 [53–56], since cold dark matter is
dissipationless, it retains signatures of anisotropy during the formation of halos. Alternative model such as the self-interacting dark matter model, in which particles can dissipate momentum through non-gravitational interactions, washes out the anisotropic mass distribution of dark matter halos since their formation, producing nearly spherical halos [57–59]. Therefore, measuring halo shapes can help probe the fundamental nature of dark matter itself, which is one of the most outstanding problems in modern cosmology. We elaborate on this topic in chapter 2.

1.5 Spatial distribution of dark matter halos

Apart from the mass structure of dark matter halos, we also study their spatial distribution. Details on this topic can be found in [60–64].

In the standard cosmological model, the spatial clustering of galaxies reflects the clustering of the dark matter halos hosting those galaxies. Since halos are made out of dark matter, naively we would expect the halo sample the underlying dark matter mass distribution, i.e. the number density of halos $\delta_h$ is simply proportional to the matter density $\delta_m$,

$$\delta_h(\vec{x}) = \frac{n_h(\vec{x}) - \bar{n}_h}{\bar{n}_h} = \frac{\rho_m(\vec{x}) - \bar{\rho}_m}{\bar{\rho}_m} = \delta_m(\vec{x})$$

(1.42)

If that were the case, galaxies form and reside in dark matter halos, then the number density of galaxies would be an unbiased estimator of the local mass density, i.e. light traces matter. However, in reality, halo formation is not a random process. Rather, they only form where the (smoothed) density field has exceeded a threshold value, i.e. the critical overdensity predicted by the spherical collapse model, $\delta_{\text{collapse}} = 1.69$. It is this threshold which causes halos to be biased tracers of the underlying matter distribution, i.e.

$$\delta_h = b\delta_m$$

(1.43)

In cosmological simulations, the bias $b$ is typically measured by comparing the cross-correlation
function between dark matter halos of mass $M$ and dark matter particles $\xi_{hm}(r)$ with the auto-correlation function of dark matter particles $\xi_{mm}(r)$, in other words:

$$\xi_{hm}(r) = \langle \delta_h(\vec{x})\delta_m(\vec{x} + \vec{r}) \rangle = b\langle \delta_m(\vec{x})\delta_m(\vec{x} + \vec{r}) \rangle = b\xi_{mm}(r)$$  \hspace{1cm} (1.44)$$

we see that $b = \langle \xi_{hm}/\xi_{mm} \rangle$, with $\langle \cdot \rangle$ denotes an ensemble averaging over large radii. Alternatively, we can express the density of a component $\delta(\vec{x})$ as a sum over wave modes,

$$\delta(\vec{x}) = \Sigma \delta(\vec{k}) e^{-i\vec{k} \cdot \vec{x}}$$  \hspace{1cm} (1.45)$$

we then have,

$$\xi(\vec{r}) = \langle \Sigma_{\vec{k}} \Sigma_{\vec{k}'} \delta(\vec{k})\delta^*(\vec{k}')e^{i(\vec{k}' - \vec{k})\cdot \vec{r})} \rangle$$  \hspace{1cm} (1.46)$$

Given the periodic boundary condition, all the cross terms with $\vec{k} \neq \vec{k}'$ cancel out, we then obtain,

$$\xi(\vec{r}) = \frac{V}{8\pi^3} \int |\delta(\vec{k})|^2 e^{-i\vec{k} \cdot \vec{r}} d^3k$$  \hspace{1cm} (1.47)$$

where $V$ is the concerned volume, and $|\delta(\vec{k})|^2$ is the power spectrum. As we investigate a sufficient large volume where the isotropic principle applies, we then have $P(k) = \langle |\delta(k)|^2 \rangle = |\delta(\vec{k})|^2$, the correlation function becomes

$$\xi(r) = \frac{V}{2\pi^2} \int k^3 P(k) \sin(kr) \frac{dk}{kr}$$  \hspace{1cm} (1.48)$$

Therefore, the two-point correlation function of a density fluctuation field $\delta$ is the Fourier transform of the power spectrum $P(k)$. We can then also measure the bias $b$ in the Fourier space, i.e.

$$P_{hm}(k) = bP_{mm}(k)$$  \hspace{1cm} (1.49)$$
One can determine the two-point correlation functions by either directly carry out pair-counting of the objects, or use Fourier transform of the fluctuation power spectrum. At large scales where the linear theory is applicable, the bias $b$ approaches a constant value.

The peak-background split theory established in [64] explains why halo bias should exist. Simply put, the initial density field contained a mixture of small and large wavelength modes. The large-scale density field peaks evolved as ‘background’ overdensity environments, which modulated and enhanced the probability of small-scale density field to exceed $\delta_{\text{collapse}}$, and hence forming dark matter halos. This also explains why those halos display enhanced clustering. Following the derivation in [64], it is immediately clear that massive halos with $M > M_*$ are positively biased $b > 1$ (i.e. more strongly clustered than the underlying dark matter distribution), whereas the opposite is true for low mass halos ($M < M_*$). Here, $M_*$ is the characteristic mass scale which depends on redshift. Today, at $z = 0$, $M_* \approx 10^{13} M_\odot$.

Analysis on cosmological simulations have verified the claim above, i.e. the halo bias depends on halo mass. However, multiple simulations have also reported that halo bias can depend significantly on halo properties besides virial mass. Subsequent work showed that halo bias can depend on a variety of halo properties like concentration [65, 66]. The first detections of this effect noted a dependence on assembly history [67], leading to the term ‘halo assembly bias’ [67]. The origin of the age and concentration dependence of halo bias in simulations is now fairly well understood [68]. Motivated by the rigorous theoretical framework as well as analysis results of previous numerical simulations, we investigate on the assembly bias for galaxy-sized halos ($\sim 10^{12} M_\odot$) using CFHTLenS observational data and cluster-sized halos ($\sim 10^{14} M_\odot$) using the BigMDPL cosmological simulation, described in chapters 3 and 4 respectively.
1.6 Gravitational lensing - an astrophysical probe of dark matter halos

Unlike ordinary matter, dark matter does not emit or absorb electromagnetic radiation at any significant level [69], and hence is not directly observed in telescopes. Instead, its existence can be inferred by its gravitational effect on ordinary matter or photons. One astrophysical probe of dark matter is by gravitational lensing, which refers to the deflection of light rays that pass by concentrations of matter. This detection of light rays can magnify and distort the appearance of light sources which are seen behind massive objects such as galaxies. For instance, gravitational lensing by a foreground halo can cause a background circular light source to appear sheared and non-circular. This shearing effect can be utilized to detect the amount of lensing that has occurred, and thereby to infer the existence and measure the mass distribution of dark objects.

In practice, the universe contains few circular light sources on the sky. Instead, most galaxies have intrinsically non-circular shapes, which acts as a source of noise when we attempt to measure gravitational lensing. In most cases, the amplitude of this shape noise is orders of magnitude larger than the amount of shear that is produced by gravitational lensing (the weak lensing regime). As a result, it is nearly impossible to detect lensing using individual objects. Nevertheless, we can measure lensing statistically, by correlating the shapes of many galaxies on the sky. This statistical measurement of lensing is called galaxy-galaxy lensing, and has now been detected observationally with signal-to-noise ($S/N$) ratios of order several hundred. See [70] for detailed introduction of weak gravitational lensing.

We mainly utilize weak gravitational lensing to constrain shapes and spatial distribution of dark matter halos, which are the focused topics in this thesis. The rest of the thesis discusses the physics of dark matter halos, and the use of gravitational lensing as an observational probe to study these systems.
Chapter 2

Three-point galaxy-galaxy lensing as a probe of dark matter halo shapes

We propose a method to measure the ellipticities of dark matter halos using the lens-shear-shear 3-point correlation function. This method is immune to effects of galaxy-halo misalignments that can potentially limit 2-point galaxy-galaxy lensing measurements of halo anisotropy. Using a simple model for the projected mass distributions of dark matter halos, we construct an ellipticity estimator that sums over all possible triangular configurations of the 3-point function. By applying our estimator to halos from N-body simulations, we find that systematic errors in the recovered ellipticity will be at the \( \lesssim 5\% \) fractional level. We estimate that future imaging surveys like LSST will have sufficient statistics to detect halo ellipticities using 3-point lensing.

2.1 Introduction

In the cold dark matter model of cosmological structure formation, galaxies are believed to form inside of virialized objects called dark matter halos. The properties of these halos, like their internal structure or abundance, are related to the background cosmology and to the physics of dark matter particles. One example of this is the ellipticity of dark matter halos. In CDM cosmologies, halos are found to be triaxial, with axis ratios of the order of 0.5:1, with a significant scatter from object to object [53–56]. Alternative models, like self-interacting dark matter (SIDM) can produce significantly different shapes. Pure SIDM simulations generally produce halos with rounder shapes than CDM simulations [57–59], although the effects of baryons can modify these results.

---

1This chapter was previously published in the Journal of Cosmology and Astroparticle Physics as S. Adhikari, C. Y. R. Chue and N. Dalal, Three-point galaxy-galaxy lensing as a probe of dark matter halo shapes, JCAP 1501 (2015) 009, [1407.1128]. This chapter matches the published version.
Therefore, measurements of the shapes of dark matter halos may be used to probe the nature of dark matter. Accordingly, multiple groups have attempted to measure halo shapes using a variety of probes. In our own Galaxy, several groups have attempted to model the dynamics of the Sagittarius tidal stream in order to infer the underlying shape of the Milky Way’s halo [72–76]. In other galaxies, halo shapes have been probed using strong lensing and stellar dynamics [77, 78] on small scales, and satellite dynamics on larger scales [79].

Another probe of dark matter halo properties is weak gravitational lensing. The average radial profiles of dark matter halos have been inferred with high precision through measurement of the two-point cross-correlation between galaxies and tangential shear, called galaxy-galaxy lensing [80–82]. Circularly averaged statistics are insensitive to halo ellipticity, but in principle, anisotropy could be constrained by measuring shear not only as a function of radius \( r \), but position angle \( \theta \) as well. Unfortunately, because dark matter halos are dark, we cannot determine the orientations of halos, making it impossible to measure shear profiles as a function of position angle relative to the halo principal axes. We can, however, measure shear as a function of the position angle relative to the lens galaxies’ principal axes. If halos are perfectly aligned with their central galaxies, then such measurements may be used to determine the average halo ellipticity. This is the approach that has been used by most previous work [83–86]. This previous work, however, has yielded inconclusive results. For example, [86] report an average projected ellipticity of \( e = 0.38 \pm 0.26 \), which is consistent both with CDM predictions and with completely isotropic halos. Currently, statistical errors are a principal limitation of this measurement, but with the vastly increased sample sizes provided by future imaging surveys like LSST, the statistical errors may be reduced sufficiently to detect the expected signal. More worryingly, this method is likely limited by potentially severe systematic effects. First, the assumption that galaxies and their halos are perfectly aligned may be unrealistic [87]. [88] has argued that significant misalignments between galaxies and halos may be quite typical; the median misalignment angle in their simulations was \( \sim 38^\circ \). Random misalignments act to wash out the halo anisotropy signal from galaxy-galaxy lensing. Even worse, they
complicate the interpretation of any measured anisotropy signal. Without knowledge of the mis-
alignment distribution, we will not know how to translate stacked lensing signals into constraints 
on halo axis ratios. This effect is also not the only possible systematic. For example, if lens 
galaxies and background source galaxies are both lensed by foreground structures, this common 
lensing will tend to align their observed shapes, thereby contaminating the halo anisotropy signal 
[89]. Because of these systematic limitations, an alternative approach for measuring halo shapes 
with galaxy-galaxy lensing may be required – ideally, a method that does not require galaxies to 
align with their host halos. Such an approach is suggested by the recent work of [90], who find 
that halo ellipticities affect galaxy-galaxy lensing 3-point correlation functions. Although most 
previous work on galaxy-galaxy lensing has focused on 2-point statistics, higher order correlation 
functions are now becoming measurable in modern imaging surveys [91, 92]. In this section, we 
explore how halo ellipticities may be determined from measurements of the galaxy-shear-shear 
3-point function.

2.2 Mass model

The 3D density profiles of halos in dissipationless CDM simulations have axis ratios of order 
$q \approx 0.5$, slowly varying with radius [54, 55]. Similarly, the 2D projected surface density $\Sigma$ is 
anisotropic, with axis ratios closer to $q \sim 0.7$, again slowly increasing with radius. Because $q$ is 
nearly constant with radius, we can write $\Sigma \propto R^{-\eta}$, where $R = (x^2 + y^2/q^2)^{1/2}$ is an ellipsoidal 
radial coordinate, and $\eta$ is the logarithmic slope of the projected surface density. We will find it 
convenient below to work with the multipole moments of the density profile. In the limit of small 
ellipticity, we can write the multipole expansion of $\Sigma$ in terms of $q$,

$$
\Sigma(r, \theta) \propto r^{-\eta} \left[ 1 + \varepsilon \eta \cos 2\theta + O(\varepsilon^2) \right] 
\equiv \Sigma_0(r) + \Sigma_2(r) \cos 2\theta + \ldots
$$

(2.1)
Figure 2.1: (a): Plot of the multipole moments of stacked halos. The solid curves show the isotropic component (monopole, $\kappa_0$) of the surface density profile and the dashed curves show the $\cos 2\theta$ component (quadrupole, $\kappa_2$). The convergence $\kappa$ is proportional to surface density $\Sigma$. (b): Radial dependence of ellipticity, which we define as $\varepsilon(r) \equiv \kappa_2/(\eta \kappa_0)$, for three different mass bins. The blue, red and green colors correspond to three different mass bins. Note that, although the multipole moments vary by orders of magnitude, the ellipticity remains nearly constant across much of the range of interest.
where the multipole $\Sigma_m(r)$ is the coefficient of the $e^{im\theta}$ component of the azimuthal behavior, and we use $\varepsilon = (1 - q^2) / [2(1 + q^2)]$ to parameterize the ellipticity. For the typical axis ratios found in simulated halos, $\varepsilon \sim 0.2$, so we neglect higher order terms in the expansion.

We therefore model the mass distributions of halos as the sum of a monopole and quadrupole, and further assume that

$$\varepsilon \approx \frac{\Sigma_2(r)}{\eta(r)\Sigma_0(r)}$$

(2.2)

where $\eta = d \log \Sigma_0 / d \log r$. In Figure 2.1, we plot $\varepsilon$ as defined in Eqn. (2.2), measured from stacked profiles of projected halos taken from the Bolshoi simulation [93]. We measure multipole moments from the particle positions, using

$$\Sigma_m(r) = \sum_i m_p \delta(r - r_i) e^{im\theta_i} \frac{e^{im\theta_i}}{2\pi r_i},$$

(2.3)

where $m_p$ is the particle mass, and $r_i$ and $\theta_i$ are the radius and azimuthal angle for particle $i$. After computing $\Sigma_0(r)$ and $\Sigma_2(r)$ for each halo, we then stack the halos to compute $\langle \Sigma_0 \rangle(r)$ and $\langle |\Sigma_2| \rangle(r)$, and then $\varepsilon$. As expected, the ellipticity is fairly constant with radius, except very near the halo center where $\eta = d \log \Sigma_0 / d \log r \to 0$. Because $\varepsilon$ is nearly constant with radius, then the radial dependence of the quadrupole may be predicted from the monopole, whose mean $\langle \Sigma_0(r) \rangle$ may be determined from real galaxy halos using galaxy-galaxy lensing 2-point statistics. Specifically, the mean tangential shear $\langle \gamma_+ \rangle$ profile around halos is related to the mean monopole via [70]

$$\langle \gamma_+ \rangle = \frac{\Delta \Sigma(r)}{\Sigma_{\text{crit}}} = \frac{\bar{\Sigma}_0(<r) - \Sigma_0(r)}{\Sigma_{\text{crit}}},$$

(2.4)

where the lensing critical density $\Sigma_{\text{crit}}$ is defined as

$$\Sigma_{\text{crit}} = \frac{c^2}{4\pi G D_s D_{ds} D_d},$$

(2.5)

and $D_d$ and $D_s$ are the angular diameter distances to the lens and the source respectively, while $D_{ds}$ is the angular diameter distance from the lens to the source. Eqn. (2.4) can be inverted (up
to a mass-sheet degeneracy) to obtain the mean monopole profile $\Sigma_0(r)$ from the observed mean tangential shear profile $\langle \gamma_+ \rangle(r)$ via

$$\frac{\Sigma_0(r) - \Sigma_0(r_{\text{max}})}{\Sigma_{\text{crit}}} = 2 \int_r^{r_{\text{max}}} \langle \gamma_+ \rangle(R) \frac{dR}{R}$$

$$- \left[ \langle \gamma_+ \rangle(r) - \langle \gamma_+ \rangle(r_{\text{max}}) \right].$$

(2.6)

Here, $r_{\text{max}}$ is the largest radius over which the stacked tangential shear profile $\langle \gamma_+ \rangle$ has been measured.

For circularly symmetric lenses, the tangential shear is the only nonzero component of the shear. When the surface density is anisotropic, however, the other component ($\gamma_\times$) becomes nonzero. In the same way that we can decompose the surface density into angular multipoles $\Sigma_m(r)$, we can similarly decompose the shear into multipoles $\gamma^{(m)}(r)$. The relation between the density and shear multipoles is straightforward. For convenience, we follow conventional notation and define the convergence as $\kappa = \Sigma/\Sigma_{\text{crit}}$, and define a 2D lensing potential $\psi$ via

$$\nabla^2 \psi = 2\kappa$$

(2.7)

where the gradient is with respect to sky coordinates. In polar coordinates, this equation becomes

$$\kappa(r, \theta) = \frac{1}{2} \left[ \frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} \right] \psi.$$

(2.8)

The two components of the shear are given by

$$\gamma_+ = \left[ -\frac{\partial^2}{\partial r^2} + \frac{1}{r} \frac{\partial}{\partial r} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} \right] \psi$$

$$\gamma_\times = \left[ -\frac{2}{r} \frac{\partial}{\partial r} \frac{\partial}{\partial \theta} + \frac{2}{r^2} \frac{\partial}{\partial \theta} \right] \psi$$

(2.9) (2.10)
Next, let us decompose these fields into angular multipoles

\[
\psi(r, \theta) = \sum_{m=-\infty}^{\infty} \psi_m(r) e^{im\theta} \quad (2.11)
\]

\[
\kappa(r, \theta) = \sum_{m=-\infty}^{\infty} \kappa_m(r) e^{im\theta} .
\]

Explicitly,

\[m = 0 : \quad \kappa_0(r) = \frac{1}{2\pi} \int_0^{2\pi} \kappa(r, \theta) d\theta \quad (2.12)\]

\[m \geq 1 : \quad \kappa_m(r) = \frac{1}{\pi} \int_0^{2\pi} \kappa(r, \theta) \cos m\theta d\theta.\]

Solving the 2-d Poisson Eqn. (2.8), we obtain the multipole moments of \(\psi\),

\[
\psi_0(r) = \ln r \int_0^r r' \kappa_0(r') dr' + \int_r^{\infty} r' \ln r' \kappa_0(r') dr' 
\]

\[
\psi_m(r) = -\frac{1}{2m} \left[ r^{-m} \int_0^r r'^{m+1} \kappa_m(r') dr' + r^m \int_r^{\infty} r'^{1-m} \kappa_m(r') dr' \right]. \quad (2.13)
\]

Then, using Eqns. (2.9) and (2.10), we may obtain the multipole moments of the two shear components. Because we keep only \(m = 0\) and \(m = 2\), and because we assume that \(\kappa_2(r) = \varepsilon \eta(r) \kappa_0(r)\), we have

\[
\gamma^{(0)}_+ (r) = \frac{2}{r^2} \int_0^r r' \kappa_0(r') dr' - \kappa_0(r) \quad (2.14)
\]

\[
g_+ (r) = \left[ -\kappa_0(r) \eta(r) + \frac{3}{r^4} \int_0^r r'^3 \kappa_0(r') \eta(r') dr' 
+ \int_r^{\infty} \frac{\kappa_0(r') \eta(r')} {r'} dr' \right] \quad (2.15)
\]

\[
g_\times (r) = \left[ \frac{3}{r^4} \int_0^r r'^3 \kappa_0(r') \eta(r') dr' 
- \int_r^{\infty} \frac{\kappa_0(r') \eta(r')} {r'} dr' \right], \quad (2.16)
\]
where we have defined, for the purpose of convenience, the functions \( g_+ \) and \( g_\times \) such that the quadrupole components of the shear are

\[
\gamma_+^{(2)} = \varepsilon g_+(r) \cos 2\theta \quad \text{and} \quad \gamma_\times^{(2)} = \varepsilon g_\times(r) \sin 2\theta.
\]

Note that, by definition, \( \gamma_\times^{(0)} = 0 \).

Given this model for the mass distributions of lenses, we can predict the shear at all locations around the lenses. The one unknown parameter is the ellipticity \( \varepsilon \), which defines the amplitude of the quadrupole moment \( \kappa_2 \) in terms of the monopole moment \( \kappa_0 \), which we assume may be determined using Eqn. (2.6). Because we have an expression for the shear at all locations, we can construct an estimator for the quantity \( \varepsilon \).

### 2.2.1 Three-Point Estimator

As discussed in §2.1, [90] have shown that lensing 3-point functions are sensitive to halo ellipticities. However, they also show that lensing 3-point functions are also sensitive to many other terms, making it difficult to disentangle the signal in the bispectrum generated by halo ellipticity. Fortunately, given our model for halo mass distributions, it is straightforward for us to construct an estimator to measure halo ellipticity from lensing correlation functions. Following [90], we focus on the lens-shear-shear 3-point function. Measurement of this correlation function involves stacking the shear measured from pairs of source galaxies behind foreground lens galaxies. Because the number density of source pairs is low, especially at the small radii of interest for measuring internal halo properties \( r < r_{\text{vir}} \), we assume that shape noise in the source galaxies dominates measurement uncertainties. That is, we neglect the signal covariance compared to Poisson fluctuations in source counts. Because Poisson noise is white noise, the optimal estimator is then simply proportional to the expected signal from our model.

We therefore estimate the average lens ellipticity by summing over all lens-source-source triangles, weighting each triangle with a filter \( F \) that is given by the predicted model shear for each configuration of galaxies. Figure 2.2 illustrates the geometry on the sky. Suppose that we have measurements of the shear at positions \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \) relative to the center of the lens halo. When we sum over all possible \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \), the filter which weights each triangle is

\[
F(\mathbf{r}_1, \mathbf{r}_2) \propto \gamma^{(2)}(\mathbf{r}_1) \otimes \gamma^{(2)}(\mathbf{r}_2).
\]
Figure 2.2: Lens-shear-shear three point correlation function. We correlate the shear at sky positions $\vec{r}_1$ and $\vec{r}_2$ relative to foreground lens galaxies, and construct an estimator summing all such triangular configurations in the sky.

Because the orientation angle of the lens halo is unknown, the filter must depend on the relative position angle of the sources, not their absolute position angles: $F(\vec{r}_1, \vec{r}_2) = F(|\vec{r}_1|, |\vec{r}_2|, \Delta \theta_{12})$.

We compute $F$ by averaging all possible triangles with one vertex at the center of the lens, and a constant opening angle, $\Delta \theta_{12}$, between position vectors to the lensed galaxies, of magnitude $|\vec{r}_1|$ and $|\vec{r}_2|$ (see Fig. 2.2). Since each shear has 2 components, the filter $F$ is a $2 \times 2$ matrix, with components

$$F_{ij}(r_1, r_2, \Delta \theta_{12}) = \langle g_i(\vec{r}_1)g_j(\vec{r}_2) \rangle$$

$$= \frac{\int r_1'r_2'dr_1'dr_2'd\theta_1'd\theta_2'g_i(\vec{r}_1)g_j(\vec{r}_2)\delta_{r_1}\delta_{r_2}\delta_{\Delta \theta_{12}}}{\int r_1'r_2'dr_1'dr_2'd\theta_1'd\theta_2'\delta_{r_1'}\delta_{r_2'}\delta_{\Delta \theta'_{12}}}.$$  

where indices $i, j$ run over $+, \times$, and we define $\Delta \theta_{12} = \theta_2 - \theta_1 = \cos^{-1}(\vec{r}_1 \cdot \vec{r}_2/r_1r_2)$, along with $\delta_{r_1'} = \delta(r_1' - r_1)$ and $\delta_{\Delta \theta'_{12}} = \delta(\Delta \theta'_{12} - \Delta \theta_{12})$. The integral in (2.17) covers the projected area in the sky, where $r$ ranges from some $r_{\text{min}}$ to $r_{\text{max}}$, and $\theta$ ranges from 0 to $2\pi$. Simplifying using the
\[ \delta \text{ functions, we obtain} \]

\[
F_{++} = \frac{1}{2} g_+(r_1) g_+(r_2) \cos 2\Delta \theta_{12}
\]

\[
F_{+\times} = \frac{1}{2} g_+(r_1) g_\times(r_2) \sin 2\Delta \theta_{12}
\]

\[
F_{\times+} = -\frac{1}{2} g_\times(r_1) g_+(r_2) \sin 2\Delta \theta_{12}
\]

\[
F_{\times\times} = \frac{1}{2} g_\times(r_1) g_\times(r_2) \cos 2\Delta \theta_{12}
\]  \hfill (2.18)

Eqns. (2.18) specify the elements of the filter weighting each possible triangle in the 3-point correlation function. We then evaluate our estimator by summing over all triangles, weighting the shear by \( F \). Explicitly, we evaluate

\[
f_{\text{obs}} = \langle \gamma(\vec{r}_1) \cdot F(r_1, r_2, \Delta \theta_{12}) \cdot \gamma(\vec{r}_2) \rangle,
\]  \hfill (2.19)

where the expectation value implies averaging over all possible \( \vec{r}_1 \) and \( \vec{r}_2 \). Note that, because of the angular dependence of \( F \), Eqn. (2.19) is only sensitive to the quadrupolar component of the shear.

In order to translate \( f_{\text{obs}} \) into an estimate for the ellipticity \( \varepsilon \), we need to know what result Eqn. (2.19) will give as a function of \( \varepsilon \). We can compute this by inserting the predicted model shear into
the equation. Specifically, let us define

\[ f_{\text{model}} = \langle \mathbf{g}(\vec{r}_1) \cdot \mathbf{F} \cdot \mathbf{g}(\vec{r}_2) \rangle \]

(2.20)

\[ = \frac{1}{2} \left\{ g_+^2(r_1) g_+^2(r_2) \cos 2\theta_1 \cos 2\theta_2 \cos 2\Delta \theta_{12} 
   + g_+^2(r_1) g_x^2(r_2) \cos 2\theta_1 \sin 2\theta_2 \sin 2\Delta \theta_{12} 
   - g_+^2(r_1) g_+^2(r_2) \sin 2\theta_1 \cos 2\theta_2 \sin 2\Delta \theta_{12} 
   + g_x^2(r_1) g_x^2(r_2) \sin 2\theta_1 \sin 2\theta_2 \cos 2\Delta \theta_{12} \right\} \]

\[ = \frac{1}{2} \left\{ \frac{\pi}{A} \int_{r_{\text{min}}}^{r_{\text{max}}} \left[ g_+^2(r) + g_x^2(r) \right] r \, dr \right\}^2 \]

\[ = \frac{1}{2} \left\{ \int_{r_{\text{min}}}^{r_{\text{max}}} \left[ g_+^2(r) + g_x^2(r) \right] r \, dr \right\}^2 \]

(2.21)

Then

\[ \varepsilon = \sqrt{\frac{f_{\text{obs}}}{f_{\text{model}}}} \]

This defines our estimator for the ellipticity \( \varepsilon \). To reiterate, the ingredient in our expression is the radial profile of the average monopole density profile \( \langle \kappa_0 \rangle(r) \), which may be reconstructed from the stacked tangential shear profile \( \langle \gamma_+ \rangle(r) \). Given \( \kappa_0(r) \), we may then determine the functions \( g_+ \) and \( g_x \) which enter the estimator. In the next section, we apply this estimator to samples of halos from N-body simulations, to gauge how well we can measure halo ellipticities for realistic objects.

### 2.3 Results

In §2.2, we proposed a 3-point estimator for halo anisotropy. In this section, we assess how well this estimator measures average halo ellipticities. First, we use simulated halos from cosmological N-body simulations to quantify systematic errors caused by the fact that the structure of realistic halos will not be as simple as our monopole+quadrupole mass model. Secondly, we quantify the statistical error associated with the finite number of lens-source-source triples. Because each
Figure 2.3: The top panels show the comparison between the average ellipticities of halos in various mass bins (solid curve), compared to the ellipticity determined from the 3-point estimator (dashed line). The bottom panel shows the local slope of the isotropic component (monopole) of the halos. The red curve corresponds to the smoothed slope of the 3D profile, and the green curve corresponds to the local slope of the projected 2D profile. The dashed curves show the slope of the NFW profile in 2D and 3D for reference. These slopes were measured from the stacked profiles after they were smoothed using a 6th order Savitzky-Golay filter over 17 nearest bins [1]. In the low mass bins, we observe significant departures from NFW slopes at large radii, possibly indicating the effects of nearby halos.
source galaxy provides an extremely noisy estimate of the shear, large numbers of triples are
required to suppress this statistical shape noise.

2.3.1 Comparison with N-body simulations

We have applied our estimator (Eqn. 2.19) to halos from the publicly available Bolshoi simulation
[93]. Using the BDMW catalog provided by the MultiDark database 2, we selected halos with
virial masses in the range $10^{11.7} - 10^{12.7} M_{\odot} h^{-1}$. We downloaded particles within $5r_{\text{vir}}$ of the halo
center, to account for the mass within the halo as well as the nearby neighborhood. For each halo,
we construct three projections, along the simulation box axes, to construct convergence and shear
maps. From these shear maps, we then apply our estimator to measure the halo ellipticity $\epsilon$. Figure
2.3 shows the results of our measurement across several mass bins. For comparison, the figure also
plots the ellipticity directly measured from the projected mass profiles. In all cases, we find good
agreement, despite several potential systematics discussed below.

First, our mass model assumes that ellipticity $\epsilon$ is constant with radius, meaning that the
shape of the quadrupole $\kappa_2(r)$ of the mass distribution may be determined from the shape of
the monopole profile $\kappa_0(r)$. For individual galaxies, the mass distributions are unknown. Galaxy-
galaxy lensing can be used to reconstruct the mean monopole profile $\langle \kappa_0 \rangle(r)$, but individual halos
will have radial profiles that vary from the mean. Because our estimator is not linear in the shear,
this scatter in radial profiles can bias our measurement. To estimate the size of this potential bias,
we generated artificial halos with radial profiles consistent with the Bolshoi halos (i.e. same $M_{\text{vir}}$
and $c_{\text{vir}}$) but with specified values of $\epsilon$. For the range of concentrations found in the mass range
we have considered, we find a fractional bias in the reconstructed $\epsilon$ of $\sim 3 - 6\%$.

A second potential source of systematic errors arises from projections of other halos. Our mass
model assumes that all shear is generated by the halos hosting the stacked galaxies. In reality,
however, not all halos are isolated: other objects can project near the objects we are stacking and
contaminate our measurement. Figure 2.4 shows one such example. Such projections can produce

---

2http://hipacc.ucsc.edu/Bolshoi/MergerTrees.html
Figure 2.4: Example of line of sight projection effects. The halo at the origin has massive neighbors projecting nearby, which generate a large quadrupole moment that is unrelated to the halo’s own ellipticity. Colors correspond to convergence $\kappa$, for a lens redshift of $z_l = 0.3$ and source redshift of $z_s = 0.5$. 
very large quadrupoles (and other multipoles) near certain halos, and because our estimator is not linear in the shear, this contamination can bias our results.

In general, there are two types of projections relevant to our measurement: galaxies that are correlated with the foreground lenses, and uncorrelated galaxies that randomly project into the line of sight. It is straightforward to correct for the uncorrelated projections. We could, for example, simply stack on random sky points instead of lens galaxies, and subtract this from our estimator. Mitigating the effects of correlated structures is not as easy. Perhaps the simplest approach would be to stack only galaxies that are relatively isolated, i.e. galaxies that are clearly central galaxies (not satellites), and that have no comparably bright galaxies nearby the line of sight. Such an approach should remove much of the contamination from nearby, correlated structures, but may not remove the contamination completely. Therefore, we need to estimate the effects of such contamination.

The largest source of contamination from correlated structures comes from satellite galaxies. Our estimator assumes that the lens galaxies are central galaxies within their halos, however a large fraction of galaxies (∼20%) will be satellites living in massive hosts like clusters or groups. The quadrupole moments around satellite galaxies are much larger than those near central galaxies. To estimate this effect, we use subhalo abundance matching to find subhalos which could host galaxies that are similar to the central galaxies in our sample. We use the Rockstar catalog from MDR1 and find all halos and subhalos with similar $V_{\text{acc}}$, the circular velocity at time of accretion. For objects with $V_{\text{acc}} \approx 245 \, \text{km/s}$, about 20% were subhalos rather than isolated halos. When we apply our estimator to the full sample of halos and subhalos, we find a large bias in the recovered ellipticity, $\varepsilon \approx 0.6$ instead of 0.2, as shown in Figure 2.5. Therefore if uncorrected, satellite contamination would significantly compromise our ability to measure halo ellipticity.

However, most of the contamination arises from satellites in the most massive hosts, and those satellites are the easiest to identify as satellites, since their local neighborhoods have a large galaxy overdensity. Removing those objects should therefore be relatively straightforward. Figure 2.5 shows how the contamination is reduced if we are able to remove various fractions of the satellite
Figure 2.5: Effect of including satellites (subhalos) in our sample. The black solid curve shows the average ellipticity of halos estimated from N-body simulations in the mass bin $10^{12.4} - 10^{12.6} M_{\odot} h^{-1}$ using central galaxies only. The dashed lines show the ellipticity determined by the three-point estimator, applied to samples with various degrees of contamination by satellites. If satellites are not excluded (red line), the estimated ellipticity is significantly biased. Removing the satellites in the most dense environments eliminates much of the bias.
population. Here, we have ranked the satellites based on local overdensity. Removing 50% of the satellites removes the vast majority of the contamination, while removing 75% of the satellites gives a recovered ellipticity very close to the ellipticity for no satellites at all. Therefore, even a crude identification of satellite galaxies should suffice to eliminate most of the potential contamination.

The other type of contamination to consider is that from nearby halos. Fortunately, it appears that any bias due to projections of nearby correlated halos may not be large. In our calculations, we have not corrected for projections of nearby halos in any way. Our measurement is therefore contaminated by projections of other halos within $5 \, r_{\text{vir}}$ (as in Figure 2.4). Arguably, this should account for most of the correlated objects. The galaxy auto-correlation function behaves close to $\xi(r) \propto r^{-2}$ in 3D [29], so the number of galaxies with 3D radius $r > 5r_{\text{vir}}$ that project onto small radius should be about $\sim 1/5$ of the number of galaxies with 3D radius $r > r_{\text{vir}}$ projecting onto small radius. Because we have extracted particles out to $5r_{\text{vir}}$, we should account for about $\sim 80\%$ of the correlated projections.

Our calculations should therefore include most of the effect of projections of correlated structure, and as Figure 2.3 illustrates, the effect of those projections on the stacked profiles of central galaxies is likely to be small. Only in the lowest mass bin ($M \approx 10^{11.7} M_\odot h^{-1}$) do we observe any effects of the 2-halo term, and even there the recovered $\varepsilon$ from the 3-point estimator is consistent with the halo ellipticity measured over the radial range where the 1-halo term is dominant. Nevertheless, when measuring halo ellipticity for real lenses, it will be important to restrict the analysis to the regime where the 1-halo term dominates, which may be determined by modeling the stacked tangential shear profile $\langle \gamma_+ \rangle$.

Another potential source of systematic error can arise due to the ‘twisting’ of halos. It is known that the principal axes of the isodensity surfaces in N-body halos are not constant with radius, but instead twist in orientation between small radii and large radii. Our simplistic mass model does not account for twisting of the principal axes, so a significant twisting could bias our results. To quantify how much twist we can tolerate, we created artificial halos in which we rotate
the direction of the principal axes following a logarithmic spiral in radius. We found that twist biases the estimated ellipticity by 10% when the halo axes rotate by more than $\pi$ radians within one virial radius of the halo. In N-body simulations, halos do not show such high degrees of twist within their virial radius. Typically the rotation of the major axis is $\lesssim \pi/6$ within one virial radius [56], and for such low twist angles, the bias generated by twist is negligible. Therefore, it is safe to conclude that the twisting of halos does not significantly affect the measurement of ellipticity with the 3-point correlator based on our simple mass model, as we might have guessed based on the good agreement between the estimated ellipticity and true ellipticity of our N-body halos. Overall, our analysis of N-body halos suggests that systematic errors due to our simplistic mass model will not significantly bias our measurement of halo anisotropy.

### 2.3.2 Shape noise

In most regimes of weak lensing, the shear signal due to weak gravitational lensing is orders of magnitude weaker than the noise introduced by the intrinsic distribution of galaxy shapes and orientations. To estimate the magnitude of the errors induced by shape noise, let us first define the shape noise per galaxy $\vec{N} = \{N_+, N_\times\}$. Each component of $\vec{N}$ is assumed to be a Gaussian random variable with covariance

$$\langle N_i N_j \rangle = \sigma^2_\epsilon \delta_{ij}$$

where the indices $i$ and $j$ correspond to the tangential and cross components of the noise, and $\sigma_\epsilon = 0.25$ [94]. The number density of source galaxies is $n(\vec{x}) = \sum_i \delta(\vec{x} - \vec{x}_i)$, with mean number density $\bar{n}$. Then the 2-point correlation of the shape noise is

$$\langle N_i(\vec{x}_1) N_j(\vec{x}_2) \rangle = \sigma^2_\epsilon \delta_{ij} \frac{\delta(\vec{x}_1 - \vec{x}_2)}{\bar{n}}$$
Within an area $A$, where the number of galaxies is approximately $N = \bar{n}A$, the signal expectation value derived in Eqn. (2.20) is

$$S = \langle \gamma \cdot F \cdot \gamma \rangle = \frac{\pi^2 \varepsilon^2}{2A^2} \left\{ \int \left[ g_+^2(r) + g_x^2(r) \right] r \, dr \right\}^2$$

(2.24)

In comparison, the noise variance is

$$\sigma_N^2 = \langle (N \cdot F \cdot N)^2 \rangle - \langle (N \cdot F \cdot N) \rangle^2$$

$$= \frac{\sigma_e^4 \pi^2}{\bar{n}^2 A^4} \left\{ \int \left[ g_+^2(r) + g_x^2(r) \right] r \, dr \right\}^2$$

(2.25)

where the expectation value is computed by both summing over all possible triangles in the sky and also by taking the ensemble average of the Gaussian noise field. In the second equality, we have used Eqn. (2.23) and Wick’s theorem. Therefore the expected signal to noise per lens galaxy for the constructed estimator is

$$\frac{S}{\sigma_N} = \frac{\pi \varepsilon^2 \bar{n}}{2\sigma_e^2} \int \left[ g_+^2(r) + g_x^2(r) \right] r \, dr.$$ 

(2.26)

As we might expect, the signal to noise ratio (SNR) per lens scales quadratically in the shear. Therefore the signal should be easiest to detect for more massive galaxies that produce stronger shear, as long as the abundance of galaxies does not fall steeply with mass. To get a sense of the expected SNR, we can perform a rough estimate by approximating the halo profile as isothermal ($\Sigma_0 \propto r^{-1}$), which Figure 2.3 shows is not a terrible approximation over the radial range of interest.

To be concrete, suppose that the monopole profile is $\kappa_0(r) = b/(2r)$. Plugging this into Eqn. (2.26), we find that $S/\sigma_N \approx [\pi b^2 \bar{n} \varepsilon^2 / (8\sigma_e^2)] \log(r_{\text{max}}/r_{\text{min}})$ per lens. Taking $\varepsilon = 0.2$, $\sigma_e = 0.25$, $\bar{n} = 12\text{ arcmin}^{-2}$ as appropriate for DES, $b = 1$ arcsecond, and $r_{\text{max}}/r_{\text{min}} = 20$ gives $S/\sigma_N \approx 0.0025$, meaning that with $10^6$ such lenses, we could detect the expected ellipticity at $\sim 2.5\sigma$. LSST will have more than twice the effective number density of sources [94], more than doubling the signal to noise of the 3-point estimator. At this point, it is perhaps worth comparing this
estimate with the corresponding signal/noise ratio for a 2-point estimator. Repeating the argument of §2.2 for the analogous 2-point estimator, we find that per lens, \((S/\sigma_N)_{2pt} = \sqrt{2(S/\sigma_N)_{3pt}}\), for halos that are perfectly aligned with their galaxies on the sky. Since the SNR per lens is much less than 1, this illustrates that 2-point estimates of halo anisotropy will have much greater statistical sensitivity than 3-point estimators. As noted above, however, this superior statistical power may be irrelevant if systematic effects due to halo misalignments remain uncertain.

### 2.3.3 Other systematics

Above, we discussed potential systematic errors which could arise if our simple mass model failed to describe actual halos adequately, due to effects such as twisting or satellite contamination. Besides these systematics in the mass model, our proposed measurement will also be liable to possible observational systematics associated with the lensing measurement. One obvious observational source of systematic error is point spread function (PSF) anisotropy. The PSF determines how the actual shape of a galaxy on the sky is related to the observed shape of a galaxy, measured by a camera on a telescope possibly beneath the distorting effects of the Earth’s atmosphere. Our ability to measure the PSF is frequently a limiting factor in our ability to measure the true shapes of weakly lensed galaxies, which degrades our ability to measure shear. In principle, this could be disastrous for the halo ellipticity measurement we have proposed. For example, if the PSF were uniformly anisotropic across the virial radius of a lens halo, leading to a spurious, uniform shear, this would exactly mimic the ellipticity signal we are seeking to detect. In practice, however, mitigating such effects in galaxy-galaxy lensing measurements should be straightforward, as long as the shape of the PSF is not strongly correlated with the number of foreground lens galaxies. For example, we can assess the extent of such PSF anisotropies by stacking on random sky points instead of lens galaxies. Even if PSF anisotropies are present, the ellipticity signal should appear as an excess correlation with lens galaxies, above what is seen around random sky points. As discussed in §2.3, the same test would also help remove the effects of masses uncorrelated with the lens galaxies.

Another potential astrophysical contamination of the signal arises from intrinsic alignment be-
between galaxies [95–101]. Galaxies that form and evolve in the same local environment may be systematically aligned with each other due to long range tidal effects [102], consequently replicating the correlation that is produced by gravitational lensing. This effect can manifest itself in two ways, (i) nearby source galaxies can be preferentially aligned with each other, and (ii) lens-source pairs can be physically associated with each other, if (for example) a fraction of source galaxies are satellites of the lensing, foreground galaxy. Both these problems can be mitigated using redshift information, for example by excluding galaxy pairs with similar redshifts. Observationally, the contamination of galaxy-galaxy lensing due to alignments from lens-source correlations produced by photometric redshift errors has been shown to be exceedingly small in SDSS [103]. Stacking on random points, as discussed above, would also help to quantify and remove the effect of alignments of pairs of source galaxies.

Magnification of lenses could also produce a systematic effect on the signal. Our estimator correlates the number density of foreground galaxies, $n_g$, to the shear at two positions in the sky, $\gamma_1$ and $\gamma_2$. The foreground galaxies (lenses) are lensed by matter distribution between the observer and the lens along the line of sight. This causes a modification of the clustering of lenses due to cosmic magnification along the line of sight. The variation from the unlensed number density is, to lowest order, linear in the lensing convergence, $\kappa_{<}$ [91]. In addition the shear itself has a contribution from the matter density, integrated along the line of sight to the redshift of the source. The combined effect therefore contributes to the 3-point correlator, $\langle n'_g \gamma'_1 \gamma'_2 \rangle$, terms like $\langle \kappa_{<} \gamma_1 \gamma_2 \rangle$. These third order shear correlations have been measured to be less than $10^{-7}$ [104, 105] for aperture scales of $\theta \sim 1'$ and source redshift $z_s \sim 1$, while [91] predict an upper bound to the effect of magnification of lenses on three point statistics of $10^{-8}$ for sources at $z_s \sim 0.4$. Therefore, it appears that this effect will not significantly contaminate the measurement of halo ellipticity.

Photometric redshifts can also lead to systematic errors for our estimator. Redshift errors produce errors in $\Sigma_{\text{crit}}$, which become density errors when converting from shear $\gamma$ to $\Delta \Sigma$. Because our ellipticity estimator is nonlinear, this can bias the inferred ellipticity. Assuming that photometric redshift errors of source galaxies do not correlate with projected separation to the lens galaxies,
then a fractional systematic error in $\Sigma_{\text{crit}}$ of size $\delta = \delta \Sigma_{\text{crit}} / \Sigma_{\text{crit}}$ produces a fractional error in the ellipticity of order $\delta$. For modern surveys, systematic errors in photometric redshifts are expected to be at the level of $\lesssim 1\%$ [106–108], indicating that this source of bias will likely be subdominant compared to other systematics.

Another potential systematic is the effect of baryons, which can act to modify the halo axis ratios on small scales $\lesssim 0.25 r_{\text{vir}}$ [109, 110]. Judging from Figure 2.3, our estimator is most sensitive to the ellipticity at somewhat larger radii, suggesting that baryonic effects will be limited. In principle, we can suppress any baryonic effects on our estimator by restricting the range of integration ($r_{\text{min}}$ and $r_{\text{max}}$ in Eqns. (2.17)-(2.19)) to exclude small-scale regions that may be contaminated [111]. Alternatively, given sufficient signal to noise, one could try to measure the ellipticity as a function of radius by subdividing the sample, for example by comparing triangles at large vs. small separation. Besides constraining any radial variation in ellipticity, 3-point lensing could also probe any twist, i.e. misalignments between the principal axes at small radii vs. large radii. We defer such possibilities to future work.

2.4 Discussion

We have shown that the lens-shear-shear three-point correlation function can be used to extract the ellipticity of dark matter halos, without the need to align the light profiles of galaxies that are being stacked. Using a simple model of the projected surface density profiles of dark matter halos, we constructed an estimator for halo ellipticity that sums over all triangular configurations of the 3-point function. We validated our estimator using simulated halos from the Bolshoi cosmological simulation, showing that the shear-derived estimator yields results consistent with the ellipticity measured directly from the particle data. We investigated potential sources of systematic error, and argued that they should be small, at the $\sim 5\%$ level, well below theoretical uncertainties. We also estimated the signal to noise ratios expected for imaging surveys, and found that deep imaging surveys should be able to detect halo ellipticities. The total signal to noise scales with the number
of lens-source-source triplets as $N_t^{1/2} \propto n_t^{1/2} n_s$, meaning that deep imaging surveys with large effective number densities of sources will be most sensitive. Ongoing surveys like PanSTARRS, DES, and HSC may be able to detect halo ellipticities at the $\sim 2\sigma$ level, while future surveys like Euclid or LSST should have sufficient sensitivity for a significant ($> 3\sigma$) detection. The same surveys will, of course, be able to measure 2-point galaxy-galaxy lensing with far greater signal to noise than 3-point lensing. However, if 2-point estimators are limited by systematic uncertainties, as suggested by theoretical work on galaxy-halo misalignments [88], then 3-point lensing could prove to be a useful probe of halo anisotropy. Indeed, a comparison of the ellipticity determined by the 2-point estimator vs. the 3-point estimator could be used to determine the typical misalignments between galaxies and their halos. If a galaxy is misaligned with its halo by angle $\theta_{\text{mis}}$, then the ellipticity determined from the 2-point estimator is lowered by a factor $\cos(2\theta_{\text{mis}})$. Therefore, the average misalignment angle may be inferred as $\varepsilon_{2\text{pt}}/\varepsilon_{3\text{pt}} = \langle \cos(2\theta_{\text{mis}}) \rangle$.

In this section, we have investigated one particular application of the measurement of 3-point correlation functions. As theoretical work has shown [91], high-order correlation functions contain significant amounts of information above and beyond that encoded in better studied 2-point functions. The advent of deep, wide-area imaging surveys is now making the measurement of these high-order correlations practical across a range of spatial scales, suggesting that this will be a fruitful area of research for years to come.
Chapter 3

Assembly bias in CFHTLenS

Halo assembly bias is a robust prediction of nonlinear structure formation, however the detection of this effect in real galaxies has remained elusive. In this paper we analyze lensing and clustering data from the CFHTLenS survey in an attempt to detect assembly bias in galaxy clustering. Using galaxy-galaxy lensing, we construct samples of red and blue galaxies at $0.2 < z < 0.4$ that should have similar halo masses, after excluding potential satellites of candidate groups and clusters. We compare the 2-point clustering of these samples, and find $\sim 1\sigma$ difference in clustering amplitude of blue and red galaxies with similar mass, on $\sim 10$ Mpc scales. This result appears not to be in line with the sense of assembly bias expected in halos of this mass. We caution that residual satellite contamination or systematic errors in photometric redshifts could possibly affect the results. To mitigate these effects, we reject $\sim 80 - 90\%$ of our galaxy sample using several different satellite exclusion criteria. The burial of the assembly bias signal could be attributed to the limited sample size, or galaxy color does not correlate well with the halo formation history. Larger surveys like DES or HSC should easily be able to confirm or rule out the detection of assembly bias in galaxies.

3.1 Introduction

In the standard cosmological model, the spatial clustering of galaxies reflects the clustering of the dark matter halos hosting those galaxies. Because galaxies and halos arise from perturbations in the matter density, the large-scale clustering of galaxies and halos traces the large-scale clustering of matter, a phenomenon known as biasing [112]. Modeling the bias of observed tracers like galaxies or quasars is a powerful method for inferring the halo occupation of those tracers, which
itself provides valuable insight into the formation of galaxies (see [113–115] for recent examples) or the duty cycle of quasars [61].

The first step in modeling galaxy bias is to compute the bias of dark matter halos, and numerical simulations now provide a reliable method for the accurate prediction of halo bias [116, 117]. Simulations have shown that halo bias depends significantly on halo mass, in a manner that is qualitatively consistent with theoretical expectations from simple models of halo formation [60, 64, 118]. However, simulations have also found that halo bias can depend significantly on halo properties besides virial mass. The first detections of this effect noted a dependence on assembly history [67], leading to the term ‘assembly bias’ to be used to describe this effect. Subsequent work showed that halo bias can depend on a variety of halo properties like concentration [65, 66]. The origin of the age and concentration dependence of halo bias in simulations is now fairly well understood [68].

The dependence of halo clustering on assembly history should, naively, translate into a dependence of galaxy clustering on assembly history, since it would be surprising for galaxy assembly to be unrelated to the assembly of the underlying halos. Indeed, [119] have argued that halo assembly bias is crucial for understanding certain aspects of observed galaxy clustering. However, directly detecting assembly bias is observationally challenging. Assembly bias refers to the dependence of the bias of isolated halos on halo properties at fixed halo mass, which means that a detection of assembly bias requires constructing a sample of central galaxies that all reside in halos of similar mass. Measuring halo masses of individual galaxies is challenging, as is separating central galaxies from satellite galaxies.

Nevertheless, in spite of these difficulties, multiple groups have attempted to detect assembly bias. [120] constructed a group catalog from 2dFGRS data, and found that at fixed group mass, the clustering bias of groups diminishes with increasing star formation rate (SFR) of the central galaxy. However, based on a stacked lensing analysis, [121] found that the groups in the Yang catalog with equal reported masses actually had significantly different lensing masses, and that the mass errors systematically correlated with SFR. This underscores the necessity of obtaining
lensing masses or dynamical masses when attempting to observe assembly bias in galaxies.

Because of these challenges, [121] proposed an alternative method to observe galaxy assembly bias. They constructed samples of galaxies with differing SFR, and used galaxy-galaxy lensing to ensure that the average lensing masses of the two samples were consistent. They then compared the clustering amplitude of galaxy samples with consistent lensing masses but different SFR, and found no significant evidence for any difference in the bias at fixed lensing mass. Their result either implies that the SFR indicator they used does not correlate significantly with halo age, or (more interestingly) that perhaps halo assembly bias does not occur in nature for galaxy-sized halos.

More recently, [122] applied a similar method to redMaPPer galaxy clusters and reported a significant detection of assembly bias. They used stacked lensing to construct cluster samples with consistent lensing masses, and found that the bias of the clusters varies with galaxy concentration at fixed lensing mass. Their results appear to confirm the prediction of assembly bias in cluster-sized halos.

The confirmation of assembly bias in clusters makes the non-detection in galaxies all the more puzzling. To address this apparent contradiction between theory and observations, we revisit the subject of galaxy assembly bias. We apply the methods of [121] to a different galaxy sample, from the publicly available CFHTLenS survey. In §3.2, we describe the CFHTLenS dataset. In §3.3, we discuss our analysis method, and in §3.4 we present our results. Throughout this paper, we assume WMAP7 [123] cosmological parameters: \((\Omega_M, \Omega_\Lambda, h, \sigma_8, w) = (0.27, 0.73, 0.70, 0.81, -1)\). Wherever appropriate, the \(h\)-scaling of each quantity is shown explicitly using \(h_{70} = H_0/(70 \text{ km s}^{-1}\text{Mpc}^{-1})\).

### 3.2 Data

The galaxy-galaxy lensing and galaxy clustering analyses presented in this work are based on galaxy and shear catalogs produced by the Canada-France-Hawaii Telescope Lensing Survey (CFHTLenS) [107, 124–126], which are taken from the Wide components of the Canada-France-
Hawaii Telescope Legacy Survey (CFHTLS-Wide). The Wide fields cover an effective area of 154 deg$^2$, with four independent fields, W1–4, with individual field areas in the range 23–64 deg$^2$.

### 3.2.1 Lens and source selection

We used the public galaxy catalog from the CFHTLenS catalog query page \(^\text{1}\) with the following parameters: $\text{MASK} \leq 1$, $\text{Flag} < 3$ and $\text{CLASS\_STAR} < 0.9$. Details of these parameters are in Appendix C of [125].

From this galaxy catalog, we pre-select lens galaxies at low photometric redshifts, $0.2 \leq z_{\text{lens}} \leq 0.4$, where $z$ is the peak of the photometric redshift probability density function (photo-$z$ PDF), unless explicitly specified otherwise. Following [127], we ensure that the apparent magnitudes of our lens samples are brighter than $m_{i'} \leq 23$. We discard lens galaxies for which any of the following catalog parameters equal $-99.0$: stellar mass $M_*$, or the magnitudes in any of the five optical Sloan Digital Sky Survey (SDSS)-like bands $m_{u^*}$, $m_{g'}$, $m_{r'}$, $m_{i'}$ and $m_{z'}$.

To reduce the errors in the lensing signal due to the uncertainties in the photometric redshifts, we follow the approach of [128] and require that the difference between the redshift of the sources and the lenses $z_{\text{src}} - z_{\text{lens}} \geq 0.1$. We further ensure the lower bound of the 95\% confidence interval of $z_{\text{src}}$ to be greater than $z_{\text{lens}}$. We go to the CFHTLenS analysis depth threshold of $m_{i'} \sim 24.7$ for the sources [107, 124, 126].

### 3.2.2 Satellite galaxy rejection

Because we are interested in halo assembly bias, we need to remove satellite galaxies that are present in the galaxy catalog. Satellites reside in halos of larger mass than similar central galaxies, and will therefore have a larger bias. Since this mass difference and bias difference could mimic assembly bias, it is crucial to minimize contamination from satellites.

\(^{1}\text{www.cadc-ccda.hia-iha.nrc-cnrc.gc.ca/en/community/ CFHTLens/query.html}\)

CFHTLenS provide a galaxy cluster catalog based on the 3D-Matched-Filter (3D-MF) opti-
mized galaxy cluster finder. This finder determines a likelihood map of clusters on the sky, and searches for significantly detected peaks. Details of the 3D-MF algorithm can be found in [129]. The cluster catalog provides positions, redshifts and the detection significance for each cluster candidate. As noted by [130, 131], many of the peaks at significance < 5σ will be false detections. Nevertheless, in order to be conservative in excluding satellites, we use all candidates with significance ≥ 3.5σ.

Given a list of clusters, we identify galaxies as satellites if they fall within the virialized region of each cluster. This requires estimating the size of each cluster. We do so using the following power-law relation between cluster mass and peak significance for the 3D-MF algorithm [131]:

\[
\log \left( \frac{M_{200c}}{M_\odot} \right) = 0.161\sigma + 12.39. \tag{3.1}
\]

The lowest-significance clusters, therefore, are expected to have masses \( M_{200c} \sim 10^{13} M_\odot \). Given \( M_{200c} \), we then calculate the radius of the cluster by

\[
r_{200c} = \left[ \frac{3M_{200c}}{4\pi (200) \rho_c(z)} \right]^{1/3}, \tag{3.2}
\]

where \( \rho_c(z) \) is the critical energy density of the universe evaluated at \( z_{\text{cluster}} \). We label a galaxy as a potential satellite of an identified cluster if its projected separation from the cluster centroid on the sky satisfies \( d \leq A \times r_{200c} \), where \( A \) is an arbitrary parameter. Since the boundary of a cluster is not clearly defined, we vary the value of this parameter in the range \( 1 \leq A \leq 1.5 \), to study the effect of removing different percentages of galaxies as satellites. Additionally, along the line-of-sight direction, we also require potential satellite galaxies to fall within \( \Delta z \leq 0.2(1 + z) \) of the cluster redshift, which corresponds to \( \sim 5\sigma \) of the photo-z scatter for CFHTLenS galaxies [107, 124, 125]. Only those galaxies which do not meet the above two selection criteria are kept as centrals in our analysis. Usually 20% – 40% of the galaxies are identified as satellites and removed using these selection criteria.
The 3D-MF catalog allows us to remove satellites of clusters, but satellites of poor groups could still be present in our sample. To suppress their contribution, we impose a further cut on our galaxy sample: we remove all galaxies for which a neighboring galaxy with stellar mass 3 times more massive, i.e. $M_{*,\text{nbr}}/M_{*,\text{lens}} \geq 3$ (or 5 times), is found within projected separation $r_{\text{excl}}$, where $r_{\text{excl}}$ is varied between 300 to $500h^{-1}_{70}$kpc. This exclusion further removes $\sim 50\%$ of the galaxies, leaving us with significantly less than half of the original sample. These cuts may be overly conservative, but they should leave us with a reasonably pure selection of central galaxies.

### 3.2.3 Selection of red and blue galaxy samples

With our sample of central lens galaxies, we can now attempt to detect assembly bias. To do so, we require proxies for halo mass, and halo assembly history, since the dark matter halo properties themselves are not directly observable. In this work, we use galaxy stellar mass as a proxy for halo mass, and galaxy color as a proxy for assembly history, under the assumption that redder galaxies have older stellar populations and therefore might reside in older dark matter halos.

Accordingly, we split our lenses into red and blue samples. We follow the definition of red and blue galaxies from [127], with $T_{\text{BPZ}} \leq 1.5$ and $2.0 \leq T_{\text{BPZ}} \leq 4.0$ respectively. Here, $T_{\text{BPZ}}$ is a parameter which represents the spectral type of a CFHTLenS galaxy corresponding to its redshift, and is obtained from the best-fitting SED of the galaxy determined by the Bayesian photometric redshift (BPZ) code [125, 132].

Given our red and blue samples, we next construct stellar mass bins for the two samples that give similar halo masses. We select galaxies based on their stellar masses $M_*$, and adjust the widths and ranges of the $M_*$ cuts for the red and blue galaxy samples separately, to ensure that the lensing profiles for the red and blue samples are consistent, as determined by galaxy-galaxy lensing (see §3.3.1 below). We attempt to construct galaxy samples with masses $M \lesssim 10^{12}M_\odot$, the mass regime which the effect of assembly bias is expected to be significant. We perform simple Navarro-Frenk-White (NFW) profile fits [45, 46] at $z = 0.3$, whose projected surface mass density profiles are given in [133], together with baryonic lensing signals [134] from $\sim 20 - 200h^{-1}_{70}$kpc by
\( \chi^2 \) analyses [127] to ensure our galaxy samples are in this low mass regime. At low halo masses, however, the lensing signal becomes weak, so we are forced to use relatively wide stellar mass bins to achieve a reasonable signal-to-noise in the lensing measurements. Typically, as discussed below, the widths of the stellar mass bins that we use are \( M_{*, \text{max}} / M_{*, \text{min}} \lesssim 10 \), where \( M_{*, \text{max}} \) and \( M_{*, \text{min}} \) represent the central galaxies with the most and the least massive stellar masses in the sample respectively. Central galaxies in halos of this mass range have been found to follow a power-law relationship between halo masses and stellar masses, i.e. \( M \propto M_0^{0.6} \) [128, 135–137], which implies that a ten-fold increase in stellar mass would roughly correspond to about a range of \( \Delta M / M \sim 4 \) in the halo masses.

For our CFHTLenS galaxy samples, we find that blue centrals tend to have higher stellar masses than red centrals with similar host halo masses, in agreement with the results of [135]. This turns out to present a difficulty in our analysis, for the following reason. To ensure that the galaxies in our red and blue samples have consistent redshift distributions, we measure their cross-correlation coefficients \( r_c^2 \) by comparing the angular cross-correlations with the angular auto-correlations, described in more detail in §3.3.3. Specifically, we define

\[
   r_c^2(\theta) = \frac{w_{c, \text{all}}^2(\theta)}{w_c(\theta) w_{\text{all}}(\theta)},
\]

where the index c refers either to red or blue, \( w_c \) refers to the auto-correlation of sample c, \( w_{\text{all}} \) refers to the auto-correlation of all galaxies in the prescribed photo-z range, and \( w_{c, \text{all}} \) refers to the angular cross-correlation between sample c and all galaxies. If the redshift distribution of sample c is consistent with the redshift distribution of all galaxies, then we would expect a strong cross-correlation, \( r_c^2 \approx 1 \). For most of the luminosity and color bins, this is indeed the case. However, for the brightest blue galaxies with \( r' \)-band absolute magnitude \( M_{r'} < -21.0 \), we find a much weaker cross-correlation coefficient, with \( r_c^2 \sim 0.3 \). At present, we do not understand the origin of this result, but one possible explanation could be systematic errors in the photo-z’s for this luminosity bin [138]. To avoid this possibility, we exclude blue galaxies with \( M_{r'} < -21.0 \) from our lens
samples. However, as galaxy stellar mass is strongly correlated with luminosity [139], excluding the brightest blue galaxies implies that the blue galaxies with the most massive stellar masses would be excluded, and since blue galaxies have much smaller halo masses than red galaxies with similar stellar masses, this makes it difficult to find red and blue samples with matching lensing profiles. We will return to this issue in §3.4.

3.2.4 Simulation data

To validate our analysis, and to provide theoretical comparisons for our measurements described below, we have applied much of our analysis to publicly available mock galaxy catalogs provided by [140], which were constructed on the ROCKSTAR [141, 142] halo catalogs \(^2\) of the Bolshoi \(N\)-body simulation [93].

The Bolshoi simulation was run in a periodic cube with volume \(250h^{-1}\text{Mpc}\) on a side with \(2048^3\) dark matter particles, in a \(\Lambda\)CDM cosmology with \((\Omega_M, \Omega_\Lambda, \Omega_b, h, \sigma_8, n_s) = (0.27, 0.73, 0.042, 0.70, 0.82, 0.95)\). The simulation has mass resolution of \(M_{\text{particle}} = 1.35 \times 10^8h^{-1}\text{M}_\odot\) and force resolution of \(1.0h^{-1}\text{kpc}\). The dark matter particles were traced from \(z = 80\) to 0. For further details of the Bolshoi simulation, we refer the reader to Riebe et al. [143].

From this simulation, [140] have constructed mock galaxy catalogs built on the ROCKSTAR catalogs publicly available at cosmosim.org. The mock galaxy catalog uses the age-matching formalism to relate galaxy properties such as stellar mass and \((g - r)\) color to the properties of dark matter halos and subhalos. [119, 140] find that these catalogs reproduce the galaxy color probability distribution function, galaxy clustering, and lensing signals measured in SDSS, although [114] note a discrepancy in this model’s lensing predictions for locally brightest galaxies compared to observations. For our purposes, the precise validity of these catalogs is unimportant; we merely use them to check that our lensing analysis should not introduce systematic biases in mass determination and how the clustering behavior of the samples changes by imposing different satellite removal criteria.

\(^2\)http://cosmosim.org
We calculate the mass profiles around the galaxies by downloading the Bolshoi particle data from the Particles416 table available in cosmosim.org. We project particles within $1.0h^{-1}\text{Mpc}$ around each halo center and calculate the projected differential mass profile $\Delta \Sigma(r)$. We then stack the mass profiles for the halo samples to provide mock simulations of the galaxy-galaxy lensing analysis described below.

We implement similar satellite exclusion schemes in the mock data as in CFHTLenS. Firstly, we identify the massive clusters with $M > 10^{13}h^{-1}M_\odot$ using the Bolshoi halo catalog at $z = 0$. Nevertheless, [129] report different detection rates for 3D-MF algorithm on galaxy clusters with different mass ranges. In order to mimic the completeness of the 3D-MF method to identify the satellites residing in massive clusters, we randomly select mock halos at different mass ranges according to the detection rates (with photometric redshift errors) indicated in Table 3 of [129]. Next, we exclude a mock galaxy as a potential satellite of a mock cluster if its projected separation from the cluster centroid satisfies $d \leq A \times r_{200c}$, where $1 \leq A \leq 1.5$. We further impose the additional cut identical to what we do in CFHTLenS to remove galaxies in poor groups. We then calculate the 2-point auto-correlations (details in §3.3.3) for the mock galaxies and see why satellite exclusion is necessary in our analysis.

### 3.3 Methodology

To detect assembly bias, we require a method to determine the (average) lensing profiles of our red and blue galaxy samples. Given red and blue samples with consistent lensing profiles (and hence halo masses), we can then compare their clustering to search for assembly bias. We use galaxy-galaxy lensing to measure lensing profiles, and use projected angular 2-point auto-correlations (2PCF) to infer the relative biases of the samples.
### 3.3.1 Galaxy-galaxy lensing

Galaxy-galaxy lensing measures the cross-correlation between foreground lens galaxies and the apparent distortions to the shapes of background source galaxies, induced by weak lensing shear. Specifically, the stacked azimuthally averaged tangential shear $\langle \gamma_+ \rangle$ profile around lenses is related to the projected surface mass density of the lenses by [70, 144]:

\[
\langle \gamma_+ \rangle = \frac{\Delta \Sigma(r)}{\Sigma_{\text{crit}}} = \frac{\bar{\Sigma}(<r) - \Sigma(r)}{\Sigma_{\text{crit}}} = \bar{\Sigma}(<r) - \Sigma(r),
\]

where $\Sigma(<r)$ is the averaged projected surface mass density enclosed by radius $r$, and $\Sigma(r)$ is the mean projected surface mass density at radius $r$. The lensing critical density $\Sigma_{\text{crit}}$ is defined as

\[
\Sigma_{\text{crit}} = \frac{c^2}{4\pi G} \frac{D_s}{D_{ds} D_d},
\]

where $c$ and $G$ are speed of light and gravitational constant, $D_d$ and $D_s$ are the angular diameter distances to the lens and the source respectively, while $D_{ds}$ is the angular diameter distance from the lens to the source. For lens galaxy $j$ and source galaxy $k$, we compute the following quantities of the lens-source pair:

\[
\begin{align*}
g_{jk}(r) &= \frac{c^2}{4\pi G} \frac{w_k e^+_{jk}(r) \langle \eta_1 \rangle_{jk}(r)}{1 + m_k} \\
W_{jk} &= w_k \langle \eta_2 \rangle_{jk}(r),
\end{align*}
\]

where $w_k$ is the LENSFIT weight for the shear profile of source $k$, $e^+_{jk}(r)$ is the tangential ellipticity of the source $k$ at projected physical distance $r$ about lens $j$.

The CFHTLenS galaxy catalog provides the raw ellipticity components, $e_1$ and $e_2$, along the celestial coordinate frame. These quantities are known to be affected by a small additive calibration $c_2$ and a multiplicative calibration $m$ [124, 126, 145]. For the additive bias, the one affecting $e_1$ is consistent with zero, but not for the one affecting $e_2$, i.e. $\langle c_2 \rangle \neq 0$. $c_2$ must be subtracted from
$e_2$ for individual sources. $e_2$ is defined relative to a decreasing RA in CFHTLenS. $e_2$ has to be multiplied by $-1$ so the conventional definition of RA/DEC reference frame is followed [125]. From $e_1$, $e_2$ and the angle of the great circle passing through the lens-source pair with declination, we can calculate $e_{jk}^+(r)$. Following [127], we check that the stacked lensing profiles of the galaxy samples do not change significantly if we do not apply the additive calibration.

For the multiplicative calibration correction $m$, instead of applying the calibration corrections statistically on all the galaxy pairs as suggested in [126], we apply the corrections on individual sources, as is implied in $g_{jk}(r)$ in Eqn. 3.6. We keep only the source galaxies with $-0.5 \leq m \leq 0.2$. This range of $m$ is chosen to maintain the source count and avoid the spurious shear signal by sources with extreme values of $m$, especially those with $1 + m \rightarrow 0$. We check that the stacked lensing profiles are consistent in the cases when we apply the calibration corrections individually and statistically on all the galaxy pairs.

We make use of the normalized photo-z PDFs $p(z)$, i.e. $\int_0^\infty p(z)dz = 1$, for the lens $j$ and source $k$ to evaluate $\langle \eta_1 \rangle_{jk}(r)$ and $\langle \eta_2 \rangle_{jk}(r)$. The residual photo-z calibration bias in the lensing measurement should be improved by using the full $p(z)$ [146]. We firstly define $E_1(z_j)$ and $E_2(z_j)$ as:

$$
E_1(z_j) = \int_{z_j}^\infty p(z_j)p(z_k) \frac{D_{\text{ds}}(z_j, z_k)D_d(z_j)}{D_s(z_k)} dz_k \\
E_2(z_j) = \int_{z_j}^\infty p(z_j)p(z_k) \left[ \frac{D_{\text{ds}}(z_j, z_k)D_d(z_j)}{D_s(z_k)} \right]^2 dz_k.
$$

(3.7)

Here we get the lensing efficiencies of the lens-source pair as functions of the redshift $z_j$ of lens $j$. We also compute the projected angular separation $\theta_{jk}$ of lens $j$ and source $k$. We then make use of the photo-z PDF of lens $j$ and $\theta_{jk}$ to calculate the lensing efficiencies of the lens-source pair as functions of the projected physical distance $r$, i.e. $E_1(z_j)$ and $E_2(z_j)$ can be mapped into $\langle \eta_1 \rangle_{jk}(r)$ and $\langle \eta_2 \rangle_{jk}(r)$ respectively.
Figure 3.1: The stacked tangential shear profiles $\langle \Delta \Sigma(r) \rangle$ for mock galaxies, after the $M_*$ stellar mass ranges have been adjusted to make the shear profiles consistent within $200h^{-1}\text{kpc}$. Left: $\langle \Delta \Sigma(r) \rangle$ for samples including both centrals and satellites. Right: $\langle \Delta \Sigma(r) \rangle$ for only central galaxies, i.e. with all satellites removed. The red (blue) data points represent the red (blue) sample.

Next, for lens $j$, we sum up the shear signal for the source galaxies around it by

$$\Delta \Sigma(r)_j = \frac{\sum_k g_{jk}(r)}{\sum_k W_{jk}}.$$  \hspace{1cm} (3.8)

We estimate the error of the shear signal at distance $r$ for each lens, $\delta \Delta \Sigma(r)_j$, by bootstrapping the source galaxies around the lens $5 \times 10^2$ times. We use this error estimate $\delta \Delta \Sigma(r)_j$ to inverse-variance weight the shear signal from individual lenses contributing to the stacked shear profile.

We then stack the shear signals of the lens galaxies by calculating the weighted mean, i.e.

$$S(r) \equiv \langle \Delta \Sigma(r) \rangle = \frac{\sum_j \Delta \Sigma(r)_j [\delta \Delta \Sigma(r)_j]^{-2}}{\sum_j [\delta \Delta \Sigma(r)_j]^{-2}},$$  \hspace{1cm} (3.9)

the error of the stacked mass profile $\langle \Delta \Sigma(r) \rangle$ is obtained by bootstrapping the lens samples by
Figure 3.2: These line plots present the fraction of mock halos $P(M)$ in mass bin $(M, M+dM)$ for the galaxy samples with consistent lensing profiles shown in Fig. 3.1. Red and blue lines represent the red and blue galaxies respectively. Solid and dashed lines represent the mass distributions for the subhalos and the host halos respectively. Left: $P(M)$ for all mock galaxies, the significant proportion at $M \geq 10^{12.5} h^{-1} M_{\odot}$ indicates there are satellites in the samples which are located in massive host halos. Right: $P(M)$ for only central galaxies. By construction, the halos in these samples are all host halos. After satellite removal, the red and blue samples have consistent halo mass distributions.

$N_S = 10^3$ times. We keep track of the full covariance matrix [147], i.e.

$$C_{m,n} = \frac{1}{N_S - 1} \sum_{p=1}^{N_S} [S_p(r_m) - S(r_m)] [S_p(r_n) - S(r_n)],$$

(3.10)

where $S(r)$ is the stacked mass profile of the galaxy sample, $S_p(r)$ is the $p$th bootstrap stacked sample, and $r_m$ and $r_n$ are the $m$th and $n$th radial bins respectively. The bootstrap errors, $\sigma_m$ can be obtained from the diagonal elements of the covariance matrix, i.e. $(\sigma_m)^2 = C_{m,m}$.

As a systematic check, we measure the cross shear, which is $45^\circ$ to that of the tangential shear, and find that it is consistent with zero.
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3.3.2 Finding consistent mass profiles

We measure stacked tangential shear profiles \( \langle \Delta \Sigma(r) \rangle \) from \( \sim 20 - 200 h^{-1}_{70} \text{kpc} \), spaced logarithmically in 7 radial bins. We minimize \( \Delta \chi^2_S \) [148], defined as

\[
\Delta \chi^2_S = \sum_{m,n} \left[ S_{\text{red}}(r_m) - S_{\text{blue}}(r_m) \right] \left( C_{m,n}^{\text{red}} + C_{m,n}^{\text{blue}} \right)^{-1} \left[ S_{\text{red}}(r_n) - S_{\text{blue}}(r_n) \right],
\]

where \( S_{\text{red}}(r) - S_{\text{blue}}(r) \) is the difference of the stacked lensing profiles for the red and blue samples, and \( \left( C_{m,n}^{\text{red}} + C_{m,n}^{\text{blue}} \right)^{-1} \) is the inverse of the sum of the covariance matrices for the red and blue samples respectively. We iterate this step by adjusting the stellar mass cuts of the red and blue samples until \( \Delta \chi^2_S \) is minimized. We then check to make sure the lensing profiles of the two samples are consistent with each other, which implies the two samples should have similar (average) halo masses.

Testing the procedure

To validate our method for producing consistent shear profiles for red and blue galaxies, we apply the same technique to mock galaxies from the [119] catalog described in §3.2.4. We follow [119] and [149], and apply the following stellar mass-dependent color cut to separate the red and blue mock galaxies, i.e.

\[
(g - r) = 0.76 + 0.15 \left[ \log_{10} (M_*) - 10.0 \right].
\]

After distinguishing the galaxies into red and blue categories, we repeat the same exercise on the mock galaxy catalog as we performed on the CFHTLenS observational data, i.e. we adjust the \( M_* \) stellar mass ranges and widths for the red and blue galaxies to allow their mass profiles agree with each other, and therefore the halo masses. We ensure the widths of \( M_* \) are comparable to those of the galaxy samples we select in CFHTLenS data, as then we can estimate the mass distribution of the halos included in the samples.
Figure 3.3: The 2PCFs of the mocks after pairing the lensing profiles of the red and blue samples. The red (blue) dots represent the red (blue) sample of the “All galaxies” sample, while the magenta (cyan) triangles represent the red (blue) sample of the “Central only” sample. The stellar mass bins ($\log_{10}(M/\text{M}_\odot)$) chosen in the mock have similar widths as those chosen in CFHTLenS data. Left: The 2PCFs with no satellite exclusion. The stellar mass ranges of the blue “All galaxies” and “Centrals only” samples are [9.925, 10.925] and [9.943, 10.943] respectively, whereas both of the red samples are kept at [9.8, 10.8]. The severe satellite contamination $f_{\text{sat,init.}} = 25.4\%$ can mimic the assembly bias signal, as demonstrated by the larger difference in 2PCFs of the red and blue galaxies for the “All galaxies” sample than those for the “Centrals only” sample. Right: The 2PCFs with the most stringent satellite exclusion adopted in this paper. The stellar mass ranges of the blue “All galaxies” and “Centrals only” samples are [9.935, 10.935] and [9.928, 10.928] respectively, whereas both of the red samples are kept at [9.8, 10.8]. Under this exclusion criterion, we have excluded $f_{\text{sat,excl.}} = 80.8\%$ of the satellites, and left with satellite contamination $f_{\text{sat}} = 9.1\%$. Nonetheless, the consistency between the 2PCFs of the “All galaxies” and “Centrals only” samples suggests that the residual contamination present in the sample is insufficient to solely account for the difference in the bias signals in the mock.
Fig. 3.1 shows the stacked tangential shear profiles $\langle \Delta \Sigma(r) \rangle$ for the mock catalog. Both the cases with all satellites removed (Centrals only) and without any satellite exclusion (All galaxies) are shown. The shear profiles for the red and blue samples are aligned by minimizing $\Delta \chi^2_S$. The stacked shear profiles are in good agreement with each other within $r \sim 200h^{-1}$kpc, which coincides with the virial radius of the halo samples at $M \leq 10^{12}h^{-1}M_\odot$. This implies the two samples should have consistent halo masses. At scales beyond $200h^{-1}$kpc, the plateauing behavior of the stacked shear profiles for the “All galaxies” sample suggests there is significant satellite contamination.

Fig. 3.2 shows the normalized halo mass distributions for the red and blue samples with matching lensing profiles both for the “All galaxies” and “Centrals only” cases. There is a significant proportion of host halos reside at $M \geq 10^{12.5}h^{-1}M_\odot$ for the “All galaxies” sample, suggesting there is satellite contamination. Particularly, the red samples suffer from more severe satellite contamination than the blue samples. For the “Central galaxies” case, the curves are narrower than those in “All galaxies” case, the red and blue curves have similar shapes. Moreover, a majority of halos in this case reside in $10^{11} \leq (M/h^{-1}M_\odot) \leq 10^{12}$, which is the target mass regime for the selected sample. This suggests that our procedure for matching the stacked lensing profiles by $\Delta \chi^2_S$ minimization does indeed produce samples with consistent halo mass distributions.

### 3.3.3 Correlation function measurements

We calculate the 2PCF using the standard Landy-Szalay estimator [150].

$$w(\theta) = \frac{N_{DD} - 2N_{DR} + N_{RR}}{N_{RR}}, \quad (3.13)$$

where $N_{DD}$, $N_{DR}$ and $N_{RR}$ represent the normalized numbers of data-data, data-random and random-random pairs in a given angular separation bin respectively. We calculate $w(\theta)$ using 20 angular bins, spaced logarithmically between $0.003^\circ$ and $3^\circ$.

To calculate $N_{DR}$ and $N_{RR}$, we generate random galaxy catalogs for the four CFHTLenS Wide
patches, using the same areas and masked regions of the Wide patches, discarding any randoms falling within masked areas, \( \text{MASK} > 1 \). We use 10 times more random galaxies than data galaxies in order to suppress Poisson noise from our random realizations.

To estimate the errors of the 2PCF, we compute the covariance matrix by the jackknife resampling method. We follow [125] and use \( N_w = 54 \) jackknife samples across all four Wide patches. The covariance matrix of the 2PCF is determined by [147, 151, 152]

\[
C_{m,n}^w = \frac{N_w}{N_w - 1} \sum_{p=1}^{N_w} \left[ w_p(\theta_m) - w(\theta_m) \right] \left[ w_p(\theta_n) - w(\theta_n) \right],
\]

(3.14)

where \( w(\theta) \) is the weighted average (by number of data-data pairs in each Wide patch) of the correlation measurement from the entire galaxy sample, \( w_p(\theta) \) is the weighted average obtained by omitting the \( p \)th subsample of the data, and \( \theta_m \) and \( \theta_n \) are the \( m \)th and \( n \)th angular bins respectively. Similar to bootstrap errors, the jackknife bin errors, \( \sigma_m^w \) can be obtained from the diagonal elements of the covariance matrix, \( C_{m,m}^w \). We check our 2PCF calculations reproduce the results of [125] when applied to the same galaxy sample (see their Fig. 15).

Fig. 3.3 shows the 2PCFs measured from the mock galaxy samples. \( f_{\text{sat,init.}} \) represents the satellite contamination in the initial sample, i.e. without any satellite removal. \( f_{\text{sat,excl.}} \) is defined as the ratio between the number of satellites being excluded to the number of satellites in the original sample, whereas \( f_{\text{sat}} \) is defined as the ratio between number of satellites to the total number of galaxies in the final sample, hence it indicates the level of residual satellite contamination after the satellite removal procedures. The stellar mass bins (\( \log_{10}(M*/M_\odot) \)) chosen for the mock data have similar widths as those chosen in CFHTLenS data. In the left plot, there is no satellite exclusion applied to the “All galaxies” (dots) and “Centrals only” (triangles) samples (See §3.3.2). The stellar mass ranges of the blue “All galaxies” and “Centrals only” samples are \([9.925, 10.925]\) and \([9.943, 10.943]\) respectively, whereas both of the red samples are kept at \([9.8, 10.8]\). The “Centrals only” generally have lower amplitudes than the “All galaxies” at the same radial bins, suggesting that removing satellites would decrease the clustering signals of the galaxy samples. \( f_{\text{sat,init.}} = \)
Figure 3.4: The stacked shear profiles of CFHTLenS data with the most stringent satellite exclusion adopted, i.e. $A = 1.5$, and if there is any neighboring galaxy whose stellar mass is at least 3 times more massive than the lens galaxy within $500h_{70}^{-1}$kpc projected distance. The red (blue) dots represent the red (blue) sample. The stellar mass bins have been adjusted to allow the lensing profiles of the red and blue samples to be consistent by minimizing $\Delta \chi^2$. There are 4376 and 8206 galaxies in the red and blue samples respectively, and the stellar mass ranges ($\log_{10}(M_*/M_\odot)$) for the red and blue samples are $[9.05, 10.05]$ and $[9.5, 10.55]$ respectively. The results of $\Delta \chi^2$ minimization are shown in Table A.1.

25.4% of the galaxies are satellites in the mock sample before any exclusion is implemented. Severe satellite contamination would mimic the assembly bias signal, as demonstrated by the larger difference between the 2PCFs of the red and blue galaxies in the “All galaxies” sample than those of the “Centrals only” sample. Therefore satellite removal is indispensable in our analysis.

Our procedure for excluding satellites reduces the assembly bias measured from the simulations, but does not eliminate it entirely. We verify this statement by applying the same exclusion criteria on both “All galaxies” and “Centrals only” samples. The right plot of Fig. 3.3 shows the 2PCFs of the red and blue galaxies with the most stringent satellite removal scheme adopted in this paper applied, i.e. we firstly exclude the potential satellites if they are located within $1.5r_{200c}$ ($A = 1.5$) of the mock clusters in the projected plane, and we further reject the satellites in poor groups by searching if there is any neighboring galaxy with at least more than 3 times stellar
mass of the lens galaxy within $r_{\text{excl.}} = 500 h_{70}^{-1} \text{kpc}$ projected distance. The stellar mass ranges $\log_{10}(M_*/M_\odot)$ of the blue “All galaxies” and “Centrals only” samples are $[9.935, 10.935]$ and $[9.928, 10.928]$ respectively, whereas both of the red samples are kept at $[9.8, 10.8]$. Through these procedures, $f_{\text{sat,excl.}} = 80.8\%$ of the satellites are excluded and the final satellite contamination is $f_{\text{sat}} = 9.1\%$ in this case. However, the residual satellite contamination after the satellite removal is insufficient to solely account for the assembly bias signal found in the mocks. For instance, when the same removal scheme is applied on both the “All galaxies” and the “Centrals only” (i.e. without any satellites) samples, the 2PCFs between the dots and the triangles of the same galaxy sample are consistent, and yet the assembly bias signals are still clearly present, albeit weakened. We further investigate how the clustering behaviors of red and blue mock samples change when different satellite removal criteria are imposed (see Appendix A.1).

Figure 3.5: Left: The 2PCFs of CFHTLenS with the following satellite exclusion criterion applied: $A = 1.5$, and if there is any neighboring galaxy whose stellar mass is at least 3 times more massive than the lens galaxy within $500 h_{70}^{-1} \text{kpc}$ projected distance. The red (blue) dots represent the red (blue) sample. Right: The difference of the 2PCFs $\Delta w(\theta) \equiv w^{\text{red}}(\theta) - w^{\text{blue}}(\theta)$ corresponding to the left panel at $3 - 11 h_{70}^{-1} \text{Mpc}$. The dashed lines show the $\Delta w(\theta) = 0$ level. The significance of difference of the 2PCFs is $1.67\sigma$. The physical distance at $z = 0.3$ is shown at the top abscissae of the panels.
3.4 Results

Using the methods described in §3.3, we now present our approach to search for assembly bias. As described in §3.2.2, we use the cluster catalog of [130, 131] to remove potential satellites. The parameter $A$ describes how aggressively we mask regions near identified groups and clusters; below we show the result for $A = 1.5$, which correspond to excluding $\sim 40\%$ of the galaxies in the sample. Additionally, we exclude all galaxies with neighbors whose stellar mass is at least 3 times more massive (i.e. $M_{\text{*,nbr}}/M_{\text{*,lens}} \geq 3$) within $r_{\text{excl.}} = 500 h_{70}^{-1}$ kpc projected separation, which ultimately exclude $\sim 90\%$ of the initial sample, as indicated by $f_{\text{gal,excl}}$ in Figures 3.4 and 3.5. We present the CFHTLenS results with other satellite exclusion schemes in Appendix A.2.

For this sample of “centrals”, we adjust the $M_*$ stellar mass widths and ranges for the red and blue galaxies separately, to obtain samples with consistent galaxy-galaxy lensing profiles. We judge consistency of the profiles by minimizing $\Delta \chi^2_S$ of the shear profiles (see Eqn. 3.11). Our shear measurements are at $r < 200 h_{70}^{-1}$ kpc, which is safely in the 1-halo regime for the masses of interest, i.e. $M \lesssim 10^{12} h_{70}^{-1} M_\odot$.

As noted above in §3.2.3, we exclude the brightest blue galaxies with $M_r < -21.0$ as lenses. Because red galaxies have significantly larger halo masses than blue galaxies of similar stellar masses, also galaxy luminosity and stellar masses are strongly correlated, this exclusion of the brightest blue galaxies makes it difficult to find samples with matching lensing profiles. Table A.1 lists the stellar mass cuts of the galaxy samples stacked in Figures 3.4 and 3.5, along with the fraction of galaxies being excluded $f_{\text{gal,excl}}$ and the $\Delta \chi^2_S$ of the sample pairs. The samples denoted in the Table and depicted in Fig. 3.4 do appear to have matching lensing profiles, however we are unable to construct samples at other stellar mass bins. If we use galaxies with significantly more massive stellar masses, most of the blue sample will overlap with the problematic magnitude range found above because of the strong correlation between galaxy luminosity and stellar masses, and if we use significantly least massive bins, we run out of red galaxies in the catalog.

Nevertheless, the lensing profiles do appear consistent for the samples shown in Fig. 3.4. After
ensuring that the stacked shear profiles of the two samples are statistically consistent, we proceed to measure the 2PCFs \( w(\theta) \) for the samples. The left panel of Fig. 3.5 compare the 2PCFs of the red and blue samples with the same satellite exclusion criterion applied in Fig. 3.5. In order to quantify the significance of difference of the 2PCFs between the red and blue samples, i.e. \( \Delta w(\theta) \equiv w^{\text{red}}(\theta) - w^{\text{blue}}(\theta) \), we follow the same calculation in Eqn. 3.14, but on \( \Delta w(\theta) \) instead of the 2PCFs of the individual samples. We then calculate \( \Delta \chi^2_w \), which is defined as,

\[
\Delta \chi^2_w = \sum_{m,n} \Delta w(\theta_m) \cdot (C_{m,n}^{\Delta w})^{-1} \cdot \Delta w(\theta_n),
\]

where \( (C_{m,n}^{\Delta w})^{-1} \) is the inverse of the covariance matrix of \( \Delta w(\theta) \). For this calculation, we consider the radial bins from 3 – 11h^{-1}\text{Mpc}, which is in the 2-halo regime as we are interested in the large-scale clustering behaviors of the galaxy samples. Given 4 degrees of freedom in the radial range and \( \Delta \chi^2_w \), we compute the two-tailed \( p \)-value, the probability for the 2PCFs of the red and blue samples are drawn from the same distribution. The \( \Delta \chi^2_w \), \( p \)-values and the detection significance for different exclusion criteria are listed in Table A.2. In the right panel of Fig. 3.5, \( \Delta w(\theta) \) and the jackknife errors for different exclusion criteria for the 4 radial bins from 3 – 11h^{-1}\text{Mpc} are illustrated. The physical projected separation at \( z = 0.3 \) is shown at the top abscissae of both panels for comparison.

In Fig. 3.5, where 89.2\% of the galaxies are being identified as potential satellites, we obtain \( (\Delta \chi^2_w, p) = (8.05, 0.090) \), which translates to a 1.67\( \sigma \) difference between the 2PCFs of the red and blue samples between 3 – 11h^{-1}\text{Mpc}. The significance of difference can also be demonstrated in the right panel, in which the jackknife errors are comparable to the deviation of the data points from the \( \Delta w(\theta) = 0 \) level. Particularly at the third radial bin at \( r \approx 7h^{-1}\text{Mpc} \), \( \Delta w(\theta) \) is consistent with zero. Therefore, our measurements in CFHTLenS galaxy samples do not favor a significant evidence of assembly bias detection. To test whether this is an overly restrictive satellite exclusion criterion, we loosen the rejection criteria by varying \( A, r_{\text{excl.}} \) or \( M_{*,\text{nbr}}/M_{*,\text{lens}} \) and repeat the same exercise. Nonetheless, the result does not change appreciably as indicated in Appendix A.2.
3.5 Discussion

Nominally, the detection of assembly bias remains elusive with our measurements with CFHTLenS galaxies. To ensure the rigorousness of our analysis, we have to exclude systematic effects that could mimic the signal we are attempting to observe. In previous work, there have been two principal bugaboos that have plagued studies of assembly bias: uncertainty in halo mass, and satellite contamination. We have attempted to mitigate both of these potential systematics. First, our lensing measurements give us some confidence that the halo mass distributions of the red and blue galaxy samples are consistent. The halo masses of our galaxy samples are of order $M \lesssim 10^{12}h_{70}^{-1}M_\odot$, for redshifts in the range $0.2 \leq z \leq 0.4$, and halo bias is a relatively weak function of halo mass in this regime. From Fig. 9 of Bhattacharya et al. [153], the large scale halo bias $b(M)$ changes only $\sim 20\%$ when the central halo mass is changed by a factor of $\Delta M/M \sim 4$, for halos in this mass regime. This justifies our choice of selecting galaxy samples with wide stellar mass ranges as we ensure the scatter of halo bias in our galaxy samples is small.

In Fig. 3.4, the blue sample has a slightly lower amplitude of the lensing profile than the red sample even though they are statistically consistent (i.e. $\Delta \chi^2_S = 3.19$ over 7 radial bins from $20 - 200h_{70}^{-1}$kpc), and we find a $1.67\sigma$ difference in their 2PCFs. To understand whether this subtle mass difference would contribute to the difference in 2PCFs, we select the new red (blue) samples which have slightly higher (lower) lensing profile amplitudes compared to the initial red (blue) samples used in Figures 3.4 and 3.5 with the $\Delta \chi^2_S$ between the new and initial samples $\sim 3$, and we find the difference of 2PCFs between the two samples is about $1\sigma$.

To address the systematic of residual contamination from satellites, we have used quite aggressive cuts to remove potential satellites, excluding $\sim 90\%$ of the initial lens sample. The resulting shear profiles shown in Fig. 3.4 do not exhibit signs of satellite contamination on $\sim$Mpc scales, and the 2PCFs shown in Fig. 3.5 resemble the results from our mocks where satellites have been excluded. In case if any cluster satellites that are not removed by the 3D-MF algorithm due to incompleteness at mass ranges $10^{13.5} \leq M/h_{70}^{-1}M_\odot \leq 10^{14}$, many of which should be removed...
by our \( r_{\text{excl.}} = 500h^{-1}_{70}\) kpc exclusion of galaxies with more massive neighbors. Such an exclusion radius is chosen as it coincides with the virial radius of clusters at this halo mass range. Therefore, we ensure our analysis does address the systematics caused by the two major obstacles in the previous attempts on assembly bias detection: scatter in halo bias due to uncertainty in halo mass, and contamination from residual satellites.

Our results appears to be consistent with the recent results of [121]. We have adopted nearly the same methodology used in that work. There are yet some differences between our analysis and theirs. While [121] analyze a spectroscopic sample from SDSS, we have analyzed a photometric sample from CFHTLenS. We are relying on the validity of photometric redshifts, which could potentially have systematic errors compared to spectroscopic redshifts. In light of this, we check the cross-correlation coefficients of the galaxies in our red and blue samples with all galaxies in the prescribed photo-\(z\) range and abandon the brightest blue galaxies with possible systematic errors in their photo-\(z\)’s. We caution that the redshift errors of the remaining samples could still bias our results.

Similarly, the removal of satellites in our work may not be as complete as that in [121], since groups and clusters (and their members) may be identified far more reliably using spectroscopic data. To account for the limitation of identifying satellites using only photo-\(z\) information, we adopt quite conservative satellite cuts to ensure a high purity of central galaxy samples, and therefore the galaxy sample size is compromised. The non-detection of assembly bias in our measurements could be attributed to the small sample size. Another possibility is that the galaxy color might not correlate well with halo age, potentially diluting the assembly bias signal in our sample. With numerous endeavors on attempting to detect assembly bias for galaxy-sized halos, it is proven to be incredibly difficult to confirm observationally despite the robust theoretical prediction of its existence. Further work will be required in order to resolve this potential discrepancy between theory and observation.
Chapter 4

Some assembly required: assembly bias in massive dark matter halos

4.1 Motivation

We study halo assembly bias for cluster-sized halos. Previous work has found little evidence for correlations between large-scale bias and halo mass assembly history for simulated cluster-sized halos, in contrast to the significant correlation found between bias and concentration for halos of this mass. This difference in behavior is surprising, given that both concentration and assembly history are closely related to the same properties of the linear-density peaks that collapse to form halos. Using publicly available simulations, we show that significant assembly bias is indeed found in the most massive halos with $M \sim 10^{15} M_\odot$, using essentially any definition of halo age. For lower halo masses $M \sim 10^{14} M_\odot$, no correlation is found between bias and the commonly used age indicator $a_{0.5}$, the half-mass time. We show that this is a mere accident, and that significant assembly bias exists for other definitions of halo age, including those based on the time when the halo progenitor acquires some fraction $f$ of the ultimate mass at $z = 0$. For halos with $M_{\text{vir}} \sim 10^{14} M_\odot$, the sense of assembly bias changes sign at $f = 0.5$. We explore the origin of this behavior, and argue that it arises because standard definitions of halo mass in halo finders do not correspond to the collapsed, virialized mass that appears in the spherical collapse model used to predict large-scale clustering. Because bias depends strongly on halo mass, these errors in mass definition can masquerade as or even obscure the assembly bias that is physically present. More physically motivated halo definitions using splashback should be free of this particular defect of
The clustering of tracers of cosmological large-scale structure, such as galaxies, quasars, clusters, or voids, may be used to probe the clustering of the underlying matter field. The clustering strength of any particular tracer does not exactly match the clustering of total matter, but instead is generally biased relative to matter clustering [154]. On large scales, in the linear regime of structure formation for standard cosmologies with cold dark matter and gravity described by Einstein’s general relativity, the bias for any tracer tends towards a constant value that becomes independent of scale [e.g. 34, 60]. For dark matter halos, the linear bias is a strong function of halo mass, with the most massive halos clustering far more strongly than typical dark matter particles, while the smallest halos cluster less strongly than typical particles [60, 61, 154]. Qualitatively, one may think of highly biased halos \( b \gg 1 \) as preferentially forming in regions of high density, while halos with low bias (e.g., \( b < 1 \)) tend to avoid high-density regions.

In addition to its mass dependence, halo bias can also depend on other halo properties such as mass assembly history [67] or properties like concentration, spin, etc. [66]. Although not as strong as the mass dependence, these secondary dependencies of halo bias can be quite significant, in some cases leading to variations in linear bias of more than a factor of 2 for halos of fixed mass. Because secondary bias can be quite significant, a number of studies have explored the impact of such biases on the galaxy-halo connection; see Ref. [30] for a recent review of this topic and for a more comprehensive review of work on secondary biases. The most well-studied of these secondary biases have been assembly bias, the dependence of bias on mass assembly history (MAH), and the concentration bias, referring to the dependence on halo concentration. In general, secondary biases exhibit significant mass dependence. For example, the concentration...
bias actually reverses in sign as halo mass is varied, with high concentration associated with high bias for small halos but with low bias for the largest halos [65].

Much of this behavior in halo bias is not difficult to understand in the context of hierarchical structure formation [68]. Because halos tend to arise from peaks of the linear density field [60, 155], the properties of halos are related to the properties of the corresponding initial peaks. For example, peaks with steep slopes tend to produce halos with high concentration, while peaks with shallow slopes tend to lead to halos with low concentration [e.g. 47]. Additionally, because the linear density field is continuous, the slopes of initial peaks are also correlated with their local environments. At fixed peak height, peaks with steep slopes tend to be found in relatively lower density environments than peaks with shallow slopes. This accounts for the concentration bias seen at high halo masses [68], however this does not explain the opposite behavior seen at low halo mass. At lower masses, another process starts to dominate over the effect of peak slopes in producing concentration bias (and assembly bias). Among low-mass halos below the nonlinear mass scale (\( M \ll M_\star \)), a significant fraction of order 20% ceases to grow in mass, due to environmental effects. Because halo concentration is related to assembly history [156], the halos that stop growing exhibit the highest concentrations. At the same time, the environmental effects that shut down halo growth (e.g., strong tides or high velocity dispersion) are also associated with high density regions. For this reason, at low masses high concentrations become correlated with high local density, i.e. high bias. This effect is unimportant at the very highest masses because the biggest halos dominate their environments.

A corollary of the argument explaining concentration bias is that very similar behavior should be found in assembly bias. At high masses, the same peak properties that determine halo concentration also determine halo assembly histories, and at low masses, the environmental effects that lead to high concentration also arrest the growth of halo mass. The expected assembly bias is indeed found in low-mass halos [67], but at higher masses, the evidence is far less clear. [66] found no significant assembly bias at high mass in their simulations, and [157] argued that cluster-sized halos exhibit no detectable assembly bias in \( \Lambda \)CDM simulations. If correct, this result would be
remarkable and would require a dramatic rethinking of halo formation in general. The prediction of assembly bias follows from the continuity of the linear density field, given the known result that the formation of the most massive halos closely follows the prediction of the spherical collapse model \cite{158} that formation occurs when the smoothed linear density reaches a critical value, \( \bar{\delta} = \delta_c \approx 1.686 \) \cite{68,159}. Since the linear density field is indeed continuous, the prediction of nonzero assembly bias at high mass would seem to be inescapable. Motivated by this surprising claim, we investigate halo assembly bias for massive cluster-sized halos in ΛCDM simulations.

4.3 Simulation data

Since we focus on only the most massive halos which tend to be rare, we utilize simulations with large volume. Most of the results we present below are derived from the BigMDPL simulation \cite{160}, publicly available at https://www.cosmosim.org \cite{143}. This simulation is part of the MultiDark simulation suite, and contains \( 3840^3 \) particles in a box of comoving side length of \( 2.5\, h^{-1}\, \text{Gpc} \) for a flat ΛCDM cosmology with \( \Omega_m \approx 0.307, h = 0.6777, \sigma_8 = 0.8228 \) and \( n_s = 0.96 \), corresponding to particle mass \( m_p = 2.36 \times 10^{10} h^{-1} M_\odot \). We use the Rockstar \cite{141} halo catalogs and merger trees publicly provided at https://www.cosmosim.org. To derive mass accretion histories, we follow the main branch of the Rockstar merger tree, using the \text{mmp} (most massive progenitor) flag. As a sanity check, we have also examined other simulations, including the MDPL2 simulation from the same MultiDark suite, as well as a series of \( L = 640\, h^{-1}\, \text{Mpc} \) simulations run for this investigation. As a check on the Rockstar results, we have computed halo catalogs and merger trees using a different method for the 640 Mpc boxes, as described in Ref. \cite{161}. In all cases, we find results consistent with the BigMDPL simulation results, so the discussion below will focus on that simulation since it provides the best statistics due to its large volume.
4.4 Analysis work and results

For the BigMDPL simulation, we measure the linear bias for halo samples by first computing the halo-matter cross spectrum $P_c(k)$ and the matter auto-spectrum $P_m(k)$, and then defining the bias $b$ by a least-squares fit for $P_c(k) = b P_m(k)$ for $k < 0.1 h \text{ Mpc}^{-1}$. Because the matter field is not made publicly available for this simulation, as a proxy for the matter field we use the set of all halos and subhalos with $M_{\text{peak}} \geq 5 \times 10^{11} h^{-1} M_\odot$ in the $z = 0$ Rockstar catalog. These halos should be nearly unbiased on large scales, but it is worth noting that formally all of our quoted bias values really correspond to the ratio $b/b_{\text{tracer}}$ where $b_{\text{tracer}}$ is the mean bias of our tracer population of subhalos.

To start, we first examine halos with $M_{\text{vir}} = 0.7 - 1 \times 10^{15} h^{-1} M_\odot$. Previous work has shown significant concentration bias for halos in this mass range, and the BigMDPL simulation gives consistent results. Rank ordering the halos based on the concentration values reported in the Rockstar catalogs, we measure mean linear biases for the subsets with the highest 25% and lowest 25% of $c_{\text{vir}}$. The quartile with highest $c_{\text{vir}}$ gives $b_{c-\text{high}} = 4.4 \pm 0.08$, while the quartile with lowest concentration gives $b_{c-\text{low}} = 5.2 \pm 0.08$, as expected for the concentration bias at these high halo masses.

Next, we turn to assembly bias. Similar to the concentration split, we can split halos into the oldest and youngest quartiles, using some definition of halo age. In previous literature [66, 157], the half-mass time $a_{0.5}$ has been the most common definition of age. This is defined as the scale factor when a given halo’s most massive progenitor first acquires a fraction $f = 0.5$ of the final mass at $z = 0$. From the Rockstar merger trees, we can readily determine $a_f$ for any fraction including $f = 0.5$. Halos with a small $a_f$ assembled fraction $f$ of their mass relatively earlier, and therefore may be considered to be older, while conversely halos with larger $a_f$ may be considered to be younger. If we split halos in this mass range ($M_{\text{vir}} = 0.7 - 1 \times 10^{15} h^{-1} M_\odot$) then the top and bottom quartiles give $b_{a-\text{high}} = 4.9 \pm 0.07$ and $b_{a-\text{low}} = 4.6 \pm 0.07$. Therefore we do find significant assembly bias in high mass halos, with the expected sign, but the amplitude is about
half as strong as the concentration bias for the same halos. We find similar results for even higher masses or from other simulations, albeit with larger uncertainties. It is reassuring that this basic prediction of Gaussian statistics is confirmed, but the weaker amplitude relative to concentration bias is somewhat surprising. One possibility is that \( a_{0.5} \) may simply be noisier than concentration. This quantity is derived by tracking \( M_{\text{vir}} \) along the merger tree, but \( M_{\text{vir}} \) itself is a noisy estimate of the true virialized mass in a halo for a variety of reasons, including the presence of substructure, or the fact that the nominal virial radius \( r_{\text{vir}} \) can be either larger or smaller than the actual virialized region around a halo, the splashback radius [1, 162].

If the assembly bias seen using \( a_{0.5} \) is weak simply due to noise in the MAH, then we could improve the significance by using the entire MAH to classify halos into ‘young’ or ‘old’. As is well known, halo mass accretion histories exhibit a variety of behaviors [e.g. 156], so there is little reason to expect an arbitrarily chosen number like \( a_{0.5} \) to capture the aspects of halo assembly that relate to large-scale environment. However, since the entire MAH has many degrees of freedom, it may not be immediately obvious what definition of age that we should use instead of \( a_{0.5} \).

The approach that we use is to perform a linear operation on the MAH to assign a single number to each halo, and then rank order based on that number. To choose what linear operation to perform on the MAH, note that we can predict how the MAH should change when we raise or lower the large-scale linear density, using Gaussian statistics and the spherical collapse model. The starting point is again the spherical collapse result that collapse occurs when the linear density smoothed over radius \( R \) exceeds the collapse threshold, \( \bar{\delta}(R) \geq \delta_c \). The model predicts that the set of halos of mass \( M \) therefore should have \( \bar{\delta}(R_L) = \delta_c \), where \( R_L = (3M/4\pi\bar{\rho}_m)^{1/3} \) is the Lagrangian radius corresponding to mass \( M \) in the notation of [47]. The linear density profile interior to \( R_L \) determines the assembly history of that halo [68]. Therefore, to predict how the assembly history changes when we vary the large-scale environment, we simply need to know the expected value of \( \bar{\delta}(R) \) at \( R < R_L \) as a function of the large-scale environmental density \( \delta_{\text{long}} \). This is readily determined from the Gaussian statistics of the linear density field. In general, for Gaussian distributed quantities \( X \) and \( Y \) with zero mean, the expected value of \( X \) conditioning
on the value of $Y$ is given by

$$\langle X | Y \rangle = \langle XY \rangle \langle YY \rangle^{-1} Y.$$  \hspace{1cm} (4.1)

In our case, $X$ consists of the interior profile $\bar{\delta}(R)$ for $R < R_L$, and $Y$ consists of the pair of quantities $\bar{\delta}(R_L) = \delta_c$ and $\delta_{\text{long}}$ on some large scale. For concreteness, we define $\delta_{\text{long}}$ as the linear density smoothed with a top hat filter of radius $30 \, h^{-1}$ Mpc.

Eq. (4.1) gives us the expected profile for a peak of size $R_L$ in a background overdensity $\delta_{\text{long}}$, and if we know the linear growth factor $D(a)$ as a function of $a$, we can translate that peak profile into a mass assembly history by setting the collapse radius at each time $a$ such that $\bar{\delta}(R_D(a)) = \delta_c$. Since Eq. (4.1) is linear in $\delta_{\text{long}}$, then for small $\delta_{\text{long}}$ the response of the halo MAH is also linear in $\delta_{\text{long}}$. If we think of the MAH as a vector $h$, then its expected linear response to $\delta_{\text{long}}$ may be written as $h = \text{const} + g \delta_{\text{long}}$, where the vector $g$ encodes the linear response computed above. This immediately suggests a sensible choice for the linear operation to perform on the actual MAH to assign an age to each halo: the inner product between $h$ and the expected response vector $g$. To define an inner product on the space of possible assembly histories, however, we need some notion of a metric on that space, i.e. a matrix to allow us to compute distances and dot products between vectors. One obvious choice for this metric is the inverse covariance matrix of all MAH’s for halos in the mass bin being considered, $C_h^{-1} = (\langle hh \rangle - \langle h \rangle \langle h \rangle)^{-1}$.

Our procedure, therefore, is to define the ‘age’ of each halo from its MAH $h$ as

$$\alpha_g = g^T \cdot C_h^{-1} \cdot h,$$ \hspace{1cm} (4.2)

where $g$ is computed from Gaussian statistics as described above, and $C_h^{-1}$ is computed from the ensemble of MAH’s of the halo mass bin under consideration. Defined in this way, halos with high $\alpha_g$ are expected to be more highly biased than halos with low $\alpha_g$, as long as halos are forming according to spherical collapse. When we apply this age definition to halos in the same
Figure 4.1: The different curves show stacked mass accretion histories for subsets of BigMDPL halos with $M_{\text{vir}} = 0.7 - 1 \times 10^{15} h^{-1} M_\odot$. The curves correspond to the halos with the highest 25% of $a_{0.5}$ (brown), the lowest 25% of $a_{0.5}$ (green), the top 25% of $\alpha_g$ (red), and bottom 25% of $\alpha_g$ (blue). The width of each curve corresponds to the $1 - \sigma$ jackknife uncertainty on the mean MAH. As discussed in the text, $\alpha_g$ is a better indicator of large-scale bias than $a_{0.5}$, and it tends to split the halos more strongly on their early assembly histories ($f < 0.5$) for this mass range.

mass range ($M_{\text{vir}} = 0.7 - 1 \times 10^{15} h^{-1} M_\odot$) considered above, the bias of the high $\alpha_g$ quartile is $b_{\alpha_{\text{high}}} = 5.0 \pm 0.07$, while the low $\alpha_g$ quartile gives $b_{\alpha_{\text{low}}} = 4.5 \pm 0.07$. Evidently, using the entire MAH does enhance the amplitude of assembly bias, though the overall signal is still slightly smaller than the amplitude of the concentration bias. In Fig. 4.1 we plot the stacked MAH’s for the top and bottom quartiles of $\alpha_g$, along with stacked MAH’s for the top and bottom quartiles of $a_{0.5}$. The MAH’s selected by $\alpha_g$ differ more at early times than the MAH’s selected by $a_{0.5}$.

Therefore, the highest mass halos do exhibit clear assembly bias, as required theoretically. This may seem to contradict previous results [66, 157], but note that so far we have focused on
halos with $M \sim 10^{15} M_\odot$, whereas previous works studied smaller clusters with $M \sim 10^{14} M_\odot$. Therefore, we next consider halos with $M_{\text{vir}} = 1 - 2 \times 10^{14} h^{-1} M_\odot$. When we split these halos using $a_{0.5}$, we do not find significant differences in the biases of the oldest or youngest halos. This agrees with previous work, but is contrary to the results for the higher mass sample.

To understand this change in behavior, in Fig. 4.2 we plot the cross-correlation coefficient between the large-scale density and the mass accretion history. As above, the large-scale density is defined as $\delta_{\text{long}} = \delta_{30}$, the overdensity smoothed over a scale of $30 h^{-1}$ Mpc. We characterize the MAH using $a_f$, the scale factor when a halo reaches fraction $f$ of its $z = 0$ mass. The cross-correlation coefficient is defined as

$$\text{corr}(a_f, \delta_{\text{long}}) = \frac{\langle (a_f - \bar{a}_f)(\delta_{\text{long}} - \bar{\delta}_{\text{long}}) \rangle}{\left[\langle (a_f - \bar{a}_f)^2 \rangle \langle (\delta_{\text{long}} - \bar{\delta}_{\text{long}})^2 \rangle \right]^{1/2}},$$

(4.3)

where $\bar{a}_f = \langle a_f \rangle$, $\bar{\delta}_{\text{long}} = \langle \delta_{\text{long}} \rangle$, and averages are computed over the sample of halos being considered. A positive cross-correlation means that increasing the large-scale density increases $a_f$, i.e. delays the time when the halo acquires mass fraction $f$.

As Fig. 4.2 shows, there is no significant correlation between large-scale density and $a_{0.5}$ for $M \sim 10^{14} M_\odot$ halos, but this appears to be an accident. If we use some other fraction, like $a_{0.2}$ or $a_{0.8}$, then we do find significant correlations. The early part of the MAH behaves similarly to the behavior for the $M \sim 10^{15} M_\odot$ halos: younger halos are associated with higher density. But the later part of the MAH, for $f \lesssim 1$, has the opposite correlation. The cross-over happens to occur near $f = 0.5$, by accident. Note that this is dependent on the mass of the sample. For even lower masses, the cross-over occurs at even smaller $f$, and for higher masses it occurs at higher $f$ (or does not occur at all in the most massive halos, as shown in the blue curve in Fig. 4.2). Note that the significant correlations between large-scale density and MAH that we find do not necessarily contradict the results of [157], who found that the stacked MAH’s for halos with $M \sim 10^{14} M_\odot$ found in large-scale over-densities were very similar to those found in large-scale under-densities. When we perform the same exercise, we also find similar MAH’s with percent-level differences.
Figure 4.2: Plotted is the cross-correlation coefficient between the linear overdensity, smoothed on a scale of $30 \, h^{-1} \text{Mpc}$, and the time when the halo acquires fraction $f$ of its present-day mass, denoted $a_f$. The blue curve corresponds to high-mass halos in the mass range $M_{\text{vir}} = 1 - 2 \times 10^{15} h^{-1} M_\odot$, while the red curve is for low-mass halos with $M_{\text{vir}} = 1 - 2 \times 10^{14} h^{-1} M_\odot$. The width of each band corresponds to the $1 - \sigma$ uncertainty, determined by jackknife.
However, that is exactly the amplitude of difference that is expected. The amplitude of density fluctuations on large scales in the linear regime is small by definition, percent-level for the scales of interest here. Because the expected level of assembly bias is of order unity, not order 100, these percent-level overdensities on large scales should correspond to percent level variations in the MAH’s, as observed.

The significant correlations at \( f \neq 0.5 \) imply that assembly bias is present in halos of this mass range, i.e. there are correlations between large-scale density and assembly history. Accidentally, \( a_{0.5} \) is insensitive to this assembly bias, however we can use other metrics for halo age to find significant assembly bias. For example, we can once again use the ‘theoretical’ template \( \alpha_g \) to select old or young halos, which does indeed give nonzero assembly bias. Alternatively, we can derive the optimal definition of halo age to maximize the difference in bias between old and young subsets. We do so by cross-correlating halo MAH’s with their large-scale density. As before, we quantify the large-scale density as \( \delta_{\text{long}} = \delta_{30} \), the overdensity centered on a halo smoothed over a 30 \( h^{-1} \) Mpc radius. Similarly, again let us write \( h \) as the MAH for a halo. If \( \delta \) and \( h \) are Gaussian distributed then the optimal definition of age for a halo with a MAH \( h \) is given by \( \alpha_{\text{opt}} = d^T \cdot (h - \bar{h}) \), where

\[
    d = C^{-1}_h \langle (h - \bar{h})(\delta_{\text{long}} - \bar{\delta}_{\text{long}}) \rangle. \tag{4.4}
\]

In other words, we take the inner product of each MAH with the part of the MAH correlated with large-scale density, where the inner product over the space of MAH’s is defined using the inverse covariance of MAH’s as the metric. Note that to avoid over-fitting, when evaluating Eq. (4.4) for each cluster, we exclude all halos in the spatial octant centered on that cluster in computing the ensemble averages. In labeling this definition optimal, what we mean is that this definition should maximize the difference in large-scale bias of the two samples, using only the mass accretion histories, as long as the underlying assumption of Gaussianity is approximately satisfied. Non-gaussianity will make this definition sub-optimal for the purpose of splitting halos into high-bias...
Figure 4.3: BigMDPL halos with $M_{\text{vir}} = 1 - 1.1 \times 10^{14} h^{-1} M_\odot$. Plotted are the stacked (average) MAHs for isolated halos in the top (red) and bottom (blue) quartiles of $\alpha_{\text{opt}}$ as defined in Eq. (4.4). The width of each curve corresponds to the $1 - \sigma$ jackknife uncertainty on the mean MAH. We have used a narrow mass bin in order to enforce that both subsets have the same average mass at $z = 0$.

and low-bias subsets, but as long as we do detect assembly bias any suboptimality does not impact our conclusions significantly.

Fig. 4.3 shows the average MAH’s for the halos in this mass range, split into top and bottom quartiles using $\alpha_{\text{opt}}$. The quartile with high $\alpha_{\text{opt}}$ (red curve) has a mean linear bias $b = 2.2 \pm 0.02$, while the quartile with low $\alpha_{\text{opt}}$ (blue curve) has a mean linear bias $b = 2.0 \pm 0.02$. As expected, there is significant assembly bias among halos in this mass range, in that we can split halos into samples with higher or lower bias using only their MAH’s. It is difficult to say which subset is older or younger: at low mass fractions, the blue subset is significantly older, while at high mass fractions, the red subset is significantly older.
One striking property of the red curve in Fig. 4.3 is that the mean MAH nearly plateaus at late times, $a > 0.85$. This lack of growth in halo mass is quite surprising for cluster-sized halos. Even if the physical mass distribution around the cluster remains static in time, the nominal virial mass will grow simply due to the decrease in the mean matter density as the universe expands, an effect called pseudo-evolution [163]. For a static mass profile $M(r)$ around a halo, pseudo-evolution gives a minimum growth rate of $d \log M_{\text{vir}}/d \log a = (d \log \rho_{\text{vir}}/d \log a) \times [1 + 3/(d \log \bar{\rho}/d \log r|_{r=r_{\text{vir}}})]$, where $\bar{\rho}(r) = 3M(r)/(4\pi r^3)$, and $\rho_{\text{vir}} = \Delta_{\text{vir}} \rho_m$ for virial overdensity $\Delta_{\text{vir}}$ [41] and mean matter density $\rho_m = \Omega_m \rho_{\text{crit}}$. Since these clusters tend to have somewhat low concentrations, e.g. $c_{\text{vir}} \sim 6$, then for NFW outer profiles we would expect $d \log M_{\text{vir}}/d \log a > 0.5$ even if the density profiles around the halos remain static in time. Of course, the outer profiles of these halos can be steeper than NFW, due to the splashback feature [1], but that steepening would only affect the pseudo-evolution rate of $M_{\text{vir}}$ when the splashback radius is $r_{\text{sp}} \lesssim r_{\text{vir}}$, which only occurs for high accretion rates [162]. For the low growth rates shown in the red curve ($d \log M_{\text{vir}}/d \log a \approx 0.18$), the splashback radius should be outside $r_{\text{vir}}$, implying that the NFW profile should be a reasonable approximation. We will return to this topic later, but for now, the point is that the observed growth rate in this subset of clusters is even less than the minimal pseudo-evolution rate for static mass distributions. In order for the average $M_{\text{vir}}$ to grow so slowly with time, mass must be physically removed from within $r_{\text{vir}}$ for at least some fraction of the clusters in the red subset.

One possible explanation for this could be that many of the halos in the red subset are in extreme environments capable of stripping mass from these cluster-sized halos. To check for this, we search for more massive neighbors ($M_{\text{vir}} \geq 2 \times 10^{14} h^{-1} M_{\odot}$) within a few Mpc of these clusters. We find that only a tiny, percent-level fraction of the halos (excluding subhalos) have massive nearby neighbors capable of tidally stripping the clusters.

If tides are unimportant, then some other explanation is required to account for the slow growth in $M_{\text{vir}}$. To clarify the origin of this behavior, we plot in Fig. 4.4 the average (stacked) phase space density for the two subsets of high and low $\alpha_{\text{opt}}$. Using the catalog of all Rockstar halos and subhalos with $M_{\text{peak}} > 5 \times 10^{11} h^{-1} M_{\odot}$, we compute the mass in neighboring objects as a
Figure 4.4: Phase space diagrams around BigMDPL halos with $M_{\text{vir}} = 1 - 1.2 \times 10^{14} h^{-1} M_\odot$. The color corresponds to the mass in neighbors (in units of $h^{-1} M_\odot$) at each pixel in the space of $r$ and $v_r$. We have used a somewhat wider mass bin than in Fig. 4.3 in order to improve the statistical uncertainties. The top panel is for the low $\alpha_{\text{opt}}$, corresponding to the blue curve in Fig. 4.3, while the bottom panel is for high $\alpha_{\text{opt}}$, corresponding to the red curve in Fig. 4.3. For this mass range, $r_{\text{vir}}$ is depicted by the vertical dotted white line at slightly less than $1 \, h^{-1} \text{Mpc}$. Comparing the two panels, we can see that the sample in the lower panel has a significant amount of bound, virialized mass near splashback located just outside $r_{\text{vir}}$. 
function of distance and radial velocity relative to each cluster. For the clusters being considered, with $M_{\text{vir}} = 1 - 1.2 \times 10^{14} h^{-1} M_{\odot}$ at $z = 0$, the virial radius is approximately $r_{\text{vir}} \approx 0.97 h^{-1}$ Mpc. Fig. 4.4 immediately explains why the high $\alpha_{\text{opt}}$ subset has stopped growing in $M_{\text{vir}}$ since $a \sim 0.85$: that subset of clusters has a large portion of splashback mass beyond the nominal $r_{\text{vir}}$.

Much of that mass just outside $r_{\text{vir}}$ was previously inside the virial radius one crossing time in the past, which corresponds to $a \sim 0.85$. Therefore, mass has indeed been removed from within $r_{\text{vir}}$ for these clusters, but not because of tidal stripping, but instead merely because this recently accreted mass is on wide orbits that extend beyond $r_{\text{vir}}$. Although we do not have access to the particle data for this simulation, we can estimate the amount of this extra mass using the population of neighboring halos and subhalos as a proxy for dark matter mass. Very roughly it appears that the splashback mass for the high $\alpha_{\text{opt}}$ sample is larger than $M_{\text{vir}}$ by about 60%.

Therefore, the physical explanation for the slow mass growth in the red curve of Fig. 4.3 may actually be quite mundane. Simply put, these clusters have been assigned the wrong masses. Their actual physical masses are larger than the quoted virial masses, and therefore it is no surprise that they are more highly biased. The problem is that the virial mass definition used in most halo finders does not actually measure the bound, virialized mass around a halo (i.e., the mass within the splashback radius), but instead measures the mass within an arbitrarily chosen density threshold. Relatedly, the quoted masses in the catalog account only for material within a spherical surface, whereas the actual splashback surfaces around simulated halos can deviate significantly from spherical shapes [164, 165]. The problem we described above may not be specific to the $\Delta_{\text{vir}}$ definition of halo mass, but instead could arise for other similarly arbitrary definitions like $200c$ or $200m$. Indeed, if we repeat the same calculation for halos selected in bins of $M_{200m}$, we again find that the high-$\alpha_{\text{opt}}$ sample with high bias has a significant amount of mass located just outside $r_{200m}$. Adopting even lower density thresholds to produce even larger halo radii could suffer the opposite problem of overestimating halo masses, due to uncollapsed mass prematurely being included in the halo, leading to halos with Lagrangian densities well below the spherical collapse threshold. This would similarly generate spurious assembly bias. A more physically correct halo
mass definition using the splashback feature should avoid such problems and thereby mitigate this spurious behavior in assembly bias. Fortunately, implementations of splashback halo masses for simulations now exist [164, 165], so it should be possible to avoid this problem in future analyses.

This issue with mass definitions may also explain why the assembly bias signal found using mass accretion histories was somewhat weaker than the signal found using halo concentrations, even though mass assembly history and density profile are both related to the same properties of the initial peaks that collapse to form halos. The splashback radius can be larger or smaller than the arbitrarily chosen overdensity radii like \( r_{\text{vir}} \) or \( r_{200} \) used in halo finders, depending on the physical accretion of mass onto halos, meaning that at all times there are errors in the derived halo boundary and halo mass. In principle, these errors could possibly generate enough noise in the derived MAH’s to erase some of the assembly bias signal that is physically present.

One question that may arise is why the effect of halo mass definitions does not also corrupt the assembly bias signal for higher masses (e.g. \( M \sim 10^{15} M_\odot \)) the way that it does for lower mass clusters. It is certainly possible to find clusters in this higher mass range whose apparent MAH’s exhibit the plateau shown in Fig. 4.3, but their proportion appears to be far smaller among \( 10^{15} M_\odot \) clusters than it is among \( 10^{14} M_\odot \) clusters. We have not explored this question in detail, but a plausible explanation may simply be that clusters with such high mass are much more rare, corresponding to \( \sim 3\sigma \) fluctuations of the linear density, rather than \( \sim 2\sigma \) fluctuations. Any cluster with \( M_{\text{vir}} \approx 10^{15} M_\odot \) that has a significant amount of mass outside \( r_{\text{vir}} \) would therefore be an even more massive cluster and would correspond to an even rarer fluctuation. The fraction of such objects therefore should be smaller at \( M \sim 10^{15} M_\odot \) than at \( 10^{14} M_\odot \), simply because the mass function is so much steeper at the higher mass.
The spectacular successes of the $\Lambda$CDM model in describing numerous observed large-scale properties of the universe rely on two major key components, namely dark matter and dark energy. In particular, dark matter is believed to be a dominant form of mass in the Universe [2], and yet the nature of dark matter remains mysterious. Therefore, understanding dark matter remains one of the most important outstanding problems in modern fundamental physics.

Astrophysical observations can put constraints on multiple physical properties of dark matter. Nevertheless, Unlike ordinary matter, dark matter does not emit or absorb electromagnetic radiation at any significant level [69]. Instead, its existence can be inferred by its gravitational effect on ordinary matter or electromagnetic radiation. In this thesis, we first discuss the development of a new spatial 3-point lens-shear-shear correlation technique to probe dark matter halo shapes in chapter 2, which can be applied to observational data to put constraints on dark matter self-interaction cross-section. Next, we discuss the attempt to detect assembly bias, the age dependence of halo clustering, for galaxy-sized halos using the CFHTLenS observational data in chapter 3. Lastly, inspired by the claims from several papers [66, 157] that there is no significant halo assembly bias evidence at high mass ($\sim 10^{14} M_\odot$) in cosmological simulations, we investigate this topic using the BigMDPL simulation data [160] in chapter 4.

5.1 Probing dark matter halo shapes

Different cosmological models predict significantly different shapes of dark matter halos. CDM cosmologies predict triaxial halos with axis ratios of the order of 0.5:1 [53–56], while pure SIDM
simulations predict halos with much rounder shapes [57–59]. Therefore, one probable astrophysical probes of the dark matter particle properties is to probe the shape of the dark matter halos.

One method to probe the structure of dark matter halos is by galaxy-galaxy lensing [80–82]. Efforts have been made to measure halo shapes by lens-shear 2-point correlation functions [83–86] to extract lensing shear as a function of position angle with respect to the lens galaxies’ principal axes, with the assumption that the lens galaxies and hosting halos being perfectly aligned. This previous work, however, has yielded inconclusive results.

In light of this, we propose a new methodology to probe the shapes of dark matter halos, namely the lens-shear-shear 3-point correlation function. Using this methodology, the anisotropic signal of lensing shear is immune of to galaxy-halo misalignments which can potentially limit 2-point lens-shear for halo anisotropy measurement. With a simple mathematical model for the projected mass distributions of dark matter halos, we construct an ellipticity estimator that sums over all possible triangular configurations of the 3-point function.

As a test for rigorousness of our methodology and model, we apply our estimator to halos from the Boishoi N-body cosmological simulations. Fig. 2.3 shows the result of applying the estimator on ensemble of halos ranging from $10^{11.6} M_{\odot} h^{-1}$ to $10^{12.8} M_{\odot} h^{-1}$, with systematic errors in the recovered ellipticity in the $\lesssim 5\%$ fractional level. In particular, the significant error at large radii for the low mass bins might be an indication of effects of nearby halos. Fig. 2.5 demonstrates the prediction accuracy of our estimator as a function of satellite contamination. This shows that satellite contamination and nearby environments could potentially hinder the ability of measuring halo anisotropy by the 3-point function. This indicates that satellite removal is necessary should this method be applied to measure halo shapes in real observations.

Previously, such high-order correlations have not been measured in lensing surveys, because a high number density of galaxies are required. With the advent of deep cosmological surveys such as the Dark Energy Survey (DES), Hyper Suprime-Cam (HSC) and LSST, it is now becoming possible to measure such three-point functions in lensing.
5.2 Assembly bias of dark matter halos

Another robust prediction by the standard cosmological model is halo assembly bias, the age dependence of halo clustering. Theoretical framework [68] and plenty of numerical simulations [65–67] have demonstrated that halo bias can depend significantly on halo properties besides virial mass, such as concentration and age. Interest in studies of halo assembly bias has risen recently because of the great advent of cosmological surveys and the availability of large cosmological simulations. In this section, we conclude our efforts of attempts to detect assembly bias for low mass halos using CFHTLenS observations and investigation of high mass halo assembly bias in cosmological simulations.

5.2.1 Observational efforts of assembly bias in galaxy-sized halos

Halo assembly bias is predicted to be significant for the low-mass halos ($\sim 10^{12} M_\odot$). However, recent studies [121] reported no significant evidence for any bias difference in two galaxy samples at fixed mass with different star-formation rate (SFR). Their result either implies that the SFR indicator they used does not correlate significantly with halo age, or (more interestingly) that perhaps halo assembly bias does not occur in nature for galaxy-sized halos. To address this apparent contradiction between theory and observations, we revisit this subject by using the publicly available CFHTLenS survey data.

Satellites reside in halos of larger mass than similar central galaxies, and will therefore have a larger bias. Since this mass difference and bias difference could mimic assembly bias, it is crucial to minimize contamination from satellites. We excluded $\sim 90\%$ of the galaxies. These cuts may be overly conservative, but they should leave us with a reasonably pure selection of central galaxies.

We then separate the lens galaxies into red and blue samples, with the parameter $T_{BPZ}$ available in CFHTLenS. We further construct galaxy samples with similar masses $\lesssim 10^{12} M_\odot$ by performing simple NFW profile fits with weak gravitational lensing. Fig. 3.4 illustrates the stacked projected surface density of the lens galaxies for the red and blue samples, with consistent masses. We
then measure the 2-pt auto-correlation of the galaxy samples as a measurement of clustering of those galaxies, as demonstrated in Fig. 3.5. We do not find significant difference in clustering for $3h_{70}^{-1}\text{Mpc} \leq r \leq 10h_{70}^{-1}\text{Mpc}$.

Our results appear to be consistent with [121]. We caution that the null detection of assembly bias might be attributed to the small sample size due to removal of $\sim 90\%$ galaxies. Another possibility is that galaxy color might not correlate well with halo age, potentially diluting the assembly bias signal in our sample. Further work will be required in order to resolve this potential discrepancy between theory and observation. For example, the Dark Energy Survey (DES) covers 5000 deg$^2$ to 24$^{th}$ magnitude in SDSS bands [18], while the Subaru Hyper-Suprime Camera survey (HSC) covers 1400 deg$^2$ to $r \approx 26$. Analysis of either of these data sets should easily be able to verify whether galaxies exhibit assembly bias at levels found in simulations of dark matter halos.

5.2.2 Revisiting assembly bias in cluster-sized halos

The standard cosmological model predicts the existence of assembly bias for high mass halos ($\geq 10^{14}M_{\odot}$). Nevertheless, multiple studies reported no significant assembly bias signal for cluster-sized halos when analyzing simulation data [66, 157]. If correct, that would require a dramatic rethinking of halo formation in general. Motivated by this surprising claim, we revisit the halo assembly bias for massive cluster-sized halos in $\Lambda$CDM simulations, namely the BigMDPL simulation [160].

There are multiple ways to define halo age. In previous literature [66, 157], the half-mass time, $a_{0.5}$ has been the most common definition of age, which is defined as the scale factor when a given halo’s most massive progenitor first acquires a mass fraction $f = 0.5$ of the final mass at $z = 0$. However, there is little physical reason that an arbitrarily chosen number such as $a_{0.5}$ would characterize the aspects of halo assembly bias that relate to large-scale environment. Even worst, for the mass range that we are considering (i.e. $\sim 10^{14}M_{\odot}$), we find that $a_{0.5}$ does not correlate to the large-scale environment (see Fig. 4.2).

In light of that, we leverage the entire mass accretion history of halos to construct an optimal
definition of halo age using Gaussian statistics, which would maximize the difference in large-scale bias of the two samples at fixed mass. Under that definition, we are capable to separate two halo samples with same average mass that have different large-scale biases (see Fig. 4.3). In particular, for the halo sample which exhibit high bias (red), we argue that mass must be physically removed from with the virial radius at late time (i.e. $a > 0.85$) given its slow growth rate.

Motivated by this observation, in Fig. 4.4 we investigate the phase space diagrams around the two halo samples, which characterize the relative motion and position of neighboring halos to the halo samples that we are concerned. We find that the high bias sample contains significantly more amount of matter just outside the virial radius of the halos, which was previously inside the $r_{\text{vir}}$ one crossing time at $a \sim 0.85$. We argue that mass has been removed from $r_{\text{vir}}$ for the high bias clusters because this recently accreted mass is on wide orbits that extend beyond $r_{\text{vir}}$. In other words, those high bias halos have been assigned the wrong masses, with the actual physical masses being larger than the quoted virial masses, and therefore they are more strongly biased due to the strong relation between halo mass with bias.

Finally, we argue that the more physically motivated splashback radius should provide a more correct halo mass definition, which could avoid such behavior. With the cosmological simulations with splashback halo masses coming into play, future analyses should be able to provide a more clear picture on the assembly bias of cluster-sized halos.
References


Appendix A

Chapter 3: Assembly bias in CFHTLenS

A.1 Effect of applying various satellite exclusion on the 2PCFs of the mocks

Here we present the 2PCFs with various levels of satellite removal for the mock galaxy catalog. Particularly we present the cases by varying $r_{\text{excl}}$ (left panels), $A$ (middle panels) or $M_{\star,\text{nbr}}/M_{\star,\text{lens}}$ (right panels) in Fig. A.1.

With different removal schemes, the proportion of satellites removed $f_{\text{sat,excl.}}$ varies between 66.8% to 79.6%, and the residual satellite contamination $f_{\text{sat}}$ ranges from 9.3% to 12.8%. Nonetheless, in all cases the 2PCFs of the “All galaxies” (dots) and the “Centrals only” (triangles) of the same galaxy sample are consistent. It demonstrates that with different ways of removing satellites, the difference in the clustering between the red and blue samples are still present even all satellites have been removed (“Centrals only”). It indicates that the assembly bias signals found in simulation cannot be solely attributed to the presence of the residual satellite contamination using our satellite removal criteria.

A.2 Effect of applying various satellite exclusion on CFHTLenS results

Here we present the results of pairing up lensing profiles (Fig. A.2) of the red and blue samples, the corresponding 2PCFs (Fig. A.3) and the difference of 2PCFs (Fig. A.4) for the CFHTLenS
galaxy catalog. We present the cases by varying $A$, $r_{\text{excl.}}$, or $M_{*,\text{nbr}}/M_{*,\text{lens}}$. The reader is advised to compare with Figures 3.4 and 3.5 for the case with the most stringent exclusion scheme adopted in this paper (i.e. $A = 1.5$, $r_{\text{excl.}} = 500h^{-1}_{70}\text{kpc}$ and $M_{*,\text{nbr}}/M_{*,\text{lens}} \geq 3$).

Under different satellite removal schemes, the percentage of galaxies being excluded $f_{\text{gal,excl.}}$ varies between 78.9% to 87.8%. Nevertheless, the significance of difference of the 2PCFs in all cases does not change appreciably at $\lesssim 1.8\sigma$ level (see Fig. A.4). The statistics of comparing the 2PCFs is summarized in Table A.2.
Figure A.1: The 2PCFs of the mock galaxies with different satellite removal criteria. The red (blue) dots represent the red (blue) “All galaxies” sample respectively. The magenta (cyan) triangles represent the red (blue) “Centrals only” sample respectively. The stellar mass bins (log_{10}(M_*/M_⊙)) chosen for the mock data have similar widths as those chosen in CFHTLenS data. In all cases, the stellar mass bins of both “All galaxies” and “Centrals only” red samples are kept at [9.8, 10.8]. (Left panels: 1 & 2): Keeping A = 1.5 and M_*,nbr/M_*,lens ≥ 3 fixed, with r_{excl} varied between 300 – 400h^{-1}kpc. In (1), the stellar mass ranges of the blue “All galaxies” and “Centrals only” samples are [9.935, 10.935] and [9.945, 10.945] respectively. In (2), the corresponding ranges are [9.94, 10.94] and [9.928, 10.928] respectively. (Middle panels: 3 & 4): Keeping r_{excl} = 500h^{-1}kpc and M_*,nbr/M_*,lens ≥ 3 fixed, with A varied between 1.0 and 1.2. In (3), the stellar mass ranges of the blue “All galaxies” and “Centrals only” samples are [9.928, 10.928] and [9.928, 10.928] respectively. In (4), the corresponding ranges are [9.928, 10.928] and [9.925, 10.925] respectively. (Right panel: 5): Keeping A = 1.5 and r_{excl} = 500h^{-1}kpc fixed, with M_*,nbr/M_*,lens ≥ 5, the stellar mass ranges of the blue “All galaxies” and “Centrals only” samples are [9.945, 10.945] and [9.938, 10.938] respectively.
Figure A.2: Pairing up the tangential shear profiles of the CFHTLenS galaxies with different satellite removal criteria by minimizing $\Delta \chi^2_S$. (Left panels: 1 & 2): Keeping $A = 1.5$ and $M_{*,\text{nbr}}/M_{*,\text{lens}} \geq 3$ fixed, with $r_{\text{excl.}}$ varied between $300 - 400 h^{-1}_{70}$kpc. (Middle panels: 3 & 4): Keeping $r_{\text{excl.}} = 500 h^{-1}_{70}$kpc and $M_{*,\text{nbr}}/M_{*,\text{lens}} \geq 3$ fixed, with $A$ varied between 1.0 and 1.2. (Right panel: 5): Keeping $A = 1.5$ and $r_{\text{excl.}} = 500 h^{-1}_{70}$kpc fixed, with $M_{*,\text{nbr}}/M_{*,\text{lens}} \geq 5$. The red and blue data points represent the red and blue samples respectively. About $80\% - 90\%$ of the galaxies are excluded in different removal schemes. The results of pairing up lensing profiles are shown in Table A.1.
<table>
<thead>
<tr>
<th>$A$ (1)</th>
<th>$r_{\text{excl}}$ (2)</th>
<th>$M_{\star,\text{back}} / M_{\star,\text{lens}}$ (3)</th>
<th>$f_{\text{gal excl.}}$ (4)</th>
<th>$M_{\star,\text{red}}$ (5)</th>
<th>$N_{\text{red}}$ (6)</th>
<th>$M_{\star,\text{blue}}$ (7)</th>
<th>$N_{\text{blue}}$ (8)</th>
<th>$\Delta \chi^2_S$ (9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>500</td>
<td>$\geq 3$</td>
<td>0.870</td>
<td>[9.05, 10.05]</td>
<td>5073</td>
<td>[9.45, 10.5]</td>
<td>10325</td>
<td>1.78</td>
</tr>
<tr>
<td>1.2</td>
<td>500</td>
<td>$\geq 3$</td>
<td>0.878</td>
<td>[9.05, 10.05]</td>
<td>4819</td>
<td>[9.42, 10.47]</td>
<td>10572</td>
<td>2.62</td>
</tr>
<tr>
<td>1.5</td>
<td>500</td>
<td>$\geq 5$</td>
<td>0.856</td>
<td>[9.05, 10.05]</td>
<td>6763</td>
<td>[9.35, 10.35]</td>
<td>17372</td>
<td>3.51</td>
</tr>
<tr>
<td>1.5</td>
<td>300</td>
<td>$\geq 3$</td>
<td>0.789</td>
<td>[9.05, 10.05]</td>
<td>9627</td>
<td>[9.34, 10.34]</td>
<td>27906</td>
<td>2.25</td>
</tr>
<tr>
<td>1.5</td>
<td>400</td>
<td>$\geq 3$</td>
<td>0.855</td>
<td>[9.05, 10.05]</td>
<td>6570</td>
<td>[9.5, 10.55]</td>
<td>12636</td>
<td>1.55</td>
</tr>
<tr>
<td>1.5</td>
<td>500</td>
<td>$\geq 3$</td>
<td>0.892</td>
<td>[9.05, 10.05]</td>
<td>4376</td>
<td>[9.5, 10.55]</td>
<td>8206</td>
<td>3.19</td>
</tr>
</tbody>
</table>

Table A.1: Results from pairing up red and blue samples with $\Delta \chi^2_S$ minimization. (1): Values of $A$ in which galaxies within $d = A \times r_{200c}$ from the cluster center are identified as satellites. (2 & 3): Values of projected separation $r_{\text{excl.}}$ (in $h_{70}^{-1}$kpc) at which a lens galaxy is rejected if there is any neighbor whose stellar mass is at least 3 times (or 5 times) more massive than its own. (4): Fraction of galaxies being rejected. (5): $M_{\star}$ bin that the red lens samples are selected (in $\log_{10}(M_{\star}/M_\odot)$). (6): Number of red lenses. (7): $M_{\star}$ bin that the blue lens samples are selected (in $\log_{10}(M_{\star}/M_\odot)$). (8): Number of blue lenses. (9): $\Delta \chi^2_S$ of the sample pairs, see Eqn. 3.11. The last row presents the results in the main text (See Fig. 3.4).

<table>
<thead>
<tr>
<th>$A$ (1)</th>
<th>$r_{\text{excl}}$ (2)</th>
<th>$M_{\star,\text{back}} / M_{\star,\text{lens}}$ (3)</th>
<th>$f_{\text{gal excl.}}$ (4)</th>
<th>$\Delta \chi^2_w$ (5)</th>
<th>$p$ (6)</th>
<th>$\sigma$ (7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>500</td>
<td>$\geq 3$</td>
<td>0.870</td>
<td>7.31</td>
<td>0.121</td>
<td>1.55</td>
</tr>
<tr>
<td>1.2</td>
<td>500</td>
<td>$\geq 3$</td>
<td>0.878</td>
<td>8.56</td>
<td>0.073</td>
<td>1.79</td>
</tr>
<tr>
<td>1.5</td>
<td>500</td>
<td>$\geq 5$</td>
<td>0.856</td>
<td>8.01</td>
<td>0.091</td>
<td>1.69</td>
</tr>
<tr>
<td>1.5</td>
<td>300</td>
<td>$\geq 3$</td>
<td>0.789</td>
<td>8.05</td>
<td>0.090</td>
<td>1.70</td>
</tr>
<tr>
<td>1.5</td>
<td>400</td>
<td>$\geq 3$</td>
<td>0.855</td>
<td>5.76</td>
<td>0.218</td>
<td>1.23</td>
</tr>
<tr>
<td>1.5</td>
<td>500</td>
<td>$\geq 3$</td>
<td>0.892</td>
<td>7.92</td>
<td>0.095</td>
<td>1.67</td>
</tr>
</tbody>
</table>

Table A.2: Results of the statistics of difference in 2PCFs between the red and blue samples after pairing up their lensing profiles. (1): Values of $A$ in which galaxies within $d = A \times r_{200c}$ from the cluster center are identified as satellites. (2 & 3): Values of projected separation $r_{\text{excl.}}$ (in $h_{70}^{-1}$kpc) at which a lens galaxy is rejected if there is any neighbor whose stellar mass is at least 3 times (or 5 times) more massive than its own. (4): Fraction of galaxies being rejected. (5): $\Delta \chi^2_w$ of the 2PCFs of the red and blue samples, see Eqn. 3.15. (6): $p$-value corresponding to $\Delta \chi^2_w$. (7): Significance of difference of the 2PCFs (in sigma). The last row presents the results in the main text (See Fig. 3.5).
Figure A.3: The 2PCFs of the CFHTLenS galaxies with different satellite removal criteria after having the lensing profiles paired up. (Left panels: 1 & 2): Keeping \( A = 1.5 \) and \( M_{\ast,\text{nbr}}/M_{\ast,\text{lens}} \geq 3 \) fixed, with \( r_{\text{excl.}} \) varied between \( 300 - 400 h_{70}^{-1}\text{kpc} \). (Middle panels: 3 & 4): Keeping \( r_{\text{excl.}} = 500 h_{70}^{-1}\text{kpc} \) and \( M_{\ast,\text{nbr}}/M_{\ast,\text{lens}} \geq 3 \) fixed, with \( A \) varied between 1.0 and 1.2. (Right panel: 5): Keeping \( A = 1.5 \) and \( r_{\text{excl.}} = 500 h_{70}^{-1}\text{kpc} \) fixed, with \( M_{\ast,\text{nbr}}/M_{\ast,\text{lens}} \geq 5 \). The red and blue data points represent the red and blue samples respectively. The physical distance at \( z = 0.3 \) is shown at the top abscissae of the panels. The statistics of comparing the 2PCFs is summarized in Table A.2.
Figure A.4: The differences of the 2PCFs of the CFHTLenS galaxies at $3 - 11 h_{70}^{-1}$ Mpc with different satellite removal criteria after having the lensing profiles paired up. The panel numbers correspond to the panels in Fig. A.3. The physical distance at $z = 0.3$ is shown at the top abscissae of the panels. The dashed lines show the $\Delta w(\theta) = 0$ level. The statistics of comparing the 2PCFs difference is summarized in Table A.2.