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ABSTRACT

Deep Neural Networks (DNNs) have begun to permeate all corners of electronic society due to their high accuracy and machine efficiency per operation. Recent work has shown how weights within and across DNN filters have large degrees of repetition due to the pigeonhole principle and modern weight quantization schemes, and that this weight repetition can be harnessed to improve DNN inference efficiency in an accelerator/ASIC context. This thesis develops new techniques so that weight repetition leads to an efficiency gain on general-purpose and programmable SIMD-based architectures such as CPUs equipped with vector extensions. We show how to write high-performance software that does not require hardware modifications and can cope with the irregularity introduced by weight repetition schemes. Overall, our highly parallel software kernel achieves up to $1.51 \times$ speedup in runtime of inference over state-of-the-art baseline.
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CHAPTER 1: INTRODUCTION

Deep Neural Networks (DNNs) have become a buzzword in recent years due to their profound impact on world’s technological, social and economic activities in areas as diverse as healthcare, entertainment, scientific research and driving. At present, DNNs are proven to be extremely effective in domains such as computer vision, speech and text as they have outperformed almost all previous algorithms [1, 2, 3, 4, 5]. As a result, they are being extensively deployed in cloud, mobile and IoT setting as a major workload for these tasks [6, 7, 8]. Given their current trajectory, DNNs can be expected to comprise a large chuck of workloads and consume most of the world’s compute resources.

DNNs are typically used in two phases: first is the training phase where it is expected to learn about the problem, e.g., image classification [9, 10, 11, 12], by training on a huge amount of data. Second is the inference phase where it is queried on real-life data to solve problems. Training is a rather long and computational intensive process and is usually done offline in data centers whereas inference requires efficient online processing in either cloud or edge devices. Given that training is a one time process whereas inference is employed across several devices and is done very frequently, it is only natural for researchers to try and improve its efficiency.

Of particular interest are Convolutional Neural Networks (CNNs), which currently hold the state-of-the-art results in many vision tasks such as image/temporal action recognition [9, 13], and scene generation [14]. At their core, CNNs are massively parallel high-dimensional dot products between inputs and sliding CNN filters (containing weights). In the past, there have been significant advancements in improving CNN efficiency by exploiting sparsity (presence of zero) [15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25]) in CNN filters and inputs. There have also been major advancements in reducing the bit-precision of weights and inputs (quantization) [26, 27, 28, 15, 29]) and different data-movement pattern (dataflow) [22, 21, 30, 17, 31]) to improve CNN efficiency. Although these directions have had major breakthroughs because they are general principles that apply across various domains, deployments and devices needed for inference, they quickly saturated and their limitations became apparent. It is critical that we develop new techniques in this vein, which can likewise improve DNN inference efficiency in its multitude of settings.

A promising new direction is reducing redundant and superfluous work by exploiting repetition in weights present in CNN filters. Consider figure 1.1a where a simple 1-dimensional convolution is shown. It slides a filter of 3 weights \{a, b, a\} across inputs \{x, y, z, k, l,...\}, computing a dot product at each step which forms the output (i.e., \{ax+by+az, ay+bz+ak, ...\}).
We refer to elements in the input as the activations, elements in the filter as the weights and the number of weights in the filter as the filters size (3 in this case). When evaluated on hardware, this computation requires reading each input and weight from memory, and performing a multiply-accumulate (MACC) operation on that input-weight pair. In this case, each output is calculated using 3 input reads, 3 weight reads, 3 multiplications and 2 additions.

Figure 1.1b and 1.1c provides two alternate but functionally equivalent ways of performing this dot product. 1b considers the fact that weight $a$ appears twice in the filter and can be used to remove its product with activation $z$ while simultaneously reducing the extra memory read for $a$. We call this Dot Product Factorization. Performing the convolution in this fashion requires 3 input reads, 2 weight reads and 2 multiplications and 2 additions which is equivalent to saving 33% multiplies and 16% memory reads. 1c exploits repetition of weight $a$ to reuse the partial result generated during first dot-product ($a.z$) in subsequent outputs when the filter slides by two positions, saving 33% multiplies and memory reads.
We call this *Memoization of Partial Product*.

Both of the above mentioned techniques rely on the fact that a weight in the filter is repeated and can be used to improve efficiency by saving computations and memory reads. More importantly, the phenomenon of weight repetition complements existing techniques of sparsity [15, 16, 20, 22, 23, 21] and quantization [26, 27, 28, 15, 29] as sparsity is just a special case of repetition of zero weights and repetition increases with more aggressive quantization due to pigeonhole principle. The above examples used a dummy filter with only 3 weights whereas filters in modern CNNs can have thousands of weights and they may be seeing weight repetition already. For example, representing each weight in 8-bits means there can be $\leq 256$ unique weights where filter size can easily be in thousands. Moreover, weight quantization techniques like INQ [27] (17 unique weights) and TTQ [28] (3 unique weights) enable a great degree of repetition in modern CNN filters.

Previous work [32] has shown the abundance of weight repetition in modern network and various ways they can be exploited in an accelerator setting to get a net performance boost while simultaneously compressing the model. This generalizes a popular and rich line of work focusing on ASIC design to exploit sparsity in CNNs [21, 25, 19, 20, 22, 23]. However, as the name suggests, ASICs are generally optimized for a particular set of CNNs and they can hardly keep up with the extremely fast evolving networks. This is also one of the main reason general purpose and programmable devices like CPUs and GPUs are being used to perform inference in data centers. As [7] suggests, Facebook currently relies heavily on CPUs for inference and both CPUs and GPUs for training so improving CNNs performance on CPUs becomes extremely worthy.

However, exploiting repetition to get a net performance improvement is a challenge for several reasons. First, CNN filters can have extremely irregular pattern of repetition which results in irregular data access pattern which completely undermines CPU’s ability to hide latency by techniques like caching, prefetching etc. Second, tracking the repetition pattern adds metadata which results in increased pressure on both memory (for storage) and bandwidth (to move metadata around). Third, fixed L1 cache doesn’t allow more than a certain amount of data to be kept near the compute resource which restricts the amount of repetition that can be exploited. Fourth, its extremely challenging in general to design an algorithm and corresponding software which doesn’t have any overhead of its own and can completely utilize the hardware to get theoretical speedup.

This work addresses these challenges by designing a hardware-aware software kernel which can perform CNN inference on a SIMD style general purpose CPU. This is done in two parts. First, we develop a novel algorithm called *Activation Group Reuse* which piggybacks on *Dot Product Factorization* to compute CNN dot product in an optimized fashion while
simultaneously compressing the model. The compression rate is competitive to that given by aggressive weight quantization schemes [27, 28], and gives an added ability to exploit weight repetition. Second, we carefully map the algorithm on a general purpose CPU using SIMD instructions to perform CNN inference.

Contributions. To summarize, this work makes the following contributions:

1. To the best of our knowledge, this is the first work to assess the possibility of exploiting weight repetition on general purpose CPUs.

2. We design a weight repetition aware software kernel and make several performance optimizations to efficiently map it on CPUs.

3. We evaluate the performance of our kernel on several state-of-the-art CNNs for image classification task against MKL\_DNN which is a industry standard software kernel for CNN inference.

4. We present this work as a proof of concept for weight repetition being a general way to perform efficient DNN inference on general purpose hardware while simultaneously compressing the model.
CHAPTER 2: BACKGROUND

2.1 CNN BACKGROUND

CNNs consist of multiple operations like convolution, pooling, non-linearity [33] and multilayer perceptron with convolution being the dominant operation in terms of compute. Each of these operations is called a CNN layer and multiple such layers are stacked together in a pipeline fashion to form the entire network. A convolution operation in CNNs consists of sliding window convolution between \( W \times H \times C \) input and \( R \times S \times C \) filters to generate \((W - R + 1) \times (H - S + 1)\) output. This is a dot-product operation of inputs and filters for each spatial position in the output. There can be \( K \) such filters in a convolutional layer to form \( K \) output channels. This is visualized in figure 2.1. We will omit ‘\( \times \)’ from dimension for brevity when possible, for example, \( W \times H \times C \rightarrow WHC \)

![Figure 2.1: CNN parameters per convolutional layer](image)

**CNN Inference.** As with prior work [19, 21, 20], this paper focuses on CNN inference which is usually performed online. As non-convolutional layers do not contribute much to the overall computations [34], we focus on improving the efficiency of convolutional layers only. Mathematically, inference for convolutional layers without bias terms and unit stride
can be written as follow.

\[
O[(k, x, y)] = \sum_{c=0}^{C-1} \sum_{r=0}^{R-1} \sum_{s=0}^{S-1} F[(k, c, r, s)] \times I[(c, x+r, y+s)]
\]  

\[0 \leq k \leq K, 0 \leq x \leq W - R + 1, 0 \leq y \leq H - S + 1\]

where \(O\), \(I\) and \(F\) are outputs (activations), input (activations) and filters (weights), respectively. Since the layers are stacked up in a pipeline fashion, the output of one layer becomes the input for next layer. As is the case with other work targeting inference [23], we assume a batch size of one.

2.2 WEIGHT REPETITION IN MODERN CNNS

We make a key observation that while the overall filter volume have been relatively constant over time, the number of unique weights have decreased consistently. This is largely the consequence of successful approaches to reduce overall size of the CNN model [15, 28, 27, 16, 35]. This has been achieved primarily by two mechanisms both referred to as weight quantization schemes. The first approach targets to reduce the bit-precision of weights which reduces the overall model size and the cost of arithmetic operation [29]. The second one is to use a small number of high precision weights [15, 28, 27] which also compresses the model but can achieve higher accuracy that simply reducing precision.

![Figure 2.2: Weight repetition per filter, averaged across all filters, for select layers in a LeNet like [36] CNN, AlexNet [9] and ResNet-50 [12]. All networks are trained with INQ [27]. LeNet was trained on CIFAR-10 [37] and AlexNet/ResNet on ImageNet [38]. MxLy stands for "module x, layer y". In the case of ResNet, we show one instance of each module, where repetition is averaged across filters in the layer. Note that the error bars represent the standard deviation of weight repetition in each layer.](image-url)
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A complementary line of work shows that it is possible to dramatically reduce the number of unique weights, while maintaining state-of-the-art accuracy, by decoupling the number of unique weights from the numerical precision of the weights [29, 28, 27]. Figure 2.2 shows the amount of repetition for three modern CNNs trained with a scheme called Incremental Network Quantization (INQ) [27]. INQ constraints the model to have only 17 unique weights (16 non-zero and one zero). It shows a LeNet-like [36] CNN trained on Cifar-10 [37] and Alexnet [9] and ResNet-50 [12] trained on Imagenet [38] which achieved 80.16%, 57.39% and 74.81% top-1 accuracy respectively.

Figure 2.2 shows the average repetition of each zero and non-zero weight within each filter. We see that repetition is widespread in modern CNNs in not only zero weights but in non-zero weights as well. More importantly, the repetition count for non-zero weights seldom drops below 10 which indicates that the combined repetition of all non-zero weights can dominate over pure sparsity. The key takeaway point here is that there is a large untapped potential opportunity to exploit weight repetition.
CHAPTER 3: EXPLOITING WEIGHT REPETITION

We now discuss the key mechanisms by which we can exploit weight repetition to improve efficiency both in terms of cycles and energy. We first discuss dot product factorization which exploits repetition in the RSC volume of a single filter to save multiplications. We then generalize this idea to exploit repetition within and across filters, i.e., throughout the RSCK dimension using activation group reuse. Lastly, we also present a third type of reuse that we do not exploit but it can be used in future work.

3.1 DOT PRODUCT FACTORIZATION

Given each dot product in the CNN (an RSC filter volume MACCed with an RSC sub-region of inputs), our goal is reduce the amount of computations required to compute the dot product. Given repeated weights, this can be achieved by factorizing the common weights in the dot product, as shown in figure 1.1b. The inputs that are multiplied to the same weight are grouped and summed locally and only that sum is multiplied with the common weight. We refer to this group of activations grouped locally an activation group. To summarize:

1. Each activation group correspond to one unique weight in the filter.
2. The number of activation groups is the same as the number of unique weights in the filter
3. The size of an activation group is same as the amount of repetition present in the filter for its corresponding unique weight.

We can now rewrite Equation 2.1 to include dot product factorization as follows

\[
O[(k, x, y)] = \sum_{i=0}^{U} \left( F[wiT[k, i]] \times \sum_{j=0}^{gsz(k,i)-1} I[iiT[(k, i, j)]] \right) \quad (3.1)
\]

\(O, F \text{ and } I\) are outputs, filters and inputs from equation 2.1. \(gsz(k,i)\) indicates the size of the size of the \(i\)th activation group in the \(k\)th filter and \(U\) represents the number of unique weights in the layer. Note that each CNN layer can have unequal number of unique weights due to irregular distribution. This means that the activation group size for a unique weight can be zero for a filter.

Activations group are spread out irregularly within RSC region of inputs which makes it difficult to access them regularly. Thus, we need an indirection table to know the inputs
belonging to same activation group, i.e., the inputs that share a common weight. We call this an input indirection table or iiT. iiT stores the offset corresponding to each input in an activation group so that they can be read from the input buffer in activation group order. That is, \( \text{iiT}[(k,i,0)] \ldots \text{iiT}[(k,i,\text{gsz}(k,i) - 1)] \) represents offset in the input space corresponding to activations in \( i^{th} \) activation group for filter \( k \).

Correspondingly, we also need to determine which unique weight should be multiplied to each activation group. We store this information in a separate table called weight indirection table or simply \( \text{wiT} \). \( \text{wiT}[(k,i)] \) points to a weight that should be multiplied with \( i^{th} \) activation group in \( k^{th} \) filter. Note that since weights and thus repetition pattern is frozen after training, both these tables can be populated offline by one time processing after training. They also completely replace the original filter buffer as these two tables along with all the unique weights are sufficient to know everything about the filters.

**Savings.** The primary benefit of dot product factorization is the reduced number of multiplications per dot product. More specifically, we need to perform the same number of multiplications as there are number of unique weights in the filter regardless the size of the activation groups. From figure 2.2, this can give us savings from \( 5 \times \) to \( 373 \times \) in multiplications.

An important special case is zero weights, i.e., when \( \text{wiT}[(k,i)] = 0 \). In that case, the activation group becomes irrelevant and the accumulation and multiplication is skipped.

1. Consider dot products for filters \( k_1 \) and \( k_2 \)

<table>
<thead>
<tr>
<th>Filter ( k_1 ):</th>
<th></th>
<th>Filter ( k_2 ):</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>a</td>
<td>a</td>
</tr>
<tr>
<td>b</td>
<td>a</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>a</td>
<td></td>
</tr>
<tr>
<td>d</td>
<td>c</td>
<td></td>
</tr>
</tbody>
</table>

   Inputs: \( x, y, z \) \( g, h, l \) \( m, n, o \)

2. Inputs \( x, y, h \) share weight \( a \) in filter \( k_1 \)

3. Within inputs \( x, y, h \): \( x, h \) share weight \( c \) in filter \( k_2 \)

4. Therefore, dot products for \( k_1 \) and \( k_2 \) can reuse \( (x + h) \)

   \( k_1: a(x + h + y) + b(g) \)
   \( k_2: c(x + h) + a(y) + d(g) \)

**Figure 3.1:** Activation group reuse example for \( G=2 \).
3.2 ACTIVATION GROUP REUSE

Dot product factorization reduces multiplications by exploiting weight repetition within an RSC volume of filter. We can generalize this idea to simultaneously exploiting repetition across filters using a activation group reuse. The key idea is to exploit the overlap between repetition pattern, i.e., activation groups of two or more filters. In figure 3.1, activations $x + h + y$ form an activation group for filter $k_1$. Within this activation group, filter $k_2$ has a sub-activation group which is $x + h$. The intersection of these two $(x + h)$ can be reused across the two filters.

Formally, we can build the sub-activation groups for filter $k_2$, within $i^{th}$ activation group of filter $k_1$, as follows. First we build the activation groups for $k_1$

$$A(k_1, i) = \{\text{iiT}[(k_1, i, j)] : j \in [0, gsz(k_1, i)]\}$$

Then, we can sub-activation groups for filter $k_2$ by taking set intersections. That is, for $i' = 0, ..., U - 1$, the $i'^{th}$ sub-activation group for $k_2$ is given by:

$$A(k_1, i) \cap A(k_2, i')$$

We can generalize this scheme to find overlap across $G$ filters. When $G = 1$, we have vanilla dot product factorization (3.1). The discussion above is for $G = 2$. For $G > 2$, we can recursively form set intersections between filters $k_g$ and $k_{(g+1)}$, for $g = 1, ... G - 1$. That is, once sub-activation groups for filter $k_2$ are formed, we can look for "sub-sub" activation groups within a filter $k_3$ and so on. Formally, suppose we have a $g^{th}$ level activation group $T_g$ for filter $k_g$. To find the $(g + 1)^{th}$ level activation groups for filter $h_{g+1}$ within $T_g$, we calculate $T_g \cap A(k_{g+1}, i')$ for $i' = 0, ..., U - 1$, which is analogous to how intersections were formed for $G = 2$ case.

**Savings.** Activation group reuse can bring significant improvements in two ways:

1. Reduced input buffer reads and arithmetic operations: From figure 3.1, we can eliminate the buffer reads and additions for reused sub-expressions like $x + h$. The scheme simultaneously saves multiplies as done in vanilla dot product factorization.

2. Compressed input indirection table iiT: Since we do not need to re-read the sub, sub-sub etc. activation groups for filters $k_2, ..., k_g$, we can reduce the size of the input indirection table iiT by an $O(G)$ factor.

**How prevalent is activation group reuse?** Activation group reuse is only possible when there are overlaps between the activation groups of two or more filters. If there are no
overlaps, we cannot form the compound sub-activation group expressions that can be reused across the filters. These overlaps are likely to occur when the filter size $R \times S \times C$ is larger than $U^G$. For example, for $(R, S, C) = (3, 3, 256)$ and $U = 8$, we expect to see overlaps between filter groups up to size $G = 3$ filters.

We experimentally found that the networks retrained with INQ \cite{27} ($U = 17$) and TTQ \cite{28} ($U == 3$) can enable $G = 2$ to $3$ and $G = 6$ to $7$ respectively for a majority of ResNet-50 layers. Note that these schemes can simultaneously achieve competitive classification accuracy relative to large $U$ schemes.

**Indirection table sorting.** To reduce the size of the indirection tables and to simplify their traversal, we sort entries in the input and weight indirection tables such that reading the input indirections sequentially looks up the input buffer in activation group-order. The weight indirection table is read in the same order. Note that because sorting is a function of weight repetitions, it can be performed offline.

Importantly, the sorted order implies that each weight in the unique weight buffer need only be read out once per activation group, and that the weight indirection table need only store the index of the weight in the unique weight buffer instead of the actual weight value. Specifically, the next entry in the weight buffer is read whenever an activation group finishes and the weight buffer need only store $U$ entries.

As mentioned in section 3.1, we don’t store indirection table entries that are associated with the zero weight. To skip zeros, we sort the zero weight to the last position and encode a filter done message in the existing table.

### 3.3 PARTIAL PRODUCT REUSE

We make the following additional observation. While dot product factorization looks for repetitions in each RSC dimensional filter, it is also possible to exploit repetitions across filters, within the same input channel. That is, across the RSK dimensions for each input channel. This idea is shown for 1D convolution in Figure 1.1c. In CNNs, for each input channel $C$, if $w = F[(k_1, c, r_1, s_1)] = F[(k_2, c, r_2, s_2)]$ and $(k_1, r_1, s_1) \neq (k_2, r_2, s_2)$, partial products formed with weight $w$ can be reused across the filters, for the same spatial position, and as the filters slide. We do not exploit this form of computation reuse further in this work, as it is not directly compatible with the prior two techniques.
CHAPTER 4: PERFORMANCE OPTIMIZATION TECHNIQUES

In this section, we will describe the optimization techniques which enable a net performance gain of the UCNN kernel on hardware. We start with a strawman CNN loopnest which gives a functionally correct output but is inefficient when deployed in a real-world setting. We then make changes to the loopnest to get UCNN kernel which supports weight repetition as discussed in chapter 3. Finally, we elaborate several performance optimizations that we do on the kernel with their motivation, advantages and potential shortcomings.

4.1 CNN LOOP NEST

As discussed in section 2.1, CNN computations are sliding window convolution of a \( RSC \) dimensional filter with a \( WHC \) dimensional input, where, \( RS \) and \( WH \) are spatial dimensions of filter and inputs respectively and \( C \) is the number of channels. There can be \( K \) number of such filters resulting in \( K \) number of output channels for inference on one image. This can be described in a nested loop around the core MACC operation of the dot product, one for each unique dimension described above. Since, these MACCs are commutative, there can be multiple ways the dot product can be performed corresponding to a permutation of the nested loop.

One such permutation is described in algorithm 4.1. Inputs, filters and outputs are stored in row-major format, i.e., \( KCSR \) for filters, \( CHW \) for inputs and \( KHW \) for outputs. It performs an \( RS \) dot product for each of the spatial position in the output spatial plane to finish one output channel. It then iterates over all \( K \) filters to generate the entire set of output activations before processing the next image from a batch size of \( N \). Since one output is completely baked before moving on to the next one, this loopnest is called Output Stationary [?]. As explained in section 2.1, we will assume a batch size of 1.

4.2 UCNN KERNEL: WEIGHT REPETITION AWARE LOOP NEST

The loopnest described in 4.1 accesses all the data types, viz., inputs, outputs and filters in an ordered row major fashion. Since the repetition pattern of a particular weight in the filter can be arbitrary, it cannot be traversed in a regular manner as before. We introduce two tables: *input indirection table (iiT)* and *weight indirection table (wiT)* to handle the irregularity and support *dot product factorization* as described in section 3.1. Each of the table has \( R \times S \times C \) entries, one for each weight in the filter and they are traversed sequen-
Algorithm 4.1: CNN Loop Nest

1. input[C][H][W];
2. filter[K][C][S][R];
3. output[K][H-S+1][W-R+1];
4. for n: 1 → N do
   5. for k: 1 → K do
     6. for h: 1 → H do
       7. for w: 1 → W do
         8. psum = 0;
         9. for r: 1 → R do
           10. for s: 1 → S do
             11. for c: 1 → C do
               12. psum = input[c][h + s - 1][w + r - 1] * filter[k][c][s][r];
             13. end
           14. end
           15. output[k][h][w] = psum;
         16. end
       17. end
     18. end
   19. end
  20. end

tially to get the actual weight and corresponding input through indirection. To support activation group reuse, we hierarchically sort the indirections to align sub-activation groups with activation groups as described in section 3.2. This changes the strawman loopnest to the one shown in algorithm 4.2.

Algorithm 4.2 shows UCNN kernel for $G = 2$. We use $AG_g$ to represent an activation group at level $g$ where $g = 0$ always represents outermost activation group and $g = G - 1$ represents innermost activation group. The algorithm traverses the tables to read inputs through indirections until it reaches a change in weight which means the end of an activation group. A change in weight for any value of $g$ indicates the end of activation group at that level and all levels below it.

For $G = 2$, there can be 4 scenarios. First, when neither $AG_0$ nor $AG_1$ is complete. Given large enough repetition window, the innermost activation groups will be sufficiently large in size so that this becomes the common case. It consists of only accumulations of inputs into innermost activation group ($AG_1$). This is denoted by statement 24 in algorithm 4.2. Second, when $AG_1$ finishes but $AG_0$ doesn’t. This requires performing a MACC for $AG_1$ with corresponding weight from $wiT_1$ and accumulating its parent activation group ($AG_0$ in this case). Third, when both $AG_0$ and $AG_1$ are complete. This requires accumulating $AG_0$.
first and then performing MACCs for both \( AG_0 \) and \( AG_1 \) with corresponding weights from \( wiT_0 \) and \( wiT_1 \). Fourth, when \( AG_0 \) finishes but \( AG_1 \) doesn’t. This is not possible because of the the way we sort the indirection tables as described in section 3.2. Note that each of the above case corresponds to one branch of the \( if – else \) tree and only one of them will be taken at a time. This prevents us from doing any unnecessary work. Finally, after the entire table is traversed, the accumulated partial sums (\( PSUM_0 \) and \( PSUM_1 \)) for both filters are stored back to memory.

**Algorithm 4.2: UCNN Kernel for G=2**

```plaintext
input[C][H][W];
iiT[K/G][C*S*R];
wiT_0[K/G][C*S*R];
wiT_1[K/G][C*S*R];
output[K][H-S+1][W-R+1];
for k: 1 → K/G do
  for h: 1 → H do
    for w: 1 → W do
      for i: 1 → R*S*C do
        AG_0 = AG_1 = 0;
        PSUM_0 = PSUM_1 = 0;
        indirection = iiT[k][i];
        ip = input[indirection];
        if wiT_0[k][i] \neq wiT_0[k][i-1] then
          AG_0 += AG_1;
          PSUM_1 += AG_1 * wiT_1[k][i-1];
          PSUM_0 += AG_0 * wiT_0[k][i-1];
          AG_0 = AG_1 = 0;
        else if wiT_1[k][i] \neq wiT_1[k][i-1] then
          AG_0 += AG_1;
          PSUM_1 += AG_1 * wiT_1[k][i-1];
          AG_1 = 0;
        else
          AG_1 += ip;
        end
      end
    end
  end
  output[k*G+0][h][w] = PSUM_0;
  output[k*G+1][h][w] = PSUM_1;
end
```

**Lack of Parallelism.** The output stationary loopnest described above is weight repeti-
tion aware and avoids unnecessary multiplications as much as possible. However, it doesn’t take advantage of any inherent parallelism present in CNNs apart from simultaneous compute with activation group reuse. For example, the loopnest can be parallelized for each set of output activations (at statement 6) or for each spatial position (at statement 7 and 8) or both. Parallelizing at 6 would mean that multiple output activations are computed simultaneously for each input giving input reuse whereas parallelizing at 7 or 8 would mean computing multiple spatial output in a channel together giving weight reuse.

**Unutilized Spatial Locality.** Modern CPUs are extremely good at hiding latency of regular data access by employing caches, prefetchers etc. which allow them to make full use of spatial locality. This generally means that the more spatial locality is present in data access, the better its performance will be. The kernel described above has very good spatial locality in the indirection table reads but can potentially have very poor locality in input access due to random indirections. This completely undermines the ability of modern CPUs to fetch the next set of data correctly that it guesses will be accessed by subsequent operations. Even though a cacheline of input will be fetched for every input load, there is no guarantee that the entire cacheline’s data will be accessed before it gets evicted due to conflicts which can lead to severe performance loss.

## 4.3 SPATIAL VECTORIZATION

Modern CPUs support Single Instruction Multiple Data (SIMD) style computations using extended ISA. For example, Intel introduced Advanced Vector Extensions (AVX) in 2008 to provide direct access of the supported SIMD instructions to programmers. We use these instructions to spatially vectorize the UCNN loopnest in $W$ dimension by vector width $V_w$ and exploit filter reuse. This requires performing vector loads instead of scalar loads for inputs (at 13 in algorithm 4.2) and vectorized ADD and FMA for activation groups.

The vectorized UCNN kernel is shown in algorithm 4.3. Note that we now have to increment the spatial position in $W$ dimension by $V_w$ after each loop iteration. Spatial vectorization gives three key benefits. First, since both inputs and outputs are stored in row major fashion, vectorizing in $W$ dimension allows contiguous access of inputs as opposed to random scalar access. This helps a great deal in utilizing the bandwidth provided at various level of memory hierarchy to fetch useful data as it is guaranteed that the entire fetched vector of inputs will be consumed immediately after it is available. Second, it provides a first degree filter reuse by computing multiple spatial output in an output channel in SIMD fashion. Third, it amortizes the cost of indirection table reads as a single indirection is now being used to fetch a vector of inputs instead of a scalar input. This gives a second degree
Algorithm 4.3: Vectorized UCNN Kernel for G=2

\begin{algorithm}
\begin{algorithmic}[1]
\Input{$[C][H][W]$};
\Input{$[K/G][C*S*R]$};
\Input{$[K/G][C*S*R]$};
\Input{$[K][H-S+1][W-R+1]$};
\For{$k: 1 \rightarrow K/G$}
  \For{$h: 1 \rightarrow H$}
    \For{$w: 1 \rightarrow W$; $w += V_w$}
      \For{$i: 1 \rightarrow R*S*C$}
        \# AGs and PSUMs are vector
        $AG_0 = AG_1 = 0$;
        $PSUM_0 = PSUM_1 = 0$;
        indirection = $iiT[k][i]$
        \# Vector load of inputs
        $ip = vload(input, indirection)$
        \If{$wiT_0[k][i] \neq wiT_0[k][i-1]$}
          $AG_0 = vadd(AG_0, AG_1)$
          $PSUM_1 = vfma(AG_1, wiT[k][i-1], PSUM_1)$
          $PSUM_0 = vfma(AG_0, wiT_0[k][i-1], PSUM_0)$
          $AG_0 = AG_1 = setzero();$
        \ElseIf{$wiT_1[k][i] \neq wiT_1[k][i-1]$}
          $AG_0 = vadd(AG_0, AG_1)$
          $PSUM_1 = vfma(AG_1, wiT_1[k][i-1], PSUM_1)$
          $AG_1 = setzero();$
        \Else
          $AG_1 = vadd(AG_1, ip)$
        \End
      \End
      vstore(output[k*G+0][h][w], $PSUM_0$);
      vstore(output[k*G+1][h][w], $PSUM_1$);
    \End\end{algorithmic}
\end{algorithm}

Increased working set size. Vectorized code gives tremendous speedup over scalar code for a massively parallel application like CNN. However, it increases the working set size by vector width, putting significant pressure on L1 cache which can lead to increased capacity misses and resulting in sub-optimal bandwidth utilization. In an ideal scenario, vector loads and arithmetic can be efficiently pipelined to achieve theoretical throughput.
of the hardware. However, achieving this throughput realistically is challenging for several reasons. For example, one would expect the above described UCNN kernel to work very well since it mostly does vector loads and adds in the common case. Careful observation however, reveals that a kernel with $G$ filters in a set of indirection table will have to go through $G$ branches between vector load of inputs and the common case of add.

4.4 FAST PATH: ISOLATING COMMON CASE

The presence of conditional branches between a vector load of inputs and subsequent accumulation in the common case proves to be a major bottleneck in performance. Even with extremely accurate branch predictors in modern CPUs, it is difficult to hide the effects of $G$ branches specially if we want to compute multiple output channels together with large $G$. We realize that the kernel breaks out of the common case at the end of the innermost activation group and $G$ conditional branches to detect the end is inefficient. So we separate out the common case with the rest of the kernel by pre-computing the size of the innermost activation groups. This can be done offline after populating $\text{iiT}$ and $\text{wiT}$.

We introduce another data structure called Common Case Table ($\text{ccT}$) to store the size of each innermost activation group in the set of indirection tables. This allows us to know the exact number of indirection reads we need to perform before we break out of the innermost activation group. Given a filter of size $R*S*C$ and $U$ number of unique weights, average size of innermost activation group for $G$ filters in a set of indirection tables will be $(RSC)/U^G$. This means a total of $U^G$ entries in $\text{ccT}$ on average, one for each innermost activation group. This is a relatively small storage and scalar read overhead compared to the savings from skipping $G$ conditional branches.

The introduction of $\text{ccT}$ changes the UCNN kernel to the one shown in algorithm 4.4. Before traversing the indirection tables, we read an entry from $\text{ccT}$ to get the size of current innermost activation group. This helps in trivial load and accumulate of inputs without encountering any $\text{if-else}$ tree. We call this common case Fast Path and the $\text{if-else}$ tree the Slow Path. The fast path consist of only four operations: one conditional branch, scalar $\text{iiT}$ load, vector input loads and vector input adds, the last two of which can be performed using a single memory mode vector add instruction. We additionally unroll the fast path by a factor called $\text{IAG\_THRESHOLD}$ which stands for Innermost Activation Group Threshold. This allows us to further speed up the fast path by amortizing the cost of conditional branch. In the unrolled fast path, we read $\text{IAG\_THRESHOLD}$ number of $\text{iiT}$ entries and perform the same number of vector input loads before accumulating them using vector adds. In the case where the size of innermost activation group goes below the specified threshold, we
fall back to original *Medium Fast Path* where we perform one scalar load and one memory mode vector add at a time until the entire inner activation group is accumulated. Note that **IAG_THRESHOLD** is an optimization parameter which can be tuned according to $U$ and $G$ so that we stay in fast path most of the time. Splitting the UCNN kernel into the above mentioned parts greatly simplifies and optimizes the kernel. With a properly tuned **IAG_THRESHOLD**, we stay in fast path most of the time and encounter the expensive *if-else* ladder of slow path only when required. This serves two purposes. First, it avoids any superfluous work of reading $w^iT$ entries and executing the branch condition. Second, the unrolled fast path enables less frequent transition between vector and scalar operations in the kernel which allows infrequent frequency transition due to dynamic frequency scaling.

**RAW dependency.** Although fast path reduces some of the performance bottlenecks by a significant amount, a careful look into it reveals that it itself is sub-optimal. Since it accumulates a single innermost activation group, the vector adds have Read-After-Write (RAW) dependencies among them which prevents from achieving the maximum possible throughput of functional units.

### 4.5 SPATIAL UNROLLING: BREAKING THE DEPENDENCY CHAIN

We spatially unroll the UCNN kernel discussed in 4.4 to hide the RAW dependencies of vector adds in the fast path. This requires unrolling the kernel in $H$ dimension in addition to spatial vectorization in $W$ dimension. Note that since $W$ and $H$ are identical from CNN computation perspective, we can choose to perform spatial vectorization in any of the two and spatially unroll the other depending on the data layout of inputs and outputs.

Each of the vector operation in the kernel is now unrolled in $H$ dimension. The unrolling factor depends on the latency of vector adds on the machine. For example, Intel Skylake-X with AVX-512 intrinsics has a vector add latency of 4 cycles and has 2 add ports. So an unrolling factor of 8 is required to completely hide the RAW dependencies.

Assuming the vector loads in fast path hit in L1, spatial unrolling allows us to compute at the peak throughput of ALUs. This also amortizes the cost of indirection table reads similar to spatial vectorization since multiple spatial outputs are computed for a single input indirection. However, it increases the working set size by the unrolling factor which exerts storage pressure on the L1. Also, since there are limited number of vector registers available per core, it is likely that unrolling by a large amount will cause a spill into memory. This will essentially turn an almost free register access to costly memory access. So, it becomes necessary to carefully control the unrolling factor according to the spatial dimensions of input which is discussed in chapter 5.
Algorithm 4.4: Vectorized UCNN Kernel for G=2 with Fast, Medium Fast and Slow Path

1 input\[C][H][W];
2 \text{iiT}[K/G][C \ast S \ast R];
3 \text{wiT}_0[K/G][C \ast S \ast R];
4 \text{wiT}_1[K/G][C \ast S \ast R];
5 std::vector ccT[K/G];
6 output[K][H - S + 1][W - R + 1];
7 for k: 1 \rightarrow K/G do
8     for h: 1 \rightarrow H do
9         for w: 1 \rightarrow W; w += V_w do
10            for i: 1 \rightarrow R*S*C do
11               \# AGs and PSUMs are vector
12               AG_0 = AG_1 = 0;
13               PSUM_0 = PSUM_1 = 0;
14               IAG_size = ccT[k].pop();
15               \# Fast Path
16               while IAG_size \geq IAG\_THRESHOLD do
17                 \# Unrolled IAG\_THRESHOLD times
18                 indirection = iiT[k][i];
19                 ip = vload(input, indirection);
20                 AG_1 = vadd(AG_1, ip);
21                 i++;
22                 IAG_size -= IAG\_THRESHOLD;
23               end
24               \# Medium Fast Path
25               while IAG_size > 0 do
26                 indirection = iiT[k][i];
27                 ip = vload(input, indirection);
28                 AG_1 = vadd(AG_1, ip);
29                 i++;
30                 IAG_size --;
31               end
32               \# Slow Path
33               if \text{wiT}_0[k][i] \neq \text{wiT}_0[k][i - 1] then
34                 AG_0 = vadd(AG_0, AG_1);
35                 PSUM_1 = vfma(AG_1, wiT_1[k][i-1], PSUM_1);
36                 PSUM_0 = vfma(AG_0, wiT_0[k][i-1], PSUM_0);
37                 AG_0 = AG_1 = setzero();
38               else
39                 AG_0 = vadd(AG_0, AG_1);
40                 PSUM_1 = vfma(AG_1, wiT_1[k][i-1], PSUM_1);
41                 AG_1 = setzero();
42               end
43               vstore(output[k*G+0][h][w], PSUM_0);
44               vstore(output[k*G+1][h][w], PSUM_1);
45         end
46     end
47 end
4.6 SPLIT LOADS AND MODIFIED MEMORY LAYOUT

The UCNN kernel described in 4.5 perform some number of vector load from input memory for each entry in the indirection table. Since these indirections can point to anywhere in the input memory, a vector of inputs from that location might not necessarily be cacheline aligned. This can result in the vector being spanned across two cachelines and both of them will have to be loaded in order to perform subsequent operations. This is called the problem of *Split Load* and it can potentially half the available bandwidth from memory to functional units. This can lead to significant performance degradation specially if the load requests are being satisfied from lower levels in the memory hierarchy.

Since we vectorize our computations in $W$ dimension, split loads happen because of indirections pointing to random locations in input memory in that dimension which aren’t cacheline aligned. Considering $R \times S$ as spatial dimension of the filter where R is the number of columns and S is the number of rows, we categorize the filters according to the value of R to understand more about the problem.

4.6.1 1 × $s$ Filters

Most modern CNNs like ResNet-50, MobileNet have filters with only one columnn or in other words, their spatial dimension if of the form $1 \times s$ where $s$ is the number of rows. This means that there is only one indirection in $W$ dimension per channel (corresponding to $r=0$). For our kernel where we vectorize in $W$ dimension, split loads for $1 \times s$ type filters can be removed by padding the inputs so that each spatial row size is a multiple of vector width. This requires a small storage overhead of padding.

4.6.2 Non $1 \times s$ Filters

In cases where there are more than 1 spatial column in the filter, there can be multiple indirections in $W$ dimension. This complicates the problem as trivial padding won’t fix it for indirections with $r \neq 0$. This can be handled in two steps.

First, we pad the inputs in $W$ dimension as before so that all indirections corresponding to $r=0$ fetch cacheline aligned vector of inputs. Second, for indirections with $r \neq 0$, we fetch a vector of inputs assuming $r=0$ and left shift it by $r$. This means that the rightmost $R-1$ values in the vector can not be used to accumulate the innermost activation group at those output positions. We mask the vector lanes corresponding to those positions and suffer less throughput. In general, we loose $V_w/(R-1)$% throughput in order to avoid split
loads where $V_w$ is the vector width and $R$ is the width of the filter.

This method requires prior knowledge about indirections to know the amount of left shift we need to do on the input vector. This can be done offline while populating the indirection tables. We sort the entries of $i\mathbf{iT}$ in increasing order of $r$ in the innermost activation group. Consequently, we split $cc\mathbf{T}$ into $R$ $cc\mathbf{T}$s corresponding to each column of the filter. We read the $cc\mathbf{T}$ entries in increasing order of $r$ to get the size of innermost activation group for that $r$. We then load and accumulate the innermost activation group as before according to the size returned by $cc\mathbf{T}$ entry. This results in $R$ partially accumulated innermost activation groups. We appropriately shift them by corresponding $r$ value once after accumulating all inputs and finally perform a masked vector add to get the final accumulated innermost activation group. Conceptually, we break the fast and medium fast path into $R$ paths and the rest of the kernel, i.e., the slow path, remains the same.

However we find through experiments (Chapter 5) that step 2 doesn't give expected benefit because of less throughput of ALUs, more branch overhead due to multiple fast paths and extra shift operations. For these reasons we stop at step 1 after padding the inputs and suffer split loads for non $1 \times 1$ filters. We emphasize that this is a source of potential improvement and leave it for future work.

**Input replication to remove split loads.** Since the above described method works on less than ideal throughput of the functional units, it can hurt performance of layers where filters have large spatial dimension. Another way to handle split loads for non $1 \times s$ filters can be to replicate the input $R$ times with each of the $R$ replications such that it is cacheline aligned for the indirections in that column. However, this has a significant storage overhead so we do not employ this.

### 4.7 TILING AND DATAFLOW

Most of the modern CNN layers require a storage capacity that exceed the typical on chip L1 memory present in CPUs. Although L2 cache is typically much bigger in size than L1 (for example, 1MB L2 vs 32KB L1 in Skylake-X), it is still not enough to hold all three data types completely. This results in capacity misses and the functional units can get stalled waiting on the data to arrive from memory. So we tile the data accordingly to fit the working set at appropriate level in memory hierarchy. However, since tiling the data results in less working set size, the number of input channels in the working set might decrease. This will decrease the amount of repetition and consequently the performance.

It becomes important to choose an appropriate tile size based on layer parameters to get as much repetition as possible without suffering from cache misses. We do a careful analysis
of several different layer types in modern CNNs and tile them at either L1, L2 or both.

The tiled dataflow is shown in algorithm 4.5. First, we tile the spatial dimension according to the vector width and spatial unrolling factor. This means that $W_t$ and $H_t$ are always chosen to be the vector width and unrolling factor respectively. This spatial tile ensures that the minimum required spatial dimension is present at L1 to fit as many input channels
as possible. We follow an output stationary dataflow at the L1 where we accumulate the pusms corresponding to one indirection table (or G output channels) with \(C_t\) number of input channels. We then iterate over this \(W_t \times H_t \times C_t\) input (or logical L1 input tile) for \(K_t\) number of indirection tables to get reuse of this input tile.

We choose \(C_t\) and \(K_t\) such that the L1 input tile and \(K_t\) indirections fit in the L2. This allows us to iterate over the rest of the spatial input to get filter reuse over these \(K_t\) indirection tables. We then finish the complete output for each spatial position by iterating over all \(C_t\) tiles before finishing all output channels.

As mentioned before, it is important to hold a particular data type at either L1 or L2 to avoid cache misses and exploit the most reuse and repetition. Since the number of input channels affect both inputs and indirection tables, it becomes crucial to choose \(C_t\) wisely. Consequently, we divide the layers into two categories and choose \(C_t\) accordingly.

**1×1 layers.** Since repetition depends on the filter volume, 1×1 layers will have the least amount of repetition for same number of channels, G and unique weights. For this reason, tiling at L1 turns out to be performance degrading even if most of the input loads hit in L1 purely because there isn’t enough repetition for activation group reuse to work. We instead take the entire C into account and tile at the L2, i.e., \(C_t\) is chosen to be entire C so that a logical L1 input tile fits in L2 (or in L1 if C is small).

**Non 1×1 layers.** Non 1×1 layers have significantly greater number of repetition that their 1×1 counterpart. For this reason, we can have lesser number of channels in them to get the same amount of repetition. This allows us to tile the inputs at L1 by choosing a \(C_t \leq C\) which significantly reduces the number of misses that input loads suffer at L1. Given that non 1×1 layers will have a problem of split loads (Section 4.6), having a logical L1 input tile fitting in L1 helps undermining their effect and we still get good performance from the large repetition window.

### 4.8 EFFICIENT INDIRECTION ENTRIES

For a filter with dimension \(R \times S \times C\), output at a spatial position \((w, h)\) can be calculated as

\[
\text{output}[(w, h)] = \sum_{r=0}^{R-1} \sum_{s=0}^{S-1} \sum_{c=0}^{C} \text{input}[(w + r, h + s, c)] \times \text{filter}[(r, s, c)]
\]

This means that we need to fetch an input corresponding to the offset of each weight in the filter. For inputs stored in row-major format, this offset into the input buffer can be
calculated using the following equation.

\[ \text{offset}(r, s, c) = w + r + (s + h) \times W + c \times H \times W \]

where, \((W, H)\) is the spatial dimension of inputs. This offset can be added to the base address of the input memory to get the actual address to fetch input from.

Trivially, we can store the offset of weight in the filter in the \texttt{iiT}, extract \(r, s\) and \(c\) from it in the kernel and calculate the offset into the input buffer. This would require multiple costly division operation which would quickly become a performance bottleneck. Instead, we separate out the above offset into two parts. One is dependant on the output spatial position \((w + h \times W)\) and other depends on offset of weight into the filter buffer \((r + s \times W + c \times W \times H)\). This allows us to compute the output spatial position offset once before traversing the indirection tables and perform an add with the \texttt{iiT} entry to get the actual offset into the input memory. This is very efficient at the expense of slightly higher number of bits to store each \texttt{iiT} entry.
CHAPTER 5: EVALUATION

5.1 METHODOLOGY

5.1.1 Measurement Setup

We evaluate our kernel on a 6-core Intel Skylake-X machine with AVX-512 enabled. We disable hyperthreading to avoid contention of multiple threads on same core and so that each thread gets full resources of a core. We also enable huge pages (2MB)\(^1\) on the machine to avoid expensive TLB misses.

5.1.2 Point of Comparison

We evaluate the following design variants:

1. **MKL_DNN**: MKL_DNN [39] is an industry standard Math Kernel Library by Intel for Deep Neural Networks. We consider it the baseline which perform a GEMM based dot-product and does not exploit any type of sparsity or weight repetition. We measure the performance by actual wall-clock runtime. Since there can be variance in wall clock time across multiple runs, we take an averaged time across 100 runs for comparison.

2. **UCNN_opt**: Theoretical optimal UCNN kernel which performs the minimum number of operations required to compute the dot-product. This assumes that there are no software overhead of the algorithm and it maps perfectly to hardware in ideal conditions, i.e., all memory operations hit in L1, perfect throughput of ALUs. UCNN_opt gives a theoretical maximum performance that can be achieved using UCNN.

3. **UCNN**: UCNN kernel with all optimizations enabled. Like MKL_DNN we measure performance by averaging the wall-clock runtime of 100 inference runs.

5.1.3 CNN evaluated

We evaluate on ResNet-50 [12] which is a state-of-the-art network for image classification task. We refer to it as ResNet for simplicity.

\(^1\)HUGETLB\_MORECORE=yes, LD\_PRELOAD=libhugetlbfs.so
5.2 PERFORMANCE ANALYSIS

**Single Thread Performance.** Figure 5.1 shows the relative improvement of UCNN$_{opt}$ and UCNN over MKL DNN for $U = 2$ and 3 for a complete inference of ResNet. As expected, UCNN for $U = 2$ (1.51×) performs significantly better than $U = 3$ (1.18×). An interesting observation is that there is significant gap between UCNN$_{opt}$ and UCNN, indicating that there is a potential for further improvement. We emphasize that this gap can be narrowed down by smartly fixing the split loads problem (Section 4.6).

![Figure 5.1: Single thread performance of MKL_DNN, UCNN$_{opt}$ and UCNN on ResNet-50 relative to MKL_DNN.](image)

**Multithread Performance.** We use OpenMP$^2$ to parallelize UCNN kernel into 6 parallel threads. To avoid contention between parallel threads, we choose to parallelize different output channels (Statement 10 in Algorithm 4.5).

Figure 5.2 shows the relative performance of UCNN$_{opt}$ and UCNN compared to MKL DNN for 6 threads. We see that UCNN kernel scales almost linearly with the number of threads by completely utilizing the inherent parallelization present in multiple output channels of CNNs.

$^2$OMP\_NUM\_THREADS=6
5.3 MODEL COMPRESSION

Since UCNN stores indirections corresponding to multiple filters in compressed form (Section 3.2), it achieves significant level of compression over dense storage. Figure 5.3 shows the compression ratio of UCNN over Dense storage for different values of G. UCNN stores the weight indices instead of actual weight which enables a $1.7 \times$ compression over dense storage even for $G = 1$. This compression factor increases as G increases but reaches a saturation point at $G = 8$ because of large number of intermediate partial psums at the L1. For $G = 2, 3, 4$, which is usually enabled by $U = 2, 3$, UCNN can achieve close to $2 \times$ compression. We emphasize that UCNN greatly reduce the energy consumption for inference as significantly less parameters will have to fetched from DRAM but leave this for future work.
Figure 5.3: Compression achieved by UCNN over Dense storage of Inputs, Filters and Outputs for different G values. Sweep of G is performed for $C_t = 32$, spatial unrolling of 8 and $U = 2$ for AVX-512.
CHAPTER 6: CONCLUSION

This thesis proposed a highly optimized software kernel called UCNN that exploits weight repetition in modern CNNs to improve performance of inference on general purpose CPUs enabled with SIMD extensions. It shows that the irregularity introduced by weight repetition can be countered in a hardware aware software without any modifications to existing hardware. When compared to MKL_DNN, it achieves upto $1.51 \times$ improvement in runtime of inference on ResNet-50. We see our work as the first one to exploit repetition of weights on general purpose and programmable hardware and a generalization of sparsity.
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