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Abstract

The way that DNA is organized within a cell controls its physiological behavior. DNA must

be condensed in order to fit into the much smaller cell, but must also be accessible to pro-

teins responsible for biological processes. Architectural proteins assist with this large-scale

arrangement of DNA to achieve the correct balance between these two competing require-

ments. The structural proteins that interact with DNA in prokaryotes are known as nucleoid

associated proteins (NAPs). These proteins play a vital role in shaping the DNA and assist

in many cell processes, including gene expression, replication, and transcription. NAPs have

been studied extensively in order to elucidate how their physical properties (such as binding

kinetics or DNA manipulation) aid in regulating cell function.

It has been shown in experiment and simulation that NAPs can adopt multiple binding

states (i.e., the protein can be partially associated with its DNA substrate), which leads

to complex binding and unbinding kinetics. For a simple binary system, where a protein

can either be bound or unbound, the kinetics are relatively straightforward: there is a con-

centration dependent on-rate (kon) and a concentration independent off-rate (ko�). When a

protein-substrate complex has a non-binary set of bound states (including an intermediate

“partially bound” state), other molecules in solution can impact the dissociation behavior.

In fact, these competitors compete with the original protein for binding sites, which enhances

the dissociation of the protein from its original substrate. This concentration-dependent dis-

sociation is called “facilitated dissociation” (FD).

We have developed a coarse-grained model of a typical NAP-DNA system that is built up

from local interactions, such as the mutlivalent binding that leads to FD as well as physical
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deformations of DNA induced by protein binding. This methodical coarse-graining allows us

to investigate the effect that these short-range interactions have on the mesoscale behavior

of the system. We have investigated the cooperative and competing behavior of NAP-DNA

interactions that result in concentration-, force-, and topology-dependent changes to both

protein kinetics and physical DNA behavior. Our model qualitatively matches experimental

observations, and provides a physical explanation for the observed behavior based on coop-

erative local interactions.

We demonstrate how the competition for binding sites along a DNA strand is affected

by the energy barriers between the three possible bound states in the system (bound, par-

tially bound, and unbound). This is the driving force behind facilitated dissociation; thus,

changing the level of binding competition changes the dissociation behavior. Our model

allows us to manually manipulate the binding energy landscape that other methods are un-

able to achieve. We can independently change the energy barriers between the three bound

states, which in turn changes a protein’s preferred bound state. This leads to three different

concentration-dependent FD kinetic regimes: a concentration-independent off-rate, a linear

dependence on c, and a combination of the two.

The multivalent binding also leads to multiple dissociation pathways: spontaneous and fa-

cilitated. The dissociation pathway a protein undergoes is dependent on a number of factors

including force, the local geometric deformation, and protein concentration. We investigate

how these factors impact the dissociation kinetics of a system that undergoes FD by expand-

ing our model to account for the physical bends that NAPs induce in DNA upon binding in

the DNA model, and also in the energy barrier landscape. At low forces, more proteins will

be bound due to the more relaxed nature of the DNA strand that more easily allows local

kinks caused by NAPs. As force is increased, there will be fewer bound proteins because of

the more extended nature of the DNA strand, which is in a less preferential conformation.

This force-enhanced unbinding and force-inhibited binding changes how a protein dissociates

from DNA, either through FD at low force or spontaneously at high force. We observe two
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two classes of dissociation: a classical “slip bond,” where a bond weakens with force, and a

“catch bond,” where a bond is strengthened with force.

The physical deformation that NAPs cause affects not only the binding and unbinding

kinetics; it also impacts the long-scale equilibrium and dynamic DNA elasticity. As more

NAPs are bound to the DNA, there are more local kinks, decreasing the end-to-end distance

of the single DNA strand. Because NAPs can adopt two possible binding states, DNA can

undergo two different types of deformations. This leads to a non-monotonic effect of con-

centration on the force-extension behavior of the DNA strand. Our method allows us to

study non-equilibrium elastic behaviors as well, such as DNA extending dynamically. The

competition between the two characteristic time scales of the system (unbinding time and

pulling time) leads to extension-rate dependent effects on both DNA elasticity and binding

behavior.

We are able to show that NAPs help stabilize DNA supercoils due to these same local,

cooperative effects. DNA supercoiling occurs when DNA wraps around itself to relieve tor-

sional stress. Both DNA supercoiling and NAPs are present in prokaryotic cells, but the

role of NAPs in supercoiling activity is not fully understood. Our model demonstrates that

NAPs are more likely to bind to supercoiled DNA, due to the protein’s preference to bind

to already-bent DNA, which in turn stabilizes the supercoil. This leads to a concentration-

dependent change of the phase transition between extended and supercoiled DNA in the

force-torque ensemble. We are able to use a combination of simulation data and theoreti-

cal predictions of the various energies of the system, such as the stretching, bending, and

excluded volume energies, as a function of both force and concentration. This information

can be used to develop a theory that provides a thorough understanding of how NAPs affect

DNA supercoiling.

This work has been based on single-molecule studies (≈ 1 �m) but is capable of extending

to much longer length scales. Other NAPs and their local effects on DNA can be added

to the system in the same way that FIS has been used in this work. We can understand
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the effect that these proteins have on the mesoscale behavior of DNA, and these mesoscale

behaviors in turn affect the large-scale structure and organization of the nucleoid.
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Chapter 1

Introduction

Structure and function in biology are closely related. This concept is typically applied to

proteins, but it extends to other biomolecules as well, including DNA. DNA organization

within a cell is critical for proper cell function, and in order to have a full understanding

of cell physiology, there must be a full understanding of how DNA is physically structured

and organized. This organization occurs on multiple levels, from the full genome all the way

down to the base-pair level. Because of the many orders of magnitude that play a role in

DNA organization, there is a challenge to comprehensively study the hierarchical

structure of DNA within a cell.

1.1 Scales of DNA Organization

DNA has millions or billions of base pairs for prokaryotic or eukaryotic cells, respectively [1].

As such, DNA is anywhere from 500-50,000 times longer than the cell itself, and requires

significant compaction in order to fit within the cell. In eukaryotic cells, chromosomal DNA

is stored in the membrane-enclosed nucleus, while in prokaryotic cells, a circular plasmid

is stored in the analogous membrane-less nucleoid. Within these structures, DNA can be

condensed in a number of different ways, including looping, compartment segregation, and

supercoiling [2–11], which can be seen in Fig. 1.1A and B.

Compartmentalization occurs between megabase segments of DNA that are loosely in-

teracting, yet their relative locations are strongly correlated [7, 12–14], shown by the light

gray and white checkerboard pattern in a sample Hi-C contact map shown in Fig. 1.1A [8]
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Figure 1.1: A. A cartoon showing how compartments and TADs are di�erentiated using a Hi-C
contact map [8]. TADs are identi�ed via the dark gray squares along the diagonal of the contact
frequency box and shown by the close-contact red loops in the cartoon below. Compartments are
the light-gray checkerboard pattern, and are denoted by the di�erent colored strands in the
cartoon below. B. A schematic showing the relationship between compartments, TADs, and
supercoils.

and the black circled region in the schematic in 1.1B. These compartments have genetic and

epigenteic features in common, such as overall contact frequency (low or high), amount of

coded DNA and frequency of gene expression [5, 7]. The exact mechanism of compartment

formation and physiological effects are still in question.

One mechanism that affects compartment organization is DNA looping, where two distant

sites along the DNA backbone are connected by some molecular bridge. This leads to the for-

mation of topologically associated domains (TADs), which are “locally” associated domains

on the order of ∼ 10− 100 kb with sharp, well-defined boundaries that often correspond to

transcription start sites or other protein-specific binding sites [4, 6, 15]. These domains are

often defined using contact maps, where these domains can be found along the diagonal of

the contact map (shown by the dark gray squares in Fig. 1.1A [8]) and are smaller than

compartment regions (see Fig. 1.1B). The organization at this length scale affects a number

of biological processes. For example, loops can act as gene regulators, since two distant sites,

such as a gene enhancer and a gene promoter can be brought in close proximity in order for

a gene to be expressed [16]. By changing loop formation, different promoters might interact
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with a given enhancer, which will change how or what genes are expressed. Loop extrusion

simulations (where loops are actively lengthened or shortened) has been shown to affect both

TADs and compartment organization [8].

Supercoiling occurs when twists are either added or removed from DNA (positively or

negatively supercoiled, respectively), which torsionally stresses the DNA strand. To relax,

DNA wraps around itself, which consequently decreases the end-to-end distance of the DNA

strand. DNA is negatively supercoiled in both prokaryotic and eukaryotic cels, meaning that

there are fewer twists in the DNA that completely relaxed DNA (fewer than 1 turn for every

10.5 base pairs) [17–19]. This assists in processes that require the DNA strand to “unzip,”

such as gene expression and replication [19–22]. These same processes generate positively

supercoiled DNA when the two strands are separated, adding twists to the flanking dsDNA

[23, 24]. Supercoiling topology is modulated by polymerases [17, 25] and topoisomerases

[17, 26]. Supercoiled domains can be found within TADs [17, 27, 28] and compartments can

contain different levels of supercoiling [29].

While these mechanisms can significantly compact the DNA, DNA must simultaneously

be transiently accessible to DNA-binding proteins such as helicases, polymerases, topoiso-

merases, transcriptases, and transcription factors that must bind to DNA in order to carry

out their physiological function. These proteins can bind and unbind from DNA, and even

move along the DNA strand as needed. These behaviors are inherently dynamic, where dif-

ferent sections of DNA will need to be accessible at different times under different conditions.

One example of this is DNA replication in prokaryotic cells [30]. When cells are in the expo-

nential growth phase where they are rapidly dividing, DNA will need to be replicated more

often than cells in the stationary or death phase. The origin of replication (oriC ) needs to

be accessible to DNA helicases that bind to double stranded DNA (dsDNA) and disrupt the

hydrogen bonds. This breaks apart the strand into two single-strands of DNA (ssDNA) to

prepare for DNA polymerase binding and subsequent DNA synthesis. Consequently, DNA

near this newly formed ssDNA is overtwisted, and proteins such as topoisomerases can assist
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in relaxing the newly torsionally stressed DNA. All of these interactions are highly coop-

erative and dynamic, and these proteins require uninhibited access in order to act on the

DNA. There is an inherent competition between the need to signi�cantly com-

pact DNA in a cell and the need for sections of DNA to be readily accessible. In

order to achieve the perfect balance between these two requirements, architectural proteins

bind to DNA and and assist in the long-scale structuring of DNA that satisfies the need for

both compaction and accessibility.

1.2 Nucleoid Associated Proteins

Architectural proteins known as nucleoid associated proteins (NAPs) are responsible for the

hierarchical genome structure in prokaryotic cells [31]. These proteins bind to DNA non-

specifically, although there are some preferred sequences for individual proteins. Upon bind-

ing, NAPs manipulate both the short- and long-scale DNA structure by bending, twisting,

and looping [32–46]. These effects that occur at the scale of a single protein-DNA complex

(≈ 15-30 base pairs, or 5-10 nm) or between two distant DNA sites (DNA-NAP-DNA) via

looping, are responsible for the structure of the overall genome; however, the exact mecha-

nism by which this happens is not understood. These proteins are not solely structural; they

play a role in different biological processes, such as gene expression [32, 38, 47–51], DNA

transcription [32, 41, 52–55], and replication [32, 56, 57].

NAPs are analogous to histones that wrap and organize DNA within eukaryotic cells,

although there are some notable differences which can be seen in the example crystal struc-

tures seen in Fig. 1.2A-D. A histone octamer, composed of two of each of the histones H2A,

H2B, H3, and H4, has a molecular weight of ≈ 110 kDa and forms a disk-like complex. DNA

is wrapped twice around this short, cylindrical core, leading to a nucleosome core that binds

≈ 140 base pairs of DNA, shown in Fig. 1.2A [59, 61]. NAPs are significantly smaller than

histones (10− 20 kDa), often found in a dimer form with two arms that fit into the grooves
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