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Abstract

One natural, yet unusual, source of data is the set of queries that are performed on a database. We consider such queries to be reflective of data access patterns and we use them to create indices on the data that are likely to be useful in minimizing the cost of answering future queries. We formalize the problem of finding these optimal indices under a constraint on the total amount of space available for storing them, we give strong negative and positive performance bounds, and we quantify the error in performance introduced by running the algorithm on a sample drawn from an unknown query distribution.

We investigate the problem of finding optimized support association rules for a single numerical attribute, where the optimized region is a union of $k$ disjoint intervals from the range of the attribute. We give the first polynomial time algorithm for the problem of finding such a region maximizing support and meeting a cumulative confidence threshold. Experiments demonstrate that the best algorithm for a more constrained version of the problem has performance degradation on both synthetic and real-world data. We prove theoretical bounds on sufficient sample size to achieve a given performance level, and we validate convergence on synthetic and real-world data experimentally. We propose a natural greedy algorithm, and analyze its performance.

We introduce a novel type of rule, wherein claims of the form “our object ranked $r$ or better in $x$ of the last $t$ time units,” are formalized, and where maximal claims of this form are defined under two natural partial orders. For the first, we give an efficient and optimal algorithm for finding all such claims. For the second, we give an algorithm whose running time is significantly more efficient than that of a naïve one. Finally, we connect this boasting
problem to that of finding a sequence of optimized confidence association rules, and give an efficient algorithm for solving a simplification of the problem.
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Chapter 1

Introduction

The explosion of ubiquitous computing, electronic communication, embedded chips, and sensors, together with low cost storage, make data collection on a massive scale both alluring and compulsory. The magnitude and variety of data provide opportunity for more informed decision making, more adaptable software, and more effective modeling tools, but they also force the formidable challenge of doing so in a computationally efficient manner. Innovative techniques for gleaning information from such vast amounts of data require careful thought about the types of patterns that might be useful, how they can be used, and whether or not the helpful patterns can be discovered efficiently. Our work has two main foci within this arena: the first on partial index construction/selection for large databases, and the second on the search for patterns within numerical attributes of a database.

One natural and yet somehow unusual source of data is the set of queries that are performed on a database. We consider such queries to be reflective of data access patterns and we thus use them to create indices on the data that are likely to be useful in minimizing the cost of answering future queries. We formalize the problem of finding these optimal indices under a constraint on the total amount of space available for storing them, we give strong negative and positive performance bounds, and we quantify the error in performance introduced by running the algorithm on a sample drawn from an unknown query distribution.

The search for association rules is the search for sets of attributes in a database that are predictive of some Boolean characteristic of the data. A useful association rule is one that is
supported by a significant portion of the database, and that is sufficiently predictive of the Boolean characteristic. Optimized association rules, on the other hand, assume the attributes of interest are given, and it is the specific instantiations of these given attributes that must be predictive of the Boolean characteristic. Our results extend the body of knowledge on optimized association rules in two ways.

We investigate the problem of finding optimized support association rules for a single numerical attribute, where the optimized region is a union of \( k \) disjoint intervals from the range of the attribute. We give the first polynomial time algorithm for the problem of finding such a region maximizing support and meeting a minimum cumulative confidence threshold. Because the algorithm is not practical, we consider an ostensibly easier, more constrained version of the problem. Our experiments demonstrate that the best extant algorithm for the constrained version has significant performance degradation on both a synthetic model of patterned data and on real world data sets. We propose running the algorithm on a small random sample as a means of obtaining near optimal results with high probability. We prove theoretical bounds on sufficient sample size to achieve a given performance level, and we validate rapid convergence on synthetic and real-world data experimentally. Finally, we propose a natural greedy algorithm, and we prove tight performance of the approach.

We introduce a novel type of rule, a “boast,” wherein claims of the form “our object ranked \( r \) or better in \( x \) of the last \( t \) time units,” are formalized, and where maximal claims of this form are defined under two natural and different partial orders. For the first partial order we give an efficient and optimal algorithm for finding all such claims. For the second partial order we give an algorithm whose running time is significantly more efficient than that of a naïve one. Finally, we connect this boasting problem to that of finding a sequence of optimized confidence association rules, and give an efficient algorithm for solving a simplification of the sequence of optimized rules problem.

Many problems in data mining, such as association rule discovery, for example, involve the enumeration of useful patterns found in the data, and often the goal is to select all the
sets that satisfy some collection of constraints. In other problems, the goal is to make an optimal choice among candidate patterns. The problems we solve are all of this second type.

Our work is a veritable survey of optimization and analysis techniques from theoretical computer science.

- We use randomization and linear programming relaxation techniques to select a set of indices to build on a database. [Chapter 2]

- We use NP-hardness and inapproximability reductions to demonstrate the difficulty of the general index selection problem. [Chapter 2]

- We use approaches from learning theory, Chernoff bounds and the VC-dimension, to determine sample sizes sufficient to guarantee the performance of our algorithms on an unknown probability distribution. [Chapters 2 and 3]

- We use a greedy algorithm and analysis to obtain approximation guarantees for the $k$-interval optimized support association rule problem, where the confidence level of each interval must independently exceed some minimum value. [Chapter 3]

- We use dynamic programming to give a polynomial time algorithm for finding the $k$-interval optimized support association rule, whose the $k$-interval must cumulatively meet the minimum confidence bound. [Chapter 3]

- We use methods for the dynamic maintenance of convex hulls from computational geometry to find optimal boasting rules. [Chapter 4]

- We define partial orders and efficiently search them to find a maximal set of boasting rules. [Chapter 4]

The remainder of this thesis is arranged as follows: In Chapter 2 we formalize, give performance bounds on, and give sampling results for the index selection problem. In Chapter 3
we address the $k$-interval, optimized support association rule problem, and provide experimental results, sampling bounds, and a greedy algorithm. Chapter 4 defines and solves in two different ways, the maximal boasting problem. Finally, Chapter 5 gives a concise statement of all significant results in the thesis.
Chapter 2

Optimal Index Selection

Indices are frequently used to speed up query evaluation in data management systems. Any given index can be of value only with respect to certain data accesses, and not with respect to others. With limited space resources, the question arises which indices to build? What is the best use of space for indices to minimize the average execution time of a query?

We address these problems assuming a general data model where data is composed of indexable units (records) without any implied structure. Indices can be constructed on arbitrary predicates, not just predicates of the form \( attr = val \), and return identifiers of the indexable units that satisfy the index predicate. Our query model is (slightly more general, as described in the next section, than) a conjunctive selection query. A typical evaluation plan for selection queries involving conjunctions is to use multiple indices to retrieve identifiers for items satisfying one or more of the predicates, and intersect the resulting sets to obtain a smaller set of items that can then be tested for satisfaction of the remaining predicates. An upper bound on the cost of evaluating a query is thus proportional to the cardinality of the smallest indexed predicate (i.e., the most selective index that matches the query). We take this upper bound as a simplified cost model.

Let \( opt_B \) be the least average cost of evaluating a query chosen from the workload, using space \( B \) to construct indices for \( M \) indexable units in the database. We establish the following:
• Provided that the workload of $m$ distinct queries is known (or accurately characterized), we give an algorithm that selects indices using total space $O(B \ln m)$, with expected per-query cost at most $opt_B$. In other words, a log factor relaxation in the space used for indexing permits the optimum cost to be achieved. The solution uses a novel randomized rounding technique applied to an integer programming formulation.

• Even when the query workload is not known, by employing an additional constraint $N$ on the number of distinct indices that may be built, we can obtain an expected query cost at most $\epsilon M$ above optimal, finding $O(N \ln m)$ indices using space $O(B \ln m)$, when we are allowed to observe $m = \text{poly}(1/\epsilon, B, N)$ random queries drawn from the unknown query distribution.

• The logarithmic space relaxation is necessary: If $M$ is the size of the dataset, no polynomial time algorithm can guarantee average query cost less than $M^{1-\epsilon} opt_B$ using space $\alpha B$, for any constants $\alpha, \epsilon > 0$, unless $NP \subseteq n^{O(\log \log n)}$, which would give nearly polynomial-time algorithms for NP-hard problems - a breakthrough in complexity theory. Since an average query cost of $M$ is trivially obtained, this shows that there is no practical way to obtain a cost anywhere close to optimum even with a constant factor relaxation in space.

The problem formulation we have used is sufficiently general that our results have applicability in a wide variety of settings. We can cast in our framework index selection in many different systems, including multi-attribute indices on tables in a data warehouse, path indices in XML and OO databases, sub-string indices in (biological) sequence databases, and inverted term indices in document information retrieval. Our results also apply to materialized views and predicate caching. See Section 2.4.

Some of the results reported in this chapter are based on joint work with H.V. Jagadish and L. Pitt, and appear in preliminary form in [18].
2.1 Problem Definition

Assume a data set, \( D \), comprising \( M \) distinct data items. Each data item may be a record, a document, an XML element or an object, among other things. Let \( P \) be a possibly infinite universe of predicates on \( D \). A query is just an element of \( p \in P \), and the answer is the set of all data \( d \in D \) for which \( p(d) = 1 \). Note that there is no requirement that the predicate be evaluated against a single table in a relational database (or even, for that matter, that there is a table structure to the data at all). A join query is expressed in our model as a predicate that will be satisfied by a subset of an appropriate cartesian product of tables in the database. (Real queries against a database system typically will do something with the data retrieved from this selection, such as compute an aggregate function. We will argue below that the simplified model above is sufficient to obtain reasonable estimates of query evaluation time.)

Given a set of predicates \( P \) on dataset \( D \), there is an induced partial order \( (P, \leq_{P,D}) \) henceforth denoted without the subscripts, and defined by: \( p_1 \leq p_2 \) if and only if for all \( d \in D \), \( p_1(d) \rightarrow p_2(d) \). Thus, any datum satisfying query \( p_1 \) would also satisfy query \( p_2 \). Note that there is no requirement this partial order be derived from the semantics of the predicate specifications – it could just as well arise due to (known) characteristics of the data. For concreteness, the reader may find it useful to think of each predicate as a conjunction of atomic predicates, even though we do not impose any structure on the predicate specification. The partial order is then obtained by considering subsets of these atomic predicates. For example, if each atomic predicate is an attribute-value pair, we can say: \(((x.A = a_1) \land (x.B = b_2)) \leq (x.B = b_2)\).

Query response can be facilitated by considering the use of any predicate \( p \in P \) as a possible (partial) index, referencing all and only data in \( D \) that satisfy \( p \). Below, when we refer to some element in \( P \), we may mean either the corresponding query, or the partial
index built to reference all data that satisfies the predicate. The meaning will be clear from context, though we may use the terms query and index for emphasis.

Often, when the term “index” is used in the context of a database, by it is meant a complete index, with respect to some class of predicates. For instance a B-tree index on a specified attribute \( A \), identifies the database records that satisfy the predicate (value of attribute \( A \) equals \( v \)) for each value \( v \) of \( A \). In our terminology, such a B-tree index is a collection of multiple indices, one for each value \( v \) of the attribute \( A \). While this notion of choosing only some values of an attribute to index may appear strange in a relational context, such choices are readily made in other contexts: In information retrieval, a set of “index terms” is explicitly chosen, and is frequently not the same as the set of all “words” appearing in the document set. Even in a relational setting, such partial indices may be useful, for example, to reference (perhaps a subset of) records returned by a commonly occurring join. Section 2.4 contains additional discussion.

In an ideal world, we would have an index prebuilt that references exactly the data requested for every possible query. However, each index \( p \) built will require space proportional to the amount of data that it references. Let \( s_D(p) \in [0, M] \) denote the space required to store the necessary pointers to the data satisfying query \( p \). In other words, the space cost for building index \( p \). This space is proportional to the number of records in \( D \) satisfying \( p \). If \( R \) is a set of indices, define the total space used by \( R \) as \( s_D(R) = \sum_{p \in R} s_D(p) \).

Typically we do not have the space to store the answers to all possible queries. Nonetheless, we can still facilitate evaluation of query \( q \) if we have an index \( p \) such that \( q \leq p \) (in which case we’ll say that \( p \) covers \( q \)). Given a collection of indices \( \{p_1, p_2, \ldots, p_k\} \), if none of them covers a given query \( q \), then the only evaluation plan for the query requires a scan of the entire data set at a cost proportional to \( M = |D| \), the cardinality of the data set. When one or more indices \( p_j \) covers \( q \), multiple evaluation plans are possible: we may choose to consult zero or more of these indices, intersect the sets of identifiers returned, access the data items in this intersection, and then check for satisfaction of the remainder of predicate \( q \). To
make matters concrete for our analysis, we restrict ourselves to the consideration of a single 
standard evaluation plan that consults only one index of minimum cardinality, the smallest 
$p_j$ covering $q$. All data items identified by this index are retrieved, checked for satisfaction of 
predicate $q$, and then returned after additional processing, such as grouping and aggregate 
computation, if any. The time required to process query $q$ is then proportional to the size of 
the set of data items identified by the index, and hence retrieved and processed. (There will 
be some time required to find the index with smallest cardinality that covers $q$ from among 
the indices available, but this is not a function of the size of the data set, and hence can 
be ignored as comparatively small. Similarly, the cost of any post-processing steps beyond 
retrieving the data satisfying $q$ is ignored as likely to be small.) Ignoring constant factors, 
define:

\[
c_D(q, p) = \begin{cases} 
  s_D(p) & \text{if } q \leq p, \\
  M & \text{otherwise,} 
\end{cases}
\]

The cost of answering a query $q$ relative to index set $R$ is (proportional to)

\[
c_D(q, R) = \min_{p \in R} c_D(q, p),
\]

the minimum cost among all indices in $R$ that cover $q$. Note that if there are no covering 
indices, then the cost will be $M$ by the definition of $c_D(q, p)$.

With limited available space, there arises a natural tradeoff between finding indices for 
small subcollections of the data (using little space and providing quick query response) and 
finding indices that are useful for (i.e., cover) many queries. In this paper we consider the 
extent to which one can make optimal choices of indices under just such constraints:

**Definition 1.** Let $D$ be a (finite) set of data of cardinality $M$. Let $P$ be a (possibly infinite) 
set of polynomially-computable predicates. Given a finite set $Q \subseteq P$ of queries of cardinality 
$m$, a finite candidate set $C \subseteq P$ of indices and a total index storage bound $B$, find a set
\( R \subseteq C \) with \( s_D(R) \leq B \) minimizing the average per-query cost

\[
\frac{1}{m} \sum_{i \in Q} c_D(i, R).
\]

There is nothing that prevents \( C \) from being the same as \( P \), if the latter is finite. However, it is often possible to define a set \( C \) substantially smaller than \( P \) to advantage. In many settings, queries are sufficiently structured so as to admit an efficient derivation of a polynomially-sized collection of all possible covering “subqueries” \( \{q_1, q_2, \ldots, q_{p(n)}\} \) as possible indices for the query. Taking the union of these candidate sets over all workload queries \( q \) provides a rich and still relatively small candidate set \( C \) guaranteed to contain an optimal subcollection.

For example, in the case of a database of DNA sequences where queries correspond to substrings, since any query string of length \( n \) contains \( O(n^2) \) substrings, there are only polynomially many indices that might be built that could cover the query string. Similarly, when queries are constant sized conjunctions of attributes, there are only (an exponentially larger) constant number of possible subsets of attributes that could be useful in covering the query. When the data consists of XML documents and queries are relatively small constant-sized subtree patterns, we can efficiently enumerate all subtrees of each query. Our results apply when queries are arbitrary paths, since these are efficiently enumerable for each document. For the problem of materializing views on the datacube, the set of views considered for materialization is just the set of all vertices of the cube, and can be chosen without even reference to \( Q \).

In other settings where the number of possible covering “subqueries” is too large to find a candidate set \( C \) containing some optimal subcollection, heuristics can be used to find the most promising covering subqueries. (For example, for databases of genetic sequences, the search for strings with small edit distance from each string in a large subcollection of the data have proved useful.) Of course, in this case our optimality guarantees are only as good
as the heuristics used. The general problem of finding a complete candidate set $C$, or a “best” set, is related to difficult problems in both learning theory (find conjunctions that cover many positive examples), datamining (enumerate maximal frequent itemsets), and information retrieval (search for useful words or phrases on which to build inverted indices).

2.2 The problem is hard

Our problem is closely related to the view selection problem for the datacube [16, 14, 20, 37]. Hence, it is not surprising that a strong non-approximability result similar to the one given by Karloff and Mihail [20] holds:

**Theorem 2.** Let $opt_B$ be the smallest average cost per query attainable by any set of indices $R \subseteq C$ using space at most $B$ on data set $D$ of cardinality $M$. Then:

- If for some $\epsilon > 0$ there exists a polynomial-time algorithm that can find a set $R$ of space at most $B$ and with average query cost at most $M^{1-\epsilon}opt_B$, then $P = NP$.

- If for some $\epsilon, \alpha > 0$ there exists a polynomial time algorithm that can find a set $R$ of space at most $\alpha B$ and with average query cost at most $M^{1-\epsilon}opt_B$, then $NP \subseteq n^{O(\log \log n)}$.

The theorem can be proved by various modifications to the proof in [20], though a simpler direct proof is possible.

The theorem is particularly ominous-sounding: The first part says that not only is optimal not achievable unless $P = NP$, but it is unlikely that any approximation algorithm can find a set $R$ whose performance is slightly better than that given by the trivial solution of scanning the entire dataset of size $M$ for each query. The second part says, under a slightly stronger assumption (that NP languages are not in “almost” polynomial time), that even if we relax the constraints to allow the index set found to use a constant factor more space, then as in the first part, the performance when compared to the optimal using only space $B$ remains
very poor. As we now show, an only slightly more generous space bound allows for optimal performance when compared to $opt_B$.

### 2.3 An optimal solution using extra space

We formulate the problem as a 0-1 integer program, consider its relaxation to a linear program, and then use a novel randomized rounding technique to find a collection of indices $R$ using space $O(B \ln m)$, and with expected query cost $opt_B$. A similar result will hold if we want to bound the cardinality of $R$, or some linear combination of the cardinality and the space used. We realize the LP approach is expensive in practice, but we have preliminary results suggesting a deterministic non-LP algorithm with comparable bounds and performance.

Lin and Vitter [25] use similar techniques (which could be applied in this setting) to solve clustering and related problems, achieving a performance guarantee of $(1 + \epsilon)opt_B$ with a relaxed resource factor of $(1 + \frac{1}{\epsilon}) \ln m$.

Given query set $Q$ of size $m$, candidate index set $C$, storage bound $B$, index costs $s_D(j)$ for each $j \in C$, and query processing costs $c_D(i, j)$ for each $i \in Q$ and $j \in C$, consider the 0-1 integer program with decision variables $x_{ij}, j \in C, i \in Q$, and $y_j, j \in C$ with the following intended meanings:

\[ x_{ij} = \begin{cases} 
1 & \text{if query } i \text{ should be answered by selecting index } j, \\
0 & \text{otherwise,}
\end{cases} \]

\[ y_j = \begin{cases} 
1 & \text{if index } j \text{ should be selected for use in answering some query } i, \\
0 & \text{otherwise.}
\end{cases} \]
The integer program is:

\[
\begin{align*}
\min Z &= \sum_{i \in Q} \sum_{j \in C} x_{ij} c_D(i, j) \\
\text{subject to} & \\
\sum_{j \in C} x_{ij} &= 1, \forall i \in Q \\
y_j &\geq x_{ij}, \forall j \in C, i \in Q \\
\sum_{j \in C} y_j s_D(j) &\leq B \\
x_{ij}, y_j &\in \{0, 1\}.
\end{align*}
\]  

(2.3.1) (2.3.2) (2.3.3) (2.3.4) (2.3.5) (2.3.6)

Note that the objective function \( Z \) (line (2.3.1)) is the total cost of answering all queries, hence if \( Z \) is the solution to the integer program then \( Z = m \cdot \text{opt}_B \). Of course, the average query cost \( \text{opt}_B \) is minimized by minimizing total cost \( Z \), and this will be our focus for the remainder of the section.

The variables \( x_{ij} \) indicate that index \( j \) is used to cover query \( i \), and as such, exactly one \( x_{ij} \) is nonzero for each query, corresponding to line (2.3.3), above. In contrast, the \( y_j \) indicate whether or not an index is used by some query. This is assured by constraints (2.3.4), which require that \( y_j \) be set to 1 if \( x_{ij} \) is 1 for any \( i \). The reuse of a single index for multiple queries is captured in the \( x_{ij} \) variables, so the total query cost (2.3.1) is in terms of the \( x_{ij} \), whereas the constraint on storage is independent of the queries and expressed (2.3.5) in terms of the index variables \( y_j \). That each query using an index incurs the cost differentiates the problem from the (weighted) set cover problem. Since the IP (line (2.3.6)) cannot be solved efficiently we find an approximate solution by applying an adaptation of the technique of randomized rounding to the optimal fractional solution of the relaxed linear program.
1. Solve the LP relaxation of the IP. Let \( \hat{x}_{ij} \) and \( \hat{y}_j \) denote the values of the decision variables in the optimal solution.

2. Initialize \( R \) to the empty set, and \( x^*_{ij} = 0, y^*_j = 0 \) for all \( i \in Q, j \in C \).

3. Repeat \( t \) times:
   \( \forall j \in C - R \)
   let \( r_j \leftarrow \text{random uniform}[0,1] \)
   \( \forall i \in Q \)
   if \( \hat{x}_{ij} \geq r_j \) then \( x^*_{ij} \leftarrow 1 \)
   if \( \hat{y}_j \geq r_j \) then \( y^*_j \leftarrow 1 \) and \( R \leftarrow R \cup \{j\} \)

4. Output solution set \( R \).

Figure 2.1: Algorithm Integer Programming with Randomized Rounding (IPRR)

Adapted Randomized Rounding.

Consider the LP relaxation of the query IP, obtained by replacing (2.3.6) with the real-valued constraints \( x_{ij}, y_j \in [0,1] \). Given query set \( Q \), storage bound \( B \), index candidate set \( C \), and database \( D \), let \( Z(Q, B, C, D) = (\hat{Z}, \hat{R}, \hat{X}, \hat{Y}) \) denote the optimal fractional solution to this LP, where \( \hat{Z} \) is the value of the objective function, \( \hat{R} = \{j : y_j > 0\} \) is the set of fractional indices chosen by the LP, and \( \hat{X} = [\hat{x}_{ij}], i \in Q, j \in C \), and \( \hat{Y} = [\hat{y}_j], j \in C \) are the resulting values of the decision variables in the solution. Then algorithm IPRR (Figure 2.1) produces a set of indices \( R \subseteq \hat{R} \) of storage cost \( s_D(R) \approx B \ln m \) covering query set \( Q \) with high probability, and such that total query cost \( \sum_{i \in Q} c_D(i, R) \approx \hat{Z} \). Denote by \( x^*_{ij} \), and \( y^*_j \) the integer assignment to variables \( x_{ij} \) and \( y_j \) resulting from algorithm IPRR.

The traditional method of randomized rounding of a linear programming relaxation of an integer program works as follows. Each decision variable \( x_i \) of the LP is rounded to 0 or 1, based on flipping a coin with bias exactly that of the fractional value of \( \hat{x}_i \) in the LP.
solution. By linearity of expectation, the expected value of the resource bounds are met, and the expected value of the solution is just the optimal $Z$ from the LP. Some additional probabilistic analysis is typically sufficient to show that with constant probability (which may then be amplified by repetition), the algorithm achieves the desired performance.

This approach fails here, and a novel (to our knowledge) adaptation of randomized rounding is introduced. To understand the issue, notice that if we applied traditional randomized rounding on all the decision variables in our problem, choosing integer values for the variables depending on the outcome of Bernoulli trials, we would be unable to ensure that the $x_{ij} \leq y_j$ constraints were met, since $x_{ij}$ could “flip to 1” while $y_j$ “flipped to 0”. What would result would be a nonsensical “solution” dictating that some query $i$ should be covered by using index $j$, without actually selecting index $j$ into the set $R$.

We circumvent this problem by allowing some dependence on the flipping procedures. Actually, we do not “flip” coins at all, instead we select a random number $r_j$ uniformly from the interval $[0,1]$ for each index $j \in C$. Then, for each $i \in Q$, we compare $\hat{x}_{ij}$ to $r_j$, and set $x^*_{ij}$ to 1 iff $\hat{x}_{ij} \geq r_j$. Similarly, we set $y^*_j$ to 1 iff $\hat{y}_j \geq r_j$. Note that from the solution to the LP, for each $j \in C$, $\hat{y}_j \geq \hat{x}_{ij}$, hence if any $x^*_{ij}$ is set to 1, then so is $y^*_j$, maintaining the desired inequality constraints after rounding.

Analysis of the algorithm’s performance requires consideration of the total space $s_D(R)$ used by the set of indices $R$ returned by the algorithm, and the expected query cost. We show that with high probability, $s_D(R) \leq 3B \ln 3m$, and that the expected total query cost is at most $\hat{Z}$. In addition we show that coverage and the cost bound can be achieved simultaneously.

We make the following observations about the values of the variables $x^*_{ij}$ and $y^*_j$ after one iteration of step 3 of IPRR. These all follow from the uniform choice of $r_j$ in the flipping procedure, the LP constraints, and the linearity of expectation.

1. $Pr(x^*_{ij} = 1) = Pr(r_j \leq \hat{x}_{ij}) = \hat{x}_{ij} = E[x^*_{ij}].$
2. \( \Pr(y_j^* = 1) = \Pr(r_j \leq \hat{y}_j) = \hat{y}_j = E[y_j^*] \).

3. \( \forall i \in Q \) and \( \forall j \in C \) the randomized variable assignment yields \( x_{ij}^* \leq y_j^* \).

4. \( \forall i \in Q, E[\sum_{j \in C} x_{ij}^*] = 1 \).

5. \( E[\sum_{j \in C} y_j^* s_D(j)] \leq B \).

Say that a query \( i \) has been covered by the algorithm if for some \( j \), \( x_{ij}^* \) is set to 1.

Lemma 3. Given a set \( Q \) of \( m \) queries, each \( i \in Q \) of which has \( \sum_{j \in C} \hat{x}_{ij} = 1 \), after \( t \geq \ln(1 + \epsilon)m \) repetitions of step 3, with probability greater than or equal to \( 1 - \frac{1}{1 + \epsilon} \), all \( m \) queries are covered.

Proof. The probability that a single query \( i \) remains uncovered in one iteration of step 3 is \( \prod_{j \in C}(1 - \hat{x}_{ij}) \leq (1 - \frac{1}{|C|})^{|C|} \leq \frac{1}{e} \), and the likelihood that it remains uncovered after \( t \) rounds is at most \( \frac{1}{e^t} \). The probability of any of \( m \) queries remaining uncovered is thus at most \( m(\frac{1}{e^t}) \leq \frac{1}{1 + \epsilon} \) when \( t \geq \ln(1 + \epsilon)m \). \( \square \)

Lemma 4. Algorithm IPRR, upon \( t \geq \ln(1 + \epsilon)m \) repetitions of step 3 returns \( R \) so that:

1. \( R \subseteq \hat{R} \)

2. \( E[s_D(R)] \leq B \ln(1 + \epsilon)m \)

3. \( \Pr(s_D(R) > (1 + \epsilon)B \ln(1 + \epsilon)m) \leq \frac{1}{1 + \epsilon} \).

Proof. Part (1) is straightforward since only the elements in \( \hat{R} \) have nonzero probability of being included in \( R \). Part (2) follows immediately from linearity of expectation, together with the fact that we repeat step 3 of the algorithm \( t \geq \ln(1 + \epsilon)m \) times, incurring at most cost \( B \) on each iteration as observed above. For part (3), Markov’s inequality states that \( \Pr(X > kE[x]) \leq \frac{1}{k} \), and applying this to part (2) gives the bound. \( \square \)
We have shown that, given \( t \geq \ln(1+\epsilon)m \) repetitions of step 3, the probability no query is left uncovered is at least \( 1 - \frac{1}{1+\epsilon} \), and in the previous lemma we see that this same number of repetitions yields that the probability the total storage required is less than \((1+\epsilon)B \ln(1+\epsilon)m\) is at least \( 1 - \frac{1}{1+\epsilon} \).

Lemma 5. With probability at least \( 1/3 \), algorithm IPRR yields a solution \( R \) of weight \( s_D(R) \leq 3B \ln 3m \) covering the queries in \( Q \).

Proof. Set \( \epsilon = 2 \). Then the previous two lemmas tell us that the probability of failing to cover some query is at most \( 1/3 \), and that the probability that the cost of \( R \) is not bounded as stated is at most \( 1/3 \). The probability that either of these occur is at most \( 2/3 \), so the probability that neither do is at least \( 1/3 \) as desired.

Finally, we will argue that the expected total query cost given this coverage and storage amount, is no more than \( m \cdot \text{opt}_B \).

Lemma 6. If \( R \) is returned by algorithm IPRR and it covers each query in \( Q \), then the expected total query cost is \( E[\sum_{i \in Q} c_D(i, R)] \leq m \cdot \text{opt}_B \).

Proof. Let \( \hat{Z}_i = \sum_{j \in C} \hat{x}_{ij} c_D(i, j) \) denote the contribution of query \( i \) in the optimal LP solution. We claim (proof below) that for all \( i \), \( E[c_D(i, R)] \leq \hat{Z}_i \). Assuming the claim is true, \( E[\sum_{i \in Q} c_D(i, R)] = \sum_{i \in Q} E[c_D(i, R)] \leq \sum_i \hat{Z}_i = \hat{Z} \leq m \cdot \text{opt}_B \).

Proof of Claim: Note that since repeated iterations of step 3 of the algorithm can only decrease the cost of a query, we prove that the expected cost of a query covered in the first iteration is less than its contribution in the LP solution. Let \( |C| = s \) and \( c_D(i, j_1) \leq c_D(i, j_2) \leq \ldots \leq c_D(i, j_s) \), and recall that \( \hat{x}_{ij} \) from the solution to the LP is the probability
that query $i$ is covered by index $j$ in 1 iteration. For simplicity of notation, let

$$P^k_i = \prod_{m=1}^{k} (1 - \hat{x}_{ij_m}),$$

$$P^0_i = 1$$

denote the probability that query $i$ is not covered by any of indices $j_1, j_2 \ldots j_k$. By the independence of the uniform random variables $r_j, j \in C$, the conditional probability that covered query $i$ incurs cost $c_D(i, j_k)$ is

$$\Pr(\text{query } i \text{ covered by index } j_k \mid \text{query } i \text{ is covered}) = \frac{P^{k-1}_i \hat{x}_{ij_k}}{1 - P^s_i}.$$  
That is, given that a query is covered, the probability it incurs cost $c_D(i, j_k)$ is just the probability it has not been covered by an index of lower cost times the probability it is covered by index $j_k$, normalized by the probability of coverage. We must show that $E[c_D(i, R)] \leq \hat{Z}_i$, or

$$\sum_{k=1}^{s} P^{k-1}_i \hat{x}_{ij_k} c_D(i, j_k) \leq \sum_{m=1}^{s} \hat{x}_{ij_m} c_D(i, j_m).$$

As a base case for an inductive argument, let $s = 2$. We show that

$$\frac{\hat{x}_{ij_1}}{1 - P^2_i} \cdot c_D(i, j_1) + \frac{P^1_i \hat{x}_{ij_2}}{1 - P^2_i} \cdot c_D(i, j_2) \leq \sum_{m=1}^{2} \hat{x}_{ij_m} c_D(i, j_m).$$

Since the coefficients of the $c_D(i, j_k)$ sum to 1 on both sides of the inequality, we need only show that the coefficient of the more expensive index cost is larger on the right side, indicating that the index of higher cost has greater weight in the LP solution. In other
words, we just need to show that
\[
\frac{P_1^i \hat{x}_{ij_2}}{1 - P_2^i} \leq \hat{x}_{ij_2},
\]
or
\[
\frac{P_1^i}{1 - P_2^i} \leq 1,
\]
which after expanding \(P_1^i\) and \(P_2^i\), is obviously true since \((1 - \hat{x}_{ij_2}) = \hat{x}_{ij_1}\).

Next, assume inductively that the assertion holds for \(s = k - 1\) indices and use that assumption to prove the case \(s = k\). To simplify notation, represent the inductive hypothesis by \(S_{k-1} \leq L_{k-1}\), and the result we hope to prove by \(S_k \leq L_k\). It is easy to see that
\[
S_k = S_{k-1} \cdot \frac{1 - P_i^{k-1}}{1 - P_i^k} + \frac{P_i^{k-1} \hat{x}_{ijk}}{1 - P_i^k} \cdot c_D(i, j_k) \\
\leq S_{k-1} + \frac{P_i^{k-1} \hat{x}_{ijk}}{1 - P_i^k} \cdot c_D(i, j_k).
\]

Now by the inductive hypothesis and linearity of the objective function of the LP \(L_k = L_{k-1} + \hat{x}_{ijk} c_D(i, j_k)\), we need only focus on the last terms of the sums and show that
\[
\frac{P_i^{k-1} \hat{x}_{ijk}}{1 - P_i^k} \cdot c_D(i, j_k) \leq \hat{x}_{ijk} c_D(i, j_k),
\]
or equivalently, that
\[
\frac{P_i^{k-1}}{1 - P_i^k} \leq 1.
\]
We now need to show that

\[ P_i^{k-1} \leq 1 - P_i^k \]

\[ P_i^{k-1} + P_i^k \leq 1 \]

\[ P_i^{k-1}(1 + (1 - \hat{x}_{ijk})) \leq 1 \text{ (since } P_i^{k-1}(1 - \hat{x}_{ijk}) = P_i^k) \]

\[ P_i^{k-1} \leq \frac{1}{1 + (1 - \hat{x}_{ijk})}. \]

Since \( \sum_{m=1}^{k-1} \hat{x}_{ijm} = 1 - \hat{x}_{ijk} \) we have

\[ P_i^{k-1} \leq (1 - \frac{1 - \hat{x}_{ijk}}{k - 1})^{k-1} \]

\[ = (1 - \frac{1 - \hat{x}_{ijk}}{k - 1})^{-\hat{x}_{ijk}(1-\hat{x}_{ijk})} \]

\[ \leq \left( \frac{1}{e} \right)^{1-\hat{x}_{ijk}}, \]

and we thus must show that

\[ \left( \frac{1}{e} \right)^{1-\hat{x}_{ijk}} \leq \frac{1}{1 + (1 - \hat{x}_{ijk})}. \]

Taking logs shows the inequality holds when \( 1 - \hat{x}_{ijk} \geq \ln(1 + (1 - \hat{x}_{ijk})) \), which is true, with equality when \( \hat{x}_{ijk} = 1 \).

\textbf{Theorem 7.} With probability at least 1/3, algorithm IPRR outputs a solution \( R \) requiring space \( s_D(R) \leq 3B \ln 3m \) and expected cost per query \( \text{opt}_B \).

\textbf{Proof.} By Lemmas 5 and 6, a set of indices \( R \) is obtained meeting the above space bound, and with expected total query cost \( E[\sum_{i \in Q} c_D(i, R)] \leq \hat{Z} \leq m \cdot \text{opt}_B \), and so the expected query cost is at most \( \text{opt}_B \). \hfill \Box
2.4 Applications and Related Work

Index selection in relational databases has received much attention [8, 7, 15, 2, 26] since the pioneering work of Chaudhury and his collaborators [7, 8, 2]. An assumption in most of these papers, and typical in relational databases, is the division of $P$ into large subsets corresponding to particular attributes, and then a decision to build indices corresponding to each such subset either completely or not at all. For example, if the `age` attribute is selected as an index attribute in an `Employee` relation, the index set $R$ will include predicates $\text{age}=34$, $\text{age}=35$, $\text{age}=36$, etc., one predicate for each possible value of the `age` attribute. Our more general formulation makes it possible to choose to index $\text{age}=34$ or $25 \leq \text{age} \leq 37$ without having to index $\text{age}=36$ at the same time.

Index selection has also begun to receive some interest recently for XML databases [36, 32, 28, 24, 21, 9]. In addition to the issues parallel to those in relational databases, we also have the possibility of choosing path indices on selected paths in the database. Our work makes it possible to choose these indices in a data-driven manner rather than only in terms of schema and type. In fact, we can even construct and use “tree indices” that can return matches to portions of a query pattern tree. For example, queries that involve independent path segments could be indexed based on containment of one or more of the paths and algorithm IPRR used to choose which single segments, or collections of segments, to index on based on utility in the workload.

Unlike database systems, information retrieval systems explicitly choose the terms on which to construct an inverted index. A typical choice may be to index every single word occurrence, except for words on a stop list, and in addition to index certain common multi-word phrases. The approach in this paper may provide a principled basis for choosing exactly which words and which multi-word phrases to index. It even becomes possible to allow multi-word indices where these words are not in a single contiguous phrase.
Bioinformatics applications have recently become popular. In this context, a record might be a DNA sequence, and a query a request for all records containing a given subsequence [30].

Our problem is closely related to the problem of choosing which views to materialize on the datacube [16, 14, 20, 37]. In [16] an algorithm was given approximating within a factor of 0.63 the maximum amount of gain (the reduction in cost from the situation where no views are stored) that could be achieved on a workload by selecting certain views. In [20], it was pointed out that an approximation guarantee for maximum gain does not guarantee an approximation on performance cost over the workload, and demonstrated that the algorithm of [16] can do no better than factor of $\frac{M}{12}$, and as discussed in Section 2.2, that under standard complexity-theoretic assumptions, no algorithm could do significantly better even allowing any linear relaxation in the number of views the algorithm is allowed to select. Our results fit in nicely in this context; straightforward modifications show that expected optimal performance can be obtained by allowing a logarithmic relaxation in the number of views selected.

2.5 Sampling

In this section we generalize the index selection problem to that of selecting a set of indices that perform well on an unknown distribution of queries, rather than on a particular workload, as before. To this end, we consider a randomly selected query workload to be a representative sample from the distribution, and give an approximate solution on the sample workload as in Section 2.3. Using a uniform convergence lemma we argue that with high probability the approximate solution on the sample differs only slightly from the optimal solution on the distribution, given a sample of sufficient size.

Before we formalize and address the more general problem, we acknowledge the possibility of a degenerate solution under certain circumstances and suggest a solution. We are concerned that the approximately optimal solution for the random query workload found
by the algorithm will not be useful on future queries from the distribution. Specifically, suppose the approximately optimal solution found by the algorithm, that which gives least average query cost, is to store the exact query responses for every query. This is clearly the optimal solution given adequate storage, but it is unlikely to be useful on future queries from the distribution. To circumvent this possibility, we impose an additional constraint on the problem. Namely, we limit the cardinality of the index set so that even if there is enough space to store a unique index for every query, we cannot do so because we limit the number of indices allowed. In the context of the linear program from Section 2.3 this is just an additional feasibility constraint bounding the sum of the index variables, $y_j, j \in P$. In the remainder of this discussion, we refer to this bound as the index bound, $N$.

Following the analysis of Section 2.3, we must assure that this index bound can be met simultaneously with the storage bound while still assuring coverage of the queries. A lemma analogous to Lemma 5 states that if $\epsilon = 4$ then with probability $1/4$ all conditions can be met simultaneously.

We are now ready to state the problem on a query distribution:

Definition 8. Let $D$ be a (finite) set of data. Let $P$ be a (possibly infinite) set of polynomially-computable predicates. Given a distribution $Q \subseteq P$ of queries, a candidate set of indices $C \subseteq P$ and bounds $B$ and $N$, find a set $R \subseteq P$ such that $s_D(R) \leq B$, and $|R| \leq N$ and such that $E_Q[c_D(q, R)]$ is minimized.

Theorem 10 below is motivated by the following uniform convergence lemma which prescribes a sample size adequate for inferring the expected value of a class of functions over the sampled distribution:

Lemma 9 ([17, 31]). Let $F$ be a finite set of functions on $X$ with $0 \leq f(x) \leq M$ for all $f \in F$ and $x \in X$. Let $S = x_1, \ldots, x_m$ be a sequence of $m$ examples drawn independently and identically from $X$ and let $\epsilon > 0$. If $m \geq \frac{M^2}{4\epsilon^2} (\ln |F| + \ln \frac{2}{\delta})$ then

$$Pr(\exists f \in F : |E_X(f) - E_S(f)| \geq \epsilon) \leq \delta.$$
Theorem 10. Given $\epsilon > 0$, $\delta \in [0, 1]$, a storage bound $B$, an index bound $N$, a candidate set of indices $C$, and a random sample $S$ of size $m \geq \max\{\frac{1}{4} \ln \frac{2}{\delta}, (\frac{32N \ln |C|}{\epsilon^2})^2\}$ independently chosen from query distribution $Q$, algorithm IPRR returns a set of indices $R$ with $s_D(R) \leq 4B \ln 4m$, and $|R| \leq 4N \ln 4m$, so that with probability at least $1 - \delta$,

$$E_Q[c_D(q, R)] - E_Q[c_D(q, R_{opt})] < \epsilon M,$$

where $R_{opt}$ denotes the optimal set of indices for the distribution, with $s_D(R_{opt}) \leq B$ and $|R_{opt}| \leq N$.

Proof. The proof consists of a justification of the lower bound on the sample size together with an analysis of the accuracy. The proof of accuracy is transitivity applied to the following 4 steps which together hold with probability $1 - \delta$ (steps 2 and 3 with certainty):

1. $E_Q[c_D(q, R)] - E_S[c_D(q, R)] < \frac{\epsilon M}{2}$

2. $E_S[c_D(q, R)] \leq E_S[c_D(q, R_S)]$, where $R_S$ is the optimal set of indices for query set $S$.

3. $E_S[c_D(q, R_S)] \leq E_S[c_D(q, R_{opt})]$.

4. $E_S[c_D(q, R_{opt})] - E_Q[c_D(q, R_{opt})] < \frac{\epsilon M}{2}$.

Step 2 is proven in Section 2.3 of the paper, where algorithm IPRR is described. Step 3 is obvious by the optimality of $R_S$. Steps 1 and 4 of the proof require application of Lemma 9 above. To apply the lemma we define a family of functions $F$ on $Q$, where $f_R \in F$ is characterized by a set of indices $R$ from the set of possible indices. In our application, the set of functions $F$ is just the set of query cost functions $c_D(\cdot, R)$, where the query cost is computed relative to a set $R$. The cardinality of $F$, $|F|$, is the number of ways of choosing such a set, or $(\frac{|C|}{4N \ln 4m})^2$, which is at most $|C|^{8N \ln m}$. By Lemma 9, and given the sample size in the theorem, the sample and true average query costs for every $f \in F$ differ by no more than $\frac{\epsilon M}{2}$ with probability at least $1 - \delta$. This proves both step 1 and step 4. The argument
that the sample size given in the theorem is sufficient to admit the described error bounds is standard:

According to Lemma 9, and using $|F| \leq |C|^{8N \ln m}$ we have the following lower bound on the sample size:

\[
m \geq \frac{2}{\epsilon^2} (\ln |C|^{8N \ln m} + \ln \frac{2}{\delta}) = \frac{2}{\epsilon^2} (8N(\ln |C|)(\ln m) + \ln \frac{2}{\delta}) = \frac{16N \ln |C|}{\epsilon^2} (\ln m) + \frac{2}{\epsilon^2} (\ln \frac{2}{\delta})\]

We can bound $m$ by taking twice the larger term, so we have:

\[
m \geq \max\left\{\frac{32N \ln |C|}{\epsilon^2} (\ln m), \frac{4}{\epsilon^2} (\ln \frac{2}{\delta})\right\}\]

Notice, however, that the lower bound is written in terms of $m$. To eliminate this complication, we recall that $\ln m \leq m^{\frac{1}{2}}$. Substitution yields:

\[
m \geq \max\left\{\left(\frac{32N \ln |C|}{\epsilon^2}\right)^2, \frac{4}{\epsilon^2} (\ln \frac{2}{\delta})\right\}.
\]

Though we have considered the candidate set of indices to be an input to the problem, a similar sample size bound holds if we simply assume that the candidate set can be polynomially computable from the sample of queries. Specifically, if $|C| = p(m)$, where $p(m)$ is a polynomial of degree $c - 1$, sample size

\[
m \geq \max\left\{\left(\frac{32Nc}{\epsilon^2}\right)^2, \frac{4}{\epsilon^2} (\ln \frac{2}{\delta})\right\},
\]

is sufficient to guarantee the accuracy stated in the theorem.
2.6 Conclusions

A general technique of (partial) index selection for expected cost minimization given space constraints was presented, and it was shown that relaxation of the space constraints by a logarithmic factor allows an optimal expected solution. Previous results are used to show that the space relaxation is necessary.

The cost model used was a simplification of a more natural one involving intersection of RIDs, which we hope to address in future work, along with other cost models.
Chapter 3

Optimized Association Rules

The search for meaningful patterns in large datasets is one of the main foci of data mining research. A well-investigated type of pattern is the association rule (introduced in [1]) a rule of the form $X_1 X_2 \ldots X_s \rightarrow C$, meaning, in essence, that “when $X_1, \ldots, X_s$ all hold about a datum, then $C$ tends to hold also”. Often, data is so-called “market-basket” data, and $X_i$ and $C$ are boolean variables indicating the presence of some item in a customer’s order. Such a rule is useful when it has sufficient support and confidence. The support of a rule is the number or percentage of records for which the antecedent $X_1 \ldots X_s$ holds. The confidence is a measure of the validity of the implication – the percentage of time the consequent $C$ holds given that the antecedent holds. The literature is rich with work on how to effectively find such rules and their variants (see [19] for a survey).

The idea of optimized association rules was introduced by Fukuda et al. [12]. Consider a single large relation. The motivation is that in many settings, a user is interested in a specific attribute $c$ of the data as a consequent in an association rule (e.g., $c$ corresponds to “good credit risk”), as well as a collection of antecedent attributes $X_i$ whose values are likely to be predictive of $c$. The goal is to find one or more instantiations of the attributes $X_i$ that will result in rules of reasonable confidence and as high support as possible. For example, in a credit-history database, $X_1 \in \{\text{single, married, divorced}\}$ might represent marital status, $X_2$ and $X_3$ might be numeric attributes representing income and age, respectively, and $c \in \{0, 1\}$ might represent creditworthiness based on past history or by expert judgement.
A discovered rule in the existing database such as \((X_1 = \text{married}) \land (X_2 > \$50K) \land (X_3 \in [30, 60]) \rightarrow (c = 1)\) might be useful in making decisions about new cases.

Though the problems of finding association rules and of finding optimized association rules share the common goal of identifying portions of data where Boolean conditions are satisfied, they differ markedly in their search domain. When finding association rules, we search among possible subsets of attributes for combinations that are predictive of the Boolean condition. On the other hand, the quest for optimized association rules requires no search among subsets of attributes, indeed the attribute(s) of interest are given, but rather, the hunt is among all possible instantiations of the given attribute(s) for descriptions of data satisfying the Boolean condition.

More formally, let \(D\) be a large relation. For any subset \(S \subseteq D\) of data, define

- The support of \(S\), written \(\text{support}(S)\), is just \(|S|\), the cardinality of the set.
- The set \(S^+ = \{s \in S : s.c = 1\}\).
- The confidence of \(S\), written \(\text{conf}(S)\), is the fraction of \(S\) that is \(S^+\). That is, \(\text{conf}(S) = \frac{\text{support}(S^+)/\text{support}(S)}\)
- If \(S_1, \ldots, S_k\) are subsets of \(D\), then the cumulative support and cumulative confidence of the sets are, respectively, the support and confidence of the union \(\bigcup_{i=1}^k S_i\).

Results vary based on the form of the set \(S\). Fukuda, et al. [12] first defined the problem, and considered the case that \(S\) is specified by a single numeric attribute, and later generalized the problem to that of two numeric attributes [12, 11]. Efficient algorithms were given for maximizing the cumulative support given a minimum confidence threshold, for the dual problem of maximizing the cumulative confidence given a minimum support threshold, and for maximizing the “gain” of a rule. Rastogi and Shim generalized the problem to allow unions of categorical attributes [35] and of one or two quantitative attributes [34]. Zelenko
gave a polynomial time algorithm for unions of categorical attributes [42]. Wijsen and Meersman offer an investigation into the inherent complexity of variants of the problem [40].

To better understand our results and their relationship to past work, we need just a couple more definitions. Let $D$ be a data set of cardinality $n$, with each datum $d$ containing a single real-valued attribute $d.r$ and a boolean “consequent” attribute $d.c$. Without loss of generality, assume that each value $d.r \in \{1, 2, \ldots, n\}$, reflecting the possibility of at most $n$ distinct values.

An interval $I$ is just a pair $(a, b)$ with $a \leq b$, and represents the set $D(a, b) = \{d \in D : a \leq d.r \leq b\}$.

Given a data set $D$ as described above, a minimum confidence value $\theta \in [0, 1]$, and a positive integer $k$, the max-support-min-cumulative-confidence problem is to find a collection $\mathcal{I} = I_1, I_2, \ldots, I_k$ of $k$ intervals such that the cumulative confidence $\text{conf}(\mathcal{I})$ is at least $\theta$, and such that the cumulative support $\text{support}(\mathcal{I})$ is maximized. Alternatively, the max-support-min-independent-confidence problem is to find a collection $\mathcal{I}$ of $k$ intervals such that each interval of $\mathcal{I}$ has confidence at least $\theta$ and such that the cumulative support $\text{support}(\mathcal{I})$ is maximized.

Our contributions are as follows:

- We provide the first polynomial time algorithm for the max-support-min-cumulative-confidence problem for a single numeric attribute (this problem had been thought NP-hard).

- For the max-support-min-independent-confidence problem, we analyze the performance of an algorithm of Rastogi and Shim which previously had been shown to scale well on random unpatterned data. We test the algorithm on several real-world data sets, and find that the algorithm does not scale as well, but rather behaves as it does on a proposed synthetic model of random patterned data.
• We propose sampling as a preprocessing phase for any algorithm addressing either the independent or the cumulative confidence problem, and derive theoretical bounds on the sample size sufficient to achieve near-optimal performance. Because the bounds are independent of the size of the original data set, dramatic speedups are possible.

• Experimental results demonstrate the utility of the sampling approach; a sample of size less than 500 was sufficient in all cases to obtain a solution within 5% of optimal on both real world and on synthetic data models.

• We give a straightforward, linear time greedy algorithm for solving the max-support-min-independent-confidence problem, and provide performance guarantees. Specifically, our algorithm achieves support level at least 1/3 of the optimum, and that this is the strongest guarantee possible for this natural greedy approach.

The remainder of this paper is as follows. In Section 3.1 we give a polynomial time algorithm for solving the max-support-min-cumulative-confidence problem. Section 3.2.1 briefly reviews the algorithm of Rastogi and Shim, its complexity, and their results on random data. Following this, in Sections 3.2.2, and 3.2.3 we present a synthetic model for patterned data, and analyze the performance of the RS algorithm on this data, as well as on several real-world data sets. In Section 3.3 we turn to sampling as a means of speedup, and demonstrate the utility of sampling both theoretically and empirically. Finally, in Section 3.4 we give a $O(nk)$ greedy algorithm with performance guarantees.

Some of the results reported in this chapter are based on joint work with J. Elble and L. Pitt, and appear in preliminary form in [10].
3.1 Maximum support meeting minimum cumulative confidence

In [35] a reduction from the NP-hard (Weighted) Set Cover problem to the max-support-min-cumulative-confidence problem is given, showing that this latter problem is NP-hard. The reduction translates weights from the set cover problem directly into support and confidence values for the max-support problem, rather than creating a data set $D$ that realizes these values. Because the NP-hardness relies on very large values of support and confidence that cannot be realized by a polynomially-sized database, it does not necessarily apply to the problem in which a database is given as part of the input. But it is exactly this latter problem that is of interest to us; it is only natural to allow an algorithm for mining a database to at least scan the data, spending time polynomial in $n = |D|$ and $k$. The NP-hardness result of [35] does not preclude the existence of an algorithm that takes time $\text{poly}(n, k)$. We give just such an algorithm, admittedly impractical due to the degree of the polynomial. However, the algorithm stands as a challenge for improvement to a practical polynomial-time solution. Alternatively, perhaps some of our ideas on sampling for data reduction for problems of this type, as discussed in Section 3.3, can be employed here.

It is perhaps worth noting that a trivial exhaustive algorithm solves the problem in time $O(n^{2k})$: There are at most $\binom{n}{2} = O(n^2)$ distinct intervals. After tallying the support and confidence of each, the cumulative support and confidences for each of the at most $O\left(\binom{n^2}{k}\right) = O(n^{2k})$ distinct choices of $k$ intervals can be computed, and the optimal $k$-tuple selected.

However, we would like an algorithm that runs in time polynomial in $k$, not exponential. Ideally, it would be linear in $n$. We will leave as an open question the exact complexity of the problem, and offer in this section an embarrassing $O(n^5k)$ algorithm. This is not offered as a practical approach, but rather as a “proof of concept”.
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We use dynamic programming in a manner similar to that of [34], taking advantage of a bound on confidence \( c \) as was done in [42]. For every interval \( [i, j] \) on \( n \) data points, and every number of disjunctions \( l \), the maximum support \( l \)-interval on \( [i, j] \) exceeding minimum confidence has confidence tally \( c \), where \( c \) is in the range \([1..n]\). Intuitively, for every possible confidence level \( c \) and for every interval \([i, j]\), and for every disjunct size \( l \), store the largest support region exceeding minimum confidence (\( \theta \)), together with its support. Call that value \( S([i, j], l, c) \). To solve the problem, we want \( S([1, b], k, n\theta) \).

Consider \( S([i, j], 1, c) \). From Fukuda et al. [12], these \( n^3 \) values can each be computed in \( O(n) \) time. For the general case, subsequent values of \( l \) can be computed in terms of previous values, for each interval and confidence level. Specifically, notice that every solution for \( l \) intervals on \([i, j]\) of confidence \( c \) can be partitioned into a disjoint union of an optimal solution for 1 interval on \([i, m]\) with confidence \( c' \), and an optimal solution for \( l - 1 \) intervals on \([m + 1, j]\) with confidence \( c - c' \), for some choice of \( m \) and \( c' \). The task, then is to find the best choice of \( m, c' \in [1\ldots n] \). We know of no other way to do this than searching through all their possible values. Thus we have:

\[
S([i, j], l, c) = \max_{1 \leq m, c' \leq n} \{ S([i, m], 1, c') \cup S([m + 1, j], l - 1, c - c') \},
\]

where \( \max^* \) denotes the set of maximum support among the \( n^2 \) unions.

The total running time of the algorithm is \( O(n^5 k) \), which corresponds to \( O(n^2) \) update time for \( n^3 k \) tabulated values. We leave open the question of whether or not the entire table is necessary, and whether or not updates can be done more quickly.
3.2 Maximum support meeting minimum independent confidence

3.2.1 The RS algorithm

Rastogi and Shim [34] attack a more tractable version of the problem, in which a disjoint union is found consisting entirely of intervals each meeting the minimum confidence constraint. Because of the additional constraint, they are able to obtain a relatively fast algorithm (which we denote “RS”), whose performance will be of interest in our discussion of the efficacy of sampling.

The RS algorithm, like [12, 11] assumes initially that the data has been pre-bucketed, so that the input consists of \( n \) buckets \( b_1, \ldots, b_n \), where each bucket corresponds to a particular discretized value of the quantitative attribute’s range. The problem is to find \( k \) intervals each of which contains some contiguous collection of buckets. Each bucket may be thought of as an indivisible unit, corresponding to a weighted point with weight equal to the support of the bucket, and with “confidence” value \( c \) a real number in the interval \( [0, 1] \), as opposed to the set \( \{0, 1\} \). They assume also that the buckets have been sorted in order of increasing value of the attribute.

The RS algorithm has three phases:

1. Preprocess the data by merging all adjacent buckets that have confidence at least \( \theta \) (the minimum confidence threshold). There is never any reason to include one of these without its sufficiently high confidence neighbors - they will all be in the same interval.

2. Find in linear time, all “partition points”. A partition point is one that cannot possibly be in any interval of confidence at least \( \theta \). Intuitively these are buckets with low confidence that are situated in the neighborhood of sufficiently many low confidence buckets (or sufficiently high-support low-confidence buckets) that no interval could possibly contain them and still meet the \( \theta \) threshold. (In our implementation of the
RS algorithm we also merged adjacent partition points, thereby further reducing the number of buckets. The amount of data reduction was similar to that seen for step 1, above.) Notice that this approach would not work for the minimum cumulative confidence version of the problem discussed in Section 3.1, since even very low confidence intervals can participate in a global solution of high cumulative confidence.

3. Solve the $k$-interval problem separately on the subproblems between the partition points, using a dynamic programming approach, and merge the solutions to obtain a global choice of the $k$ best intervals.

If there are no partition points, and there are $b$ buckets after the merge procedure, then the running time of RS is that of the dynamic programming of the $2^{nd}$ step running on a single group of $b$ buckets, which is $O(b^2k)$. Suppose, on the other hand, that the $n$ original buckets are divided into $m$ subgroups of $n_1, n_2, \ldots, n_m$ buckets separated by $m - 1$ or more partition points, with $\sum_i n_i = m$. Then if $b_{\text{max}} = \max\{n_i\}$ is the number of buckets in the largest subproblem, then they show their algorithm takes time at most $O(b_{\text{max}}^2mk + mk^2)$, where the first term is for solving the $m$ subproblems, and the second term is the cost of combining the $m$ local solutions into a single global solution. When there are many partition points, the divide and conquer step dramatically reduces the running time, as demonstrated by [RS]. In essence, this is because the sum of the squares is typically much smaller than the square of the sum. ($\sum_i n_i^2 << (\sum_i n_i)^2$). It is useful to consider the two extremes:

- If there are many partition points, the data can splinter into a linear number of constant-sized sets. In this case, the run time will be dominated by the second term $mk^2$, and will grow only linearly with the size $m$ of the data set.

- If there are few partition points, the data will not lend itself to the divide-and-conquer approach, since $b_{\text{max}}$ will be large ($O(n)$). In this case the run time will be dominated by the first term, and will increase quadratically with the size of the data set.
The natural question then is: “Where between these two extremes will the algorithm’s performance fall in practice?”

In order to empirically test the utility of the preprocessing and divide and conquer approach, in [34] the algorithm was run on synthetic data. In this model, “phantom” binned data was created: For each \( b_i \), \( 1 \leq i \leq n \), a support value \( s_i \) and confidence value \( c_i \) was created to represent \( s_i \) data points, \( c_i \cdot s_i \) of which corresponded to data points \( x \) satisfying the consequent requirement \( x \cdot c = 1 \).

The values \( s_i \) were chosen uniformly in \([0, \frac{2}{n}]\) (as in [34]), and then normalized so that the sum of all \( s_i \) was 1. The confidence values \( c_i \) were chosen uniformly in \([0, 1]\). As a consequence, there is no correlation between the confidence values in bucket \( b_i \) and \( b_{i+1} \).

The net result of using random data was that the partitioning algorithm performed very well, because, as noted by the authors, long stretches of high confidence were unlikely. The algorithm was able to handle problems with up to 100,000 initial buckets in less than 15 seconds. Even with this much data, \( b_{\text{max}} \) was typically around 10 or 20. In other words, the first case (linear growth) was observed.

It is not difficult to show using Chernoff bounds that if \( \theta > .5 \), with probability approaching 1 exponentially quickly, the problem fragments into constant-sized chunks separated by partition points, explaining the dramatic improvement offered by the partitioning algorithm on such random data. On the other hand, if \( \theta < .5 - \epsilon \), then with probability approaching 1 exponentially fast as \( n \) increases, the single interval encompassing all of the data is an optimal solution, and, a constant time algorithm suffices (choose the entire data set!). It is only when \( \theta \) is close to .5 (the mean confidence) that the algorithm’s performance degrades, as observed empirically in [34].
3.2.2 Synthetic Patterned Data and Real World Data:

Description

While the RS algorithm was shown to provide dramatic speedups, this was only for a data model corresponding to “unpatterned,” uniform random data. It is reasonable to assert that real world data sets of interest would be less random than the artificial data generated in [34] (see Figure 3.1). It is precisely the randomness of their data model that creates the fortuitous partitioning whose result is speedy run times.

The true utility of any method can only be demonstrated empirically by performance analysis on many different instances of real-world data. On the other hand, the availability of parameterized data models may be used to advantage to gain insight into how an algorithm’s performance depends on various data characteristics. Toward this end, to better understand how the RS algorithm performs, we develop a model of random patterned data, and carefully examine the role played by various parameters controlling the data distribution and the effect
on the run time of the algorithm. We also consider the behavior of the algorithm on real world data selected from a census database (prediction of marital status from income), and from forestry data (prediction of ground cover type from elevation). For the patterned synthetic data and for the real world data sets we find that the dramatic improvement observed on unpatterned random data is not typical, and that the behavior of the RS algorithm on the real world data more closely matches our patterned data model, for which quadratic runtime dominates. We conclude that such adverse data is not rare.\footnote{No special effort was made to find these data sets - they were selected due to their availability, their size, and the presence of a quantitative attribute with many possible values that was likely to be predictive of an associated categorical attribute.}

**Random patterned data**

Our synthetic data was generated according to the following method. Each bucket received support as in [34]. We assumed, however, that confidence would be a function of the numeric attribute value (i.e., the bucket number), so that low confidence buckets would tend to cluster, as would high confidence buckets. We generated a simple triangular wave-form with varying numbers of peaks and valleys.

A typical peak had confidence values rising from .2 to .8, and then falling back to .2. Call this multipeak piecewise linear function function $f$. We randomly generated the confidence for bucket $i$ to be a binomially distributed ratio with mean $f(i)$, and $N = 20$ trials. Figure 3.2 shows a typical example data set generated in this manner.

Perhaps a more natural distribution would be gaussian, or a mixture of gaussians. In any case, we do not mean to suggest that this synthetic model is “the right” one - indeed, we do not believe such a thing exists. The point is to consider how in practice the algorithm performs as parameters such as the size and frequency of peaks change, perhaps empirically validating the tradeoff suggested between the two terms in the complexity bounds for the divide and conquer algorithm.
We generated data with $n = 2000, 4000, 8000,$ and $16000$ buckets (distinct domain values for the quantitative attribute). This was done in two ways. For “fixed peaks” data, the number of peaks for these datasets were, respectively, $n/50$, $n/100$, $n/200$, and $n/400$, thus keeping the number of peaks constant at 40, and hence the peak width increasing from 50 to 400. For “fixed peak width” data, the number of peaks was set at $n/200$ for each data set, so that the peak width was fixed at 200, and the number of peaks varied from 10 to 80. Because each valley was likely to contain at least one partition point, and the neighborhood around each peak was unlikely to do so, this effectively allowed control of the parameters $b_{\text{max}}$ (here, the peak width) and $m$ (here, the number of peaks) in the RS algorithm.

**Real-world data**

In addition to the patterned synthetic data, we extracted a real world data set from the 1999 census data for the Los Angeles/Long Beach area. The total-family-income and marital-
status attributes were projected from a database of 88443 households with positive income levels. The marital-status attribute was summarized by a boolean attribute whose values were 0 for a married head of household, and 1 otherwise. Finally, the data was bucketed according to the total-family-income, so that one record existed for every value in the income domain. A record consisted of an income level together with a tally of the number of households with that income, and a tally of the number of unmarried heads of household. The largest final data set consisted of 11990 records. This same procedure was followed on smaller census data sets to achieve smaller domains for our tests. Figure 3.3 shows a small portion of the census data set. As a simple test point for scientific data in this context, we tested the RS algorithm on the forestry data available from the UCI KDD archive at http://kdd.ics.uci.edu/. We used a similar procedure to that of the census data to extract the elevation and forest cover type for 581,012 soil samples. The elevation and cover type attributes were projected from the set of observations. The cover type attribute was
condensed into a single boolean attribute whose value was 1 if the forest cover was “lodgepole pine”, and 0 otherwise. Finally, the data was bucketed according to unique elevations. Each record in the final data set consisted of an elevation followed by a tally of the number of observations that were taken at that elevation and another tally of the number of samples at that elevation classified as cover type “lodgepole pine”. The final data set had only 1978 elements (elevations). Figure 3.4 shows the entire forestry data set.

### 3.2.3 Results of RS algorithm on patterned and census data

We ran\(^2\) the RS algorithm on each patterned data set for \(k = 5\) intervals. We fix the value of \(k\), since we are most interested in characteristics of the data, and how those characteristics

\(^2\)All of the experiments presented in this paper were implemented in Perl and performed on an iBook laptop. Note that the point of our investigation was not to determine the maximum problem sizes that can be handled by the algorithm based on the limits of current technology, but rather to see how well the algorithms scale with various parameters. Our results will be off by a fixed constant factor when compared to implementations with faster hardware and software. (For example, the run times presented here are consistently 50 times slower than that of the implementation used by Rastogi and Shim.)
Figure 3.5: Data size vs. runtime

affect running time. For each setting of the parameters, each experiment was run 30 times, and the average run times were recorded. As expected, because there were stretches of correlated confidence, within each peak there were sequences of buckets that neither merged together in the initial preprocessing phase, nor resulted in a partition point.

Figure 3.5 gives the running time for finding 5 intervals, as a function of the domain size. We expect the most salient parameter to be the peak width ($b_{\text{max}}$). As discussed earlier, this value is a small constant for the uniform random data, so run time scales linearly with a small slope as the amount of data increases. For the fixed peak-width data ($n/200$), we also have a linear increase in running time, but with a larger coefficient as $b_{\text{max}}$ is likely to be near 200. However, when the number of peaks is fixed, the number of buckets $b_{\text{max}}$ within each peak grows with the amount of data, and the algorithm exhibits its characteristic quadratic increase in running time.
Also shown are the running times for the census datasets. Our admittedly subjective evaluation is that this data behaves more like fixed-peak data, hence exhibits quadratic running time. Also striking is the amount of time required for finding the best 5 intervals on the fewer than 2000 records of the forestry data set. Referring back to Figure 3.4 we see that the data has a single peak, and it appears that not much can be gained by partitioning the peak into five intervals so as to exclude some small amount of “unconfident” data. We suspect that the algorithm spends a lot of time fighting the law of diminishing returns. This view is supported by our sampling results in the next section, where most of the gain in support can be obtained by looking at relatively few records.

Another view is given in Figure 3.6, where for a fixed data size, runtime is plotted against the number of peaks in the synthetic data set. (The census and uniform random lines are plotted for comparison, and do not vary.) As the number of peaks increases for a fixed data size, the number of domain values within a peak decreases ($b_{\text{max}}$), and the running time decreases quadratically, consistent with the complexity bounds of the RS algorithm.

Finally, Figure 3.7 shows the effects of varying the demanded minimum confidence, while holding the other parameters fixed. Rastogi and Shim noted that as the minimum confidence threshold approached the mean confidence (.5) for their uniform random data, the runtime increased dramatically. This phenomenon holds as well for our synthetic patterned data, as well as for the census data (which had mean confidence .63, explaining why the curve is shifted). It seems reasonable that for any data set there would be many possible feasible intervals with confidence close to that of the mean, so setting $\theta$ near the mean is inviting an algorithm to consider perhaps far more possibilities than is practical, with perhaps only nominal gain in support.
Figure 3.6: Number of peaks vs runtime

Figure 3.7: Minimum confidence vs. runtime
3.3 Sampling

We consider sampling as an alternative means for efficiently handling data with large domains and for which the divide and conquer algorithm offers no significant speed up.

While a worst-case quadratic (or any polynomial) time algorithm is theoretically acceptable, in data mining applications it is often impractical to implement an algorithm which requires more than a fixed number of scans of the data. Absent a linear time exact algorithm, we turn to sampling to reduce the problem size, and, when we run the RS algorithm on the sample, thereby reduce the computation time.

The burning question is, how many examples do we need to assure that the support of an optimal solution on our sample is likely to deviate only slightly from the support of an optimal solution on the whole data set? (There is also the practical question of how to efficiently sample from a large database; this problem has been well studied, e.g., Vitter’s work on reservoir sampling [39] and follow-ups. We assume such an implementation and focus on the sample size.)

There is another, more subtle benefit, offered by sampling that warrants discussion. Besides a natural method for reducing the size of the data set, sampling can be used as a means of data summarization, and as such, can help prevent an algorithm from wasting time on idiosyncracies of data in order to eke out a slight improvement in quality at the expense of a significant increase in running time. Our data summarization technique closely follows that of Fukuda et al. [12] on unsorted data, whereby a random sample is selected from the data set, sorted, and then used as a set of bucket boundaries into which the original data is inserted. That is, the coarsened data set includes a bucket for each sampled point, together with a new bucket for every interval between sampled points. They show empirically that roughly equi-height buckets are obtained from relatively small sample sizes, and prove that this is sufficient to bound the error in their problem. Instead, we directly derive bounds on the sample size sufficient to solve the max-support-min-confidence problem within error.
tolerance $\epsilon$. (Another difference is that in [12] this technique is not employed if the data is originally sorted, as their problem admits a linear-time algorithm. We employ the technique regardless of whether or not the data is sorted because the quadratic algorithm RS may necessitate data reduction.)

The RS algorithm requires that the input data of size $n$ be sorted by the numerical attribute of interest. If it is not, an additional $O(n \log n)$ time cost is incurred. Sampling is used not only as a way to address the issue of worst case quadratic performance of RS on large data sets, but also, as in [12], to allow for an $O(n \log s)$ semi sort of the data, where $s$ is the sample size. Our sample bounds will give the sample size necessary to assure that this semi-sort of the data does not compromise the solution quality (or at least it quantifies the compromise). Note that our bounds on sample size are not dependent on the domain size $n$.

We choose a dense enough sample so that, with high probability, any interval containing more than some small, user specified, amount of data is likely to be sampled, and thus, when the actual data is compiled into the new buckets, no interval’s support deviates from its original support by more than this small amount. Then, this new set of bucketed data is used as input to algorithm RS. The choice of parameters gives the user a tradeoff between the error that she is willing to tolerate, and the amount of time required by the RS algorithm on the sample.

Following the derivation, we will compare our bounds and approach with those obtained earlier in related settings, e.g., Toivonen [38], and Zaki et al. [41].

Let $D$ denote the original data, $|D| = n$, and let $B$ denote the bucketed data determined by the sample, $|B| = b$. Create $B$ as follows: Select a set of $b$ buckets randomly according to the support distribution in the original data set. Sort the buckets according to the value of the numerical attribute labeling the bucket (if original data was unsorted). Use the bucket boundaries of the sampled set of buckets as a set of bucket boundaries for $B$. Insert the original data into the new buckets. This requires $O(n \log b)$ time if original data is unsorted, $O(n)$ time, otherwise, and results in at most $2b + 1$ total buckets. Note that there are two
kinds of buckets: those which were elements of the sampled set, and those which represent
the accumulation of the data between sampled buckets.

**Definition 11.** An \( \epsilon \)-significant interval, \( I \), is an interval with \( \text{support}(I) > \epsilon \).

We choose a sample of sufficient size from \( D \) to assure, with high probability, that a bucket is sampled for every \( \epsilon \)-significant interval in \( D \). In so doing, we assure (whp) that the buckets representing the accumulation of data between sampled buckets have weight no more than \( \epsilon \). Call the resulting coarsened data \( B \) an \( \epsilon \)-coarsening of \( D \).

**Lemma 12.** Given an independent uniform sample \( S \) of size \( s \) from a relation \( R \) containing \( n \) rows, if

\[
s \geq \max\left( \frac{4}{\epsilon} \log \frac{2}{\delta}, \frac{16}{\epsilon} \log \frac{13}{\epsilon} \right)
\]

then \( \Pr(\exists \text{ an } \epsilon\text{-significant interval } I \text{ with } I \cap S = \emptyset) < \delta \).

**Proof.** The proof follows from the observation that the VC-dimension of the class of intervals
is 2, and the sufficient sample size bounds given by Blumer et al. [3]. \( \square \)

Consider any interval \( I \) on the original data \( D \) and notice that the support of \( I \) can
be estimated on the bucketed data \( B \) by selecting the largest interval \( I' \), \( I' \subseteq I \), so that
the endpoints of interval \( I' \) fall on bucket boundaries. Then, \( \text{support}(I) - \text{support}(I') < 2\epsilon \),
since the \( \epsilon \) error can occur at each of the 2 endpoints. Now, let \( I = \bigcup I_k \) be a \( k \)-interval,
and let \( I' = \bigcup I'_k \), where \( I'_k \subseteq I_k \), are the intervals of largest support whose endpoints fall
on sampled bucket boundaries, as in the single interval case. Then, because there are \( k \)
intervals, \( \text{support}(I) - \text{support}(I') < 2k\epsilon \). Thus we have:

**Lemma 13.** Given a data set \( D \), and \( B \), an \( \frac{\epsilon}{2k} \)-coarsening of \( D \), for any \( k \)-interval \( I \) on \( D \),
and \( I' \) on \( B \) with \( I' = \arg \max_{i \subseteq I} \text{support}(i) \), \( \text{support}(I) - \text{support}(I') < \epsilon \).

We have assured that, with probability more than \( (1 - \delta) \), the support of any \( k \)-interval
can be computed on our coarsened data set with error no more than \( \epsilon \). That is, for association
rule \( F : A \in I \implies C \), \( \text{support}(A \in I) \) can be approximated by some interval \( I' \) on the
set of buckets $B$ so that $\text{support}(A \in I) - \text{support}(A \in I') < \epsilon$. Notice that the argument holds for the condition $A \in I \land C$ as well. That is, there exists an interval $I' \in B$ such that $\text{support}(A \in I \land C) - \text{support}(A \in I' \land C) < 2\epsilon$. This observation aids in analyzing the error in estimating confidence.

Finally, we are in a position to bound the error incurred by running the RS algorithm on our coarsened data set $B$. The optimal solution to the problem is a measure of support. There are two types of error in support we can incur. First, we may overlook small intervals. We have bounded the magnitude of this type of error by $\epsilon$. Second, algorithm RS searches among intervals exceeding the minimum confidence threshold for the optimal solution. Danger lies in the case we fail to consider some sufficiently confident interval because we underestimate the confidence of that interval on the bucketed data. If an interval is actually confident, and we cannot detect it, we are at risk of tossing out large chunks of support. Instead of quantifying this neglected support, we create a new, slightly lower confidence bound that these deficient intervals will almost certainly meet, and so they will be considered by the algorithm for inclusion in the optimal solution to the problem. In the next lemma we show that any confident interval on the data set $D$ can be approximated by an interval of slightly lower confidence on the coarsened data set $B$. Hence, the theoretical results show that for a suitably smaller confidence threshold (which necessarily depends on the optimal support), with high probability only the first kind of error (where small intervals are overlooked) can occur.

**Lemma 14.** For any $k$-interval $I$ on $D$, let $k$-interval $I' \subseteq I$ be the largest subinterval of $I$ on $B$. Suppose the minimum confidence threshold is $\theta$, and that $\text{support}(I) - \text{support}(I') < \epsilon$. Then, with probability greater than $1 - \delta$,

$$\text{conf}(I) \geq \theta \implies \text{conf}(I') \geq \theta - \frac{\epsilon(1 - \theta)}{\text{support}(I')}.$$
Proof. Suppose

\[ \text{conf}(I) = \frac{\text{support}(I^+)}{\text{support}(I)}, \]

and

\[ \text{conf}(I') = \frac{\text{support}(I'^+)}{\text{support}(I')}. \]

Then equivalently, we show that if

\[ \text{support}(I^+) - \theta \text{support}(I) \geq 0 \]

and

\[ \text{support}(I'^+) - \theta \text{support}(I') < 0, \]

then

\[ \text{support}(I'^+) - \theta \text{support}(I') > \frac{(1 - \theta)\epsilon}{\text{support}(I')}. \]

Immediately we have the following chains of inequalities:

\[ \text{support}(I'^+) < \theta \text{support}(I') < \theta \text{support}(I) < \text{support}(I^+), \]

and

\[ \text{support}(I^+) - \text{support}(I'^+) \leq \text{support}(I) - \text{support}(I') < \epsilon. \]

Let \( \theta(\text{support}(I^+) - \text{support}(I'^+)) = \theta \gamma < \epsilon \gamma \). Then

\[ \theta \text{support}(I') - \text{support}(I'^+) < \epsilon - \gamma \theta < \gamma - \gamma \theta < \epsilon (1 - \theta). \]

Multiplying by \((-1)\) and dividing by \(\text{support}(I')\) gives the result. 

Here’s an intuitive explanation: The fact that the original region meets minimum confidence is an indication that the average confidence over the region is no less than the threshold.
Since the sampled portion of the region is deficient, the unsampled region must have excess confidence. How deficient can the confidence of the sample be? At most, the unsampled region has \((1 - \theta)\epsilon\) excess, where the \((1 - \theta)\) arises because we are measuring excess above \(\theta\). This excess, in terms of average confidence for the sample, must be normalized by the support of the sample. In effect, we are redistributing the excess across a region of size \(support(I')\).

The previous lemmas combine to give the following bounds demonstrating that small error \((\epsilon)\) in total support can be achieved on a sample if a suitably smaller value of confidence (depending on the support) is chosen. Our empirical results demonstrate, however, that this reduction in the minimum confidence \(\theta\) is not necessary in practice.

**Theorem 15.** Let \(RS(D, \theta)\) denote the maximum support \(k\)-interval exceeding confidence \(\theta\) on data set \(D\). Let \(B = \{b_1, b_2, \ldots, b_m\}\) be an \(\frac{\epsilon}{2k}\)-coarsening of \(D\). Then

\[
support(RS(D, \theta)) - support(RS(B, \theta - \frac{\epsilon(1 - \theta)}{support(RS(D, \theta)))) < \epsilon.
\]

These analytic results imply a reasonable practical approach to sampling, with the only complication arising from the fact that the error in confidence depends on the support of the interval of interest. The sampling bounds are independent of the size of the domain, and thus, tradeoffs are simply between sample size and accuracy. In the next section we demonstrate that convergence to optimal solutions occur surprisingly quickly across different data sets.

The bounds we obtained are slightly different than those given by Toivonen [38], and Zaki et al. [41], for example. In both of these papers, a goal is to estimate the support of an itemset so as to determine with high probability whether or not it qualifies as “frequent” by meeting a minimum support threshold. Toivonen avoids the error of missing frequent itemsets by setting the threshold lower than that desired, and arguing using Chernoff bounds that with high probability, a truly frequent set would not have observed frequency less than this smaller threshold. Zaki et al. similarly compute Chernoff bounds for sample size.
sufficient to accurately estimate support regions, and demonstrates that the bounds are very conservative, and many fewer samples are needed in practice.

In each of these investigations, dependence on the error parameter $\epsilon$ is quadratic (that is, there is a factor of $\frac{1}{\epsilon^2}$), whereas our bound improves this by relying only linearly on $\frac{1}{\epsilon}$. The key point is that we are using sampling not to obtain uniformly good estimates of the support of intervals, but rather to select admissible endpoints of intervals. The actual support of these intervals are computed exactly by a linear scan of the original data. So, the error induced by sampling is not from inaccurate estimation of support, but rather solely from the necessity of representing an arbitrary interval using only “admissible” intervals (with endpoints in the sample).

An additional twist in our setting is that we must not only obtain an estimate of the frequency of an interval (support), but also the confidence, which is a ratio of the number of “good” points in the interval to the total number of points in the interval. Unless the interval is well-sampled, no reasonable guarantee can be obtained. We circumvented this problem by arguing that low support regions (where we cannot accurately estimate confidence) cannot significantly affect the overall solution.

### 3.3.1 RS Algorithm run on sampled data

Our sampling experiments were conducted as follows: for a data set $D$, and for sample size $s$ and for 30 repetitions, a sample of $s$ buckets was randomly selected from $D$ and the optimized support set was found on the sample. The maximum support discovered among the 30 runs is compared to optimal for the data set in Figure 3.8, Figure 3.9, Figure 3.10, and Figure 3.11.

All of our experiments demonstrate that convergence to the optimal support is quite rapid for all data sizes and independent of the variability in our synthetic data. The results are remarkably consistent. The same results are observed for the census data, as well as for the forest cover data.
These experimental results are consistent with the theoretical results derived in the previous section. Indeed, the theory promises that convergence to optimal for a particular level of minimum confidence, $\theta$, will occur, given a relaxation in $\theta$. Our experiments indicate that such a relaxation is unnecessary.

When viewed together, the theoretical and experimental results demonstrated here offer sampling as a reasonable approach to data reduction in the case of optimized support association rule finding. The theoretical results suggest the appropriate tradeoffs between accuracy and sample size to be considered by the practitioner.

### 3.4 A Linear Time Approximation

Fukuda et al. in [12], when they initially formulated the idea of optimized association rules on a numerical attribute, solved the max-support-min-independent-confidence problem for
Figure 3.9: Synthetic data sample convergence. Fixed peak width = \( \frac{n}{200} \).

Figure 3.10: Synthetic data sample convergence. Fixed data size \( n = 4000 \).
Figure 3.11: Census data sample convergence.

$k = 1$ interval in $O(n)$ time. We modify and extend the Fukuda algorithm, summarized below, to greedily select the $k$ best intervals from among a candidate list of no more than $n$ intervals. The running time of our algorithm is $O(nk)$, and we can guarantee that our algorithm achieves at least $1/3$ of the optimal support. Furthermore, we show that no stronger guarantee is possible for this greedy approach.

A brief summary of Fukuda’s Algorithm (FA):

If $\theta$ is the minimum confidence threshold, The goal of the algorithm is to find an interval $(s, t)$ that satisfies $\text{conf}(s, t) \geq \theta$ and that maximizes $\text{support}(s, t)$.

- A linear pass of the data suffices to create a list of all possible leftmost points $s$ of the optimal interval $(s, t)$. This part of the algorithm depends on the fact that if $s$ is such a candidate endpoint, then no interval whose right endpoint is $s - 1$ can have confidence exceeding $\theta$. To see that this is true, suppose such a confident interval $(r, s - 1)$ exists,
and observe that in that case, the interval $(r, t)$ would also exceed $\theta$, and would have greater support than $(s, t)$, making it a bad candidate.

- Another linear pass alternating between the data and the list of left endpoints, finds, for all $s$ in the left endpoint candidate list, the largest index $t$ such that $s \leq t$ and $\text{conf}(s, t) \geq \theta$. Call this largest index $\text{top}(s)$, for each $s$. That is, $\text{top}(s) = \max\{t : s \leq t, \text{conf}(s, t) \geq \theta\}$. The pairs $(s, \text{top}(s))$, ordered by $s$, are a list of candidate intervals for maximality. This backward scan through the list of candidate left endpoints and the list of indices is a linear scan (rather than quadratic) because of a lemma, proven in [12], that states if $s < s'$ are both candidate left endpoints, then $\text{top}(s) \leq \text{top}(s')$. This characteristic also assures that our list is sorted both by left interval endpoint, and by right.

- Finally, the maximum support interval is chosen by a linear scan from among all $(s, \text{top}(s))$ intervals.

A linear scan of the data produces the desired result in each of the three steps, for a total running time of $O(n)$.

Our goal is to find $k$ intervals, each of whose confidence exceeds the minimum confidence threshold, and whose total support is maximal.

Suppose the data is contained in an array $A[\cdot]$, each of whose elements consist of a support and confidence level for the numerical value $i$, denoted by $\text{supp}$ and $\text{conf}$. That is, $A[i].\text{supp}$ is the number of occurrences of numerical value $i$, and $A[i].\text{conf}$ is the number of those that also satisfy the boolean condition of interest. Then the confidence of element $i$ is just the ratio of $A[i].\text{conf}$ to $A[i].\text{supp}$. Further, assume the data has been preprocessed into another array $B[\cdot]$, also with $\text{conf}$ and $\text{supp}$ fields, whose $i^{th}$ element, consisting of $B[i].\text{supp}$ and $B[i].\text{conf}$ contains the partial sums $\sum_{k=1}^{i} A[k].\text{supp}$ and $\sum_{k=1}^{i} A[k].\text{conf}$, respectively. This preprocessing step allows computation of support and confidence of any interval to be done in constant time.
The motivation for our algorithm is the observation that, if we are searching for \( k \) intervals, and if we start by greedily selecting the interval of maximal support from the candidate list, many of the remaining intervals in the list of candidates returned in step two of FA are valid candidates for successive greedy selections. Let \((s', \text{top}(s'))\) be the greedily selected interval, and remove it from the candidate list. Then, since the \( k \) intervals in the solution must be disjoint, any interval in the candidate list with an endpoint in the interval \((s', \text{top}(s'))\) is now invalid. We need not be concerned with intervals whose left endpoint is to the left of \( s' \) and whose right endpoint is to the right of \( \text{top}(s') \) because if such an interval existed, it would have been chosen as best by the greedy algorithm. There are two steps to repairing the list:

- Any interval whose left endpoint is in the interval \((s', \text{top}(s'))\) is removed from the candidate list. The removal is achieved via a linear scan of no more than \( \text{top}(s') - s' + 1 \) steps.

- We repair intervals whose right endpoint (only) is in \((s', \text{top}(s'))\), by recomputing a new right endpoint, if possible. Let \((s, \text{top}(s))\) be such a violating interval. Then, though \((s, \text{top}(s))\) is no longer a candidate interval, there may be some other right endpoint for \( s \) so that \((s, \text{top}(s))\) exceeds \( \theta \), and that should thereby be considered a candidate interval. We recompute \( \text{top}(s) \) by employing step 2 of FA, starting the backward scan for \( \text{top}(s) \) at \( s' - 1 \), since that is the rightmost possible location of \( \text{top}(s) \). Again, this requires at most \( \text{top}(s') - s' + 1 \) steps, since if \( s \) is farther to the left of \( s' \) than that, \((s, \text{top}(s))\) would have been a better original greedy choice.

Our algorithm, then, makes a greedy choice and then updates the candidate list, \( k \) times.

The time spent updating the candidate list is proportional to the magnitude of the greedy selection at each step. Since the solution for \( k \) intervals is bounded by \( O(n) \), the updates take only amortized linear time. The search through the candidate list for each of the \( k \) iterations requires \( O(n) \) time, so the total running time of the algorithm is \( O(nk) \).
Algorithm GAR(B, k):
Input: $B[1...n]$, described above, and $k$ the number of intervals to find.
Output: $k$ disjoint intervals $(s_1, t_1), (s_2, t_2), ..., (s_k, t_k)$ from the interval $[1...n]$ each of which have confidence exceeding the minimum confidence threshold, $\text{conf}(s_i, t_i) \geq \theta$.

1. Run the first two steps of FA to get a list of intervals whose elements are $(s, \text{top}(s))$, each of which is confident. Note that the list is ordered by $s$.

2. For $k$ iterations:
   In a linear scan extract the interval of maximum support, and report it. Fix the $(s, \text{top}(s))$ list so that it contains the list of valid candidates for the next iteration.

Figure 3.12: Find All Max Claims Algorithm
Theorem 16. Suppose $|\text{Opt}(I, k)|$ is the support achieved by optimally selecting $k$ intervals on interval $I$. Then the support of the intervals selected by greedy algorithm $\text{GAR}$, $|\text{GAR}(I, k)|$, is given by:

$$|\text{GAR}(I, k)| \geq \frac{1}{3}|\text{Opt}(I, k)|.$$ 

Proof. Let $s_1, s_2, \ldots s_k$ be the optimally selected intervals arranged in decreasing order of support, and let $g_1, g_2, \ldots g_k$ be the corresponding sequence of greedy choices, and let $|s_i|$ and $|g_i|$ be the support of those choices. Suppose $k = 1$, then $|g_1| = |s_1|$, and the greedy choice is optimal. Now, suppose inductively that, given a disjoint set of intervals $I$ and number of intervals $k$, $|\text{GAR}(I, k)| \geq \frac{1}{3}|\text{Opt}(I, k)|$. Now consider running $\text{GAR}(B, k + 1)$, where $B$ is some set of disjoint intervals from $I$. The following cases apply:

- Greedy selection $g_1$ is disjoint from all selections in the optimal solution. Inductively, with $k$ choices, $|\text{GAR}(I - g_1, k)| \geq \frac{1}{3}|\text{Opt}(I - g_1, k)| \geq \frac{1}{3} \sum_{1 \leq j \leq k} |s_i|$, for any choice of $k$ intervals from among the $s_i$. Furthermore, since $g_1$ is the first greedy choice, it is at least as big as the $s_i$ not included in the sum.

- Now suppose greedy selection $g_1$ is not disjoint from the set of $s_i$. Then we can certainly approximate the non-intersection intervals, by inductive hypothesis:

$$|\text{GAR}(I - g_1, k)| \geq |\text{GAR}(I - g_1 - \{s_i : s_i \cap g_1 \neq \emptyset\}, k)|$$

$$\geq \frac{1}{3}|\text{Opt}(I - g_1 - \{s_i : s_i \cap g_1 \neq \emptyset\}, k)|$$

$$\geq \frac{1}{3}|\text{Opt}(I - g_1 - \{s_i : s_i \cap g_1 \neq \emptyset\}, m)|, m \leq k.$$ 

On the interval of overlap, the total support can be no more than 3 times the greedy support, because if it were, then there would have been a larger greedy choice, corresponding to a selection that overlapped the greedy choice on an endpoint. In other words,
Figure 3.13: Greedy meets its bounds.

\[ |GAR(I, k + 1)| \geq |g_1| + |GAR(I - g_1, k)| \]

\[ \geq |g_1| + |GAR(I - g_1 - \{s_i : s_i \cap g_1 \neq \emptyset\}, k)| \]

\[ \geq |g_1| + \frac{1}{3}|Opt(I - g_1 - \{s_i : s_i \cap g_1 \neq \emptyset\}, m)|, \text{ for } m \leq k, \]

\[ \geq \frac{1}{3}|Opt(I, k + 1)|, \]

since \( |g_1| \) is greater than any other single interval, and since \( 3|g_1| \geq |\{s_i : s_i \cap g_1 \neq \emptyset\}|, \)

The following example demonstrates that no tighter analysis of our algorithm is possible. In the limit, the example provokes \( |GAR(I, k)| = \frac{1}{3}|Opt(I, k)|. \)

In figure 3.13, the optimal solution is denoted by bars on the bottom of the interval, and the greedy solution is denoted by a single longer bar along the top. Suppose the greedy
choice has support $G$, and that the dashed line represents minimum confidence threshold $\theta$. The supports of the optimal intervals are as shown in the diagram. Then, the ratio of greedy to optimal is given by the expression

$$\frac{GAR}{Opt} = \frac{G}{3G - 6\epsilon}$$

whose limit as $\epsilon \to 0$ is $\frac{1}{3}$.
Chapter 4

Maximal Boasting

In this chapter we consider a novel variant of the problem of finding optimized association rules. Our problem involves the search for useful trends in time-stamped performance data that rely on ordinal (ranking) information against a population.

For example, suppose a company has thirty-seven branch stores, and is interested in how they have been performing, relative to each other, over the last several years. Sales data for each store could be transformed to ordinal values giving rank-among-other-stores as a function of year. Then the value of a store to the company might be summarized by “branch A had highest sales in 4 out of the last 7 years”, or “branch B had sales among the top quantile in 8 of the last 10 years”. Such information is somewhat qualitative. Information about actual percentage of company-wide sales is not present, but other quantitative information is, which carries possibly more actionable information than a single value might.

Another example might involve decisions to be based on medium-term (not real-time because our methods are too slow) statistics about server usage. Quickly determining which servers most often provided search results ranked among the top three in utility provides information on how better to focus resources in response to future queries.

Our problem originates from the following real, though seemingly whimsical, example:

Take a walk through your favorite wine shop. In addition to advertisements proclaiming “a smoky bouquet with a berry finish,” or some such collection of flowery adjectives, you will notice advertisements making claims about the sustained quality of a particular wine,
based on adjudicated rankings from a variety of wine competitions. Indeed, claims of the form, “Our shiraz was ranked 4 or better in 3 of the last 5 years!” are common.

The goal of this work is to examine such claims, formalize them, and to determine optimality. Finally, we make a surprising connection between these boastful claims and optimized association rules as defined by Fukuda et al. [12].

There appears to be scant work that relates directly to this problem. Several authors [5, 13, 27] have considered association rules for ordinal data. Such a rule is of the form “when attributes \(\{a_1, \ldots, a_n\}\) are present in the data, then \(P(a_1, \ldots, a_n)\) holds”, where \(P\) is a relational predicate defined only on the ordinal values, for example, “\(a_1 \leq a_3 \land a_2 \geq a_7\)”. Thus, the problem is similar to traditional association-rule problems, but here the set of attributes is extended to include ordinal relationships among the data. The search is over a large set of data, to find ordinal relationships that hold significantly often. Results have been used to find errors in data (ordinal relationships that hold frequently help to point out possible anomalous data when these relationships are violated), and also as a means of minimizing the vast number of (traditional) association rules that might otherwise be found on domains with numeric values.

This contrasts with our problem, where we have a single data stream, and seek strong summative claims. In some sense, our problem might be viewed as the “optimized association rule” version of finding ordinal association rules: Rather than the complexity arising from searching among possible attributes to be included in an unknown pattern, all relevant attributes are known (in this case, every moment in time is relevant). The problem is to find instantiations of a known rule template that maximize some objective function.

The other aspect of our problem that is not addressed by that of finding association rules over ordinals is its treatment of the different attributes as points in time. In that vein though, there has been an enormous amount of work (see, for example, summaries [22, 23]) on mining time-series data for periodic patterns, episodes, subsequences, or other patterns that are germane to temporal data. Most often, the goal is to find patterns arising from
causal relationships among the data, and the time ordering is critical in identifying candidate patterns. Again, our goal is substantially different. We do not seek particular patterns woven through the time sequence whose ordering presumably has some significance arising from the temporal relationship of the events. Instead, the timeline is used only as a discrete parameter for a single attribute that gives ordinal values reflecting performance relative to other entities. Again, rather than finding all frequently occurring patterns, our goal is to summative information that is maximal in the senses to be described below.

The data for the problem consists of at least a rank variable, and a unique ordered time variable, $D = \{\text{rank, time, . . .}\}$, with $|D| = n$. Without loss of generality, we can consider the time variable to consist of the ordinal values 1 through $n$. We can thus define a function on the data $\text{rank}(t)$ for $t = 1, \ldots n$, that reports the value of the rank for the data entry whose time value is $t$. A claim, based on the data, is a triple $\langle r, x, t \rangle \in \mathbb{N}^3$ corresponding to the statement “our item was ranked $r$ or better in $x$ of the last $t$ years.” Given this meaning, and given a particular data set $D$, not all claims are true.

We define accumulation functions $f_r(t) = |\{t' : \text{rank}(t') \leq r, t' \leq t\}|$. That is, $f_r(t)$ is just the number of years in which the object meets or betters rank $r$ in the time span $[0, t]$. Some characteristics of $f_r(t)$: for any $r$, $f_r(t)$ is monotonically non-decreasing in $t$. Furthermore, if $r < s$, $f_r(t) \leq f_s(t)$. That is, we have a non-decreasing family of non-decreasing functions.

**Definition 17.** A **valid** claim is one of the form $\langle r, x, t \rangle$, where $x \leq f_r(t)$.

We investigate the maximal claims of this kind that can be made about a particular object.

Depending on the application or interpretation of the problem, different criteria may be used to evaluate the relative merits of one claim versus another. As such, there are many partial orders one can choose for making comparisons. We select and analyze two different partial orders.
4.1 A First Partial Order

Definition 18. Define two claims \( C_1 = \langle r_1, x_1, t_1 \rangle \), and \( C_2 = \langle r_2, x_2, t_2 \rangle \). The two claims are equivalent, \( C_1 = C_2 \), if \( x_1 = x_2 \), \( r_1 = r_2 \), and \( t_1 = t_2 \). The partial order we define specifies that \( C_1 >_1 C_2 \) (read \( C_1 \) dominates \( C_2 \), or \( C_1 \) is better than \( C_2 \),) if \( C_1 \neq C_2 \) and \( r_1 \leq r_2 \), \( x_1 \geq x_2 \), and \( t_1 \leq t_2 \).

So, for example, a claim like “We were ranked 4 or better in 3 of the last 5 years,” is better than “We were ranked 4 or better in 3 of the last 8 years,” which is better than “We were ranked 4 or better in 2 of the last 8 years,” which is better than “We were ranked 5 or better in 2 of the last 8 years.”

\[ \langle 4, 3, 5 \rangle >_1 \langle 4, 3, 8 \rangle >_1 \langle 4, 2, 8 \rangle >_1 \langle 5, 2, 8 \rangle \]

Note, however, that claims like “We were ranked 4 or better in 3 of the last 5 years,” and “We were ranked 4 or better in 4 of the last 6 years,” are incomparable.

We solve the problem of finding maximal claims of this type by processing the data in historical order, and asking, at each time, and among reasonable claims for that time, which claims are maximal.

At any time \( t \), there is a large set of valid claims that can be made. Many of these claims, however are not particularly reasonable. For example, suppose that \( f_5(20) = 3 \). That is there were exactly 3 observations of rank 5 or better in the time span \( 1 \ldots 20 \). We could make a claim such as “We were ranked 5 or better in 2 of the last 20 . . . ,” but why would we ever do so? Furthermore, suppose, as before, that \( f_5(20) = 3 \), and also suppose that a rank of 5 was observed in time \( 1 \ldots 20 \), and that no rank of 6 was observed in that time. While it’s true that we could make the claim “We were ranked 6 or better in 3 of the last 20 . . . ,” we know that the same claim could be made about rank 5, which is stronger according to our partial order. In particular, no claim about 6 at any time prior to its first occurrence is maximal, since the same claim could be made about rank 5 (or less).
Definition 19. The set of reasonable claims at time $t$, $C_t$, is

$$C_t = \{ \langle r, f_r(t), t \rangle : \exists t' \leq t, \text{rank}(t') = r \}.$$  

The reasonable claims include only those claims that are of the form $\langle r, f_r(t), t \rangle$, and where an observance of $r$ has occurred. The only claims excluded from the reasonable set are those that are dominated in this way. Hence, the set of reasonable claims contains the set of maximal claims.

We next consider this set of reasonable claims at time $t$ and argue which of them must be maximal. Note that at any time $t$ there is exactly one reasonable claim for each unique rank seen in time $1 \ldots t$, $|C_t| \leq t$. Finally, observe that every claim $\langle r, x, t-1 \rangle$ in the set $C_{t-1}$ of reasonable claims for time $t-1$ has a corresponding claim $\langle r, y, t \rangle$ in the set $C_t$, where $y = x$ if $r < \text{rank}(t)$, and $y = x + 1$ if $r \geq \text{rank}(t)$.

Let $A_t = \{ \langle r, f_r(t), t \rangle : \exists t' \leq t, \text{rank}(t') = r, r < \text{rank}(t) \}$, be the set of reasonable claims at time $t$ whose ranks are less than $\text{rank}(t)$, and let $B_t = \{ \langle r, f_r(t), t \rangle : \exists t' \leq t, \text{rank}(t') = r, r \geq \text{rank}(t) \}$, the set of reasonable claims at time $t$ whose ranks are at least $\text{rank}(t)$. Then $C_t = A_t \cup B_t$, and $A_t \cap B_t = \emptyset$.

The set $A_t$ captures all claims in $C_t$ whose corresponding claims from time $t-1$ are not improved by the observation of $\text{rank}(t)$. For these, $f_r(t) = f_r(t-1)$. The set $B_t$ shows all claims whose tallies are improved by an observation of $\text{rank}(t)$. For these, $f_r(t) = f_r(t-1) + 1$.

Lemma 20. If $c = \langle r, f_r(t), t \rangle$ is a reasonable claim at time $t$, $c \in C_t$, and $r \geq \text{rank}(t)$ then $c$ is a maximal claim. That is, every claim in set $B_t$ is maximal.

Proof. Suppose $c$ is not maximal. Then, there exists another valid claim $d = \langle s, f_s(u), u \rangle$ so that $d > c$. We assume that $d$ is a reasonable claim, since if it isn’t, then it can be replaced by an even better claim, that is reasonable.

By definition of the partial order on claims, $s \leq r, f_s(u) \geq f_r(t)$, and $u \leq t$. But $u \leq t$ implies $f_r(u) \leq f_r(t)$ by monotonicity of accumulation functions. Furthermore, $s \leq r$ implies
\[ f_s(u) \leq f_r(u) \] since the accumulation functions are a monotone family. Thus, \[ f_s(u) \leq f_r(t), \]
which means that actually, they are equal.

Now, suppose \( u < t \). Claim \( \langle s, f_s(u), u \rangle \) is a valid claim, and since \( s \leq r \), \( \langle r, f_s(u), u \rangle \) is a valid claim as well. But since \( r \geq \text{rank}(t) \), \( f_r(t) > f_r(u) \), contradicting \( f_s(u) = f_r(t) \). This implies \( u = t \).

Finally, we have the claims \( d = \langle s, f_r(t), t \rangle \) and \( c = \langle r, f_r(t), t \rangle \). Suppose \( s < r \). Since \( d \) and \( c \) are both reasonable, ranks \( r \) and \( s \) appear sometime in time \( 0 \ldots t \). But if that is the case, then at time \( t \), we have seen at least one more instance of rank \( r \) or better than we have of rank \( s \) or better, which contradicts \( f_s(u) = f_s(t) = f_r(t) \). So \( s = r \). But then, \( d = c \), and we are done. Claim \( c \) is maximal.

Next we prove that at time \( t \), no claim with rank less than \( \text{rank}(t) \) (no claim in \( A_t \)) is maximal. Let \( c = \langle r, f_r(t), t \rangle \in A_t \), hence \( r < \text{rank}(t) \). But this implies \( f_r(t) = f_r(t-1) \), or the number of instances of rank \( r \) or better was not increased by observing \( \text{rank}(t) \). But the claim \( \langle r, f_r(t-1), t-1 \rangle \) dominates \( c \) and so \( c \) is not maximal.

We have characterized the set of maximal claims for each time by \( B_t \), and now we give an algorithm for producing them. The idea of the algorithm is to maintain over time a sorted list of observed ranks, together with the appropriate value of the accumulation function for each rank and time.

The algorithm is shown in Figure 4.1.

Notice that for each \( t \), the algorithm prints exactly the elements in \( B_t \), which was proven to be the set of maximal claims.

In the worst case, and if \( n \) is the size of the history, or the size of the database, or the total number of time periods, there are at most \( O(n^2) \) maximal claims, and there are at least \( n \) maximal claims. Our algorithm is optimal: it runs in time linear in the number of maximal claims, since one claim is delivered on every iteration of every loop.
1. Create an empty list, \( C = \{\text{rank, tally}\} \), consisting of rank, and accumulation tally fields. This list contains, for each \( t \), an entry for every element of \( C_t \).

2. for each time \( t = 1 \ldots n \):
   
   get \( \text{rank}(t) \)
   
   while \( C.\text{rank} > \text{rank}(t) \)
       
       \( C.\text{tally}++ \)
       
       output maximal claim \( \langle C.\text{rank}, C.\text{tally}, t \rangle \)
       
       next \( C \)
   
   if \( C.\text{rank} \neq \text{rank}(t) \) then
       
       insert new \( C \) element \( \langle r, C.\text{tally}+1 \rangle \)
   
   else
       
       \( C.\text{tally}++ \)
       
       output maximal claim \( \langle C.\text{rank}, C.\text{tally}, t \rangle \)

Figure 4.1: Maximal Claims for \( >_1 \)
4.2 A Second Partial Order

Under the partial order described in section 4.1, such claims as “we were ranked 4 or better in 3 of the last 5 years,” and “we were ranked 4 or better in 2 of the last 3 years,” were incomparable. In fact, a reasonable alternative viewpoint is that the second claim is stronger because the fraction of the time the ranking was achieved is higher ($2/3 > 3/5$). Our second partial order formalizes this intuition.

Definition 21. If $C_1 = (r_1, x_1, t_1)$ and $C_2 = (r_2, x_2, t_2)$, then $C_1 >_2 C_2$ (or $C_1$ is stronger than $C_2$, or $C_1$ dominates $C_2$) if $C_1 \neq C_2$, $r_1 \leq r_2$, and $f_{r_1}(t_1)/t_1 \geq f_{r_2}(t_2)/t_2$. In other words, one claim dominates another different claim by having better or equal rank and better or equal fraction of success.

Note that we do not distinguish between claims like “2 or better in 9 of the last 10 years,” and “2 or better in 90 of the last 100 years.” Under our current metric, these claims are considered equal.

For a given rank $r$, consider the function $f_r(t)$ (augmented with the value $f_r(0) = 0$), and notice that every function value corresponds to a claim whose fraction $f_r(t)/t$ – and thereby, whose value with respect to the partial order since $r$ is fixed – is the slope of the line through $(0, 0)$ and $(t, f_r(t))$. Call this slope the cumulative slope. We could find all the maximal claims whose rank is $r$ by examining every point on $f_r(t)$ and reporting the claim(s) corresponding to the point of maximal cumulative slope on the function. If this is done for all $r$, in increasing order by $r$, the maximal claims result. Unfortunately, this naïve implementation has a worst case quadratic running time. In contrast, we offer an algorithm that finds all maximal claims in time $O(n \log^3 n)$.

Our solution requires an efficient data structure for computing $f_r(t)$ for all $r$ and $t$, together with a data structure that supports efficient dynamic maintenance of convex hulls.
Before discussing the convex hull data structure and demonstrating its utility, we must discuss the maintenance of the functions $f_r(t)$. In $O(n \log n)$ time, we build a tree structure that

- allows us to compute the value of $f_r(t)$ for any $r$ and $t$, and
- demands $O(\log^2 n)$ time every time we use it.

This usage cost can result in a net savings, because we would spend $O(n^2)$ time to create a table of $f_r(t)$ values whose elements are available in constant time. As long as we can satisfactorily bound the number of times we employ this function, we are happy.

### 4.2.1 The function data structure.

Without loss of generality assume $n = 2^k$ for some $k$. The data structure is a complete binary tree consisting of $n$ leaves, where $n$ is the size of the (augmented by 0) data. If the
leaves of the binary tree are considered in level order, the $t^{th}$ leaf is labeled by the rank assigned at time $t$, $\text{rank}(t)$, as given in the data (assign the rank at time 0 to be some very awful large rank $M$).

If $\text{height}(v)$ is the height of node $v$ in the tree, then every internal node $v$ contains an array whose length is equal to $2^{\text{height}(v)-1}$. This particular array size is chosen to correspond to the number of leaves in the left subtree of $v$ because the array will have an entry corresponding to each such leaf. We refer to these arrays as the rank-tally arrays, $T_v[\cdot]$. In addition, the $t^{th}$ leaf node, $v$, contains a rank-tally array of a single entry.

For internal vertices $v$, the $i^{th}$ element of the rank-tally array $T_v$, is defined by the minimal rank $r$ such that $i = |\{\text{rank}(t) \leq r : t \text{ is in the left subtree of } v\}|$. That is, the number of leaves in the left subtree of $v$ with rank $T_v[i]$ or better, is $i$. For the $t^{th}$ leaf $v$, $T_v[1] = \text{rank}(t)$. Another way of characterizing rank-tally array $T_v[\cdot]$ is to say $T_v[i] = \min\{r : |\{t : t \in \text{ left subtree of } v\}| = i\}$. Finally, define a variable “$\text{current}_v$” for each array that indicates the most recently inserted array element (initialized to 0).

Lemma 22. Define $P_t = \{v : v \text{ is a node in the path from the } t^{th} \text{ leaf to the root}\}$. For each rank $r$ we define a function on the nodes $g_r(v)$ as follows:

$$
g_r(v) = \begin{cases} 0 & \text{if } T_v[1] > r, \\
\max_{T_v[i] \leq r} i & \text{otherwise},
\end{cases}
$$

Then $g_r(v)$ is the exact number of leaves in the left subtree of $v$ with rank less than or equal $r$. For any $r, t$, $f_r(t) = \sum_{v \in P_t} g_r(v)$.

Proof. We wish to tally the number of leaves in the tree to the left of leaf $t$, whose ranks are no more than $r$. Let $v_1, v_2 \ldots v_t$ be the leaves to the left of the $t^{th}$ leaf. Each of the $v_i$ shares a least common ancestor with $v_t$ on path $P_t$, where $v_i$ is in the left subtree, and $v_t$ is in the right (otherwise, $v_i = v_t$). Since every internal node $v$ records a tally of the number of leaves
in $v$’s left subtree with rank less than or equal to $r$, for any $r$, the sum of these tallies on $P_i$ is what we seek.

Using the tree data structure described above, we can compute $g_r(v)$ in $O(\log n)$ time by doing binary search on the rank tally array for node $v$. Furthermore, $f_r(t)$ is the sum of $\log n$ terms corresponding to the $\log n$ vertices in $P(t)$. Thus, $f_r(t)$ is computed in time $O(\log^2 n)$.

Data is inserted into the data structure by processing the data in rank order as follows: Let $r$ be the current rank, and let $\text{time}(r)$ be the time it occurs. (If $\text{time}(r)$ is not unique, that is, if there are multiple occurrences of rank $r$, simply process each of these in time order.) Let $v_0, v_1, \ldots, v_k$ denote the nodes on the path from the $\text{time}(r)th$ leaf to the root. Traverse the tree along this path updating the tally-array, if necessary, at each node. If $v_{i-1}$ is the left child of $v_i$, increment $\text{current}_{v_i}$ and then insert $r$ into array element $\text{current}_{v_i}$. If $v_{i-1}$ is the right child of $v_i$, do nothing. Note that the elements of any tally array are inserted in increasing order by rank. The time taken to build the function tree is thus $O(n \log n)$.

### 4.2.2 Convex Hulls

The following two lemmas connect the problem of finding maximal claims to that of maintaining a convex hull of a set of points.

**Lemma 23.** Consider the function $f_r(t)$ for some $r$, and suppose we are given $H(S)$ the (upper) convex hull, of the set of points $S = \{(0, 0)\} \cup \{(t, f_r(t)) : t = 1 \ldots n\}$. Let $U_r$ be the set of vertices on the upper hull, $H(S)$. If

$$(x, y) = \arg \min_{t>0,(t,f_r(t))\in U_r} t$$

then $(r, y, x)$ is a maximal claim.
Proof. The lemma states that the vertex on the upper hull with least \( t \) greater than 0, point \((x, y)\), gives maximal claim \( \langle r, y, x \rangle \). The upper hull is characterized as a collection of vertices and consecutive sequence of adjacent segments whose slopes are monotonically decreasing, where the first segment has infinite positive slope, and where all points not on the hull are below the hull. The second segment on the hull, in our case the segment whose endpoints are \((0, 0)\) and \((x, y)\), has maximum slope among the rest. Since the slope is \( y/x \), we have our maximal claim.

Furthermore, we have the following:

Lemma 24. Given a maximal claim \( \langle r, y, x \rangle \), all maximal claims with rank \( r \) have the form \( \langle r, ky, kx \rangle \) for some positive \( k \).

Proof. Suppose \( C_2 = \langle r, x, y \rangle \) is a maximal claim of rank \( r \), and suppose there is some other maximal claim \( C_1 = \langle r, kx, jy \rangle \), \( k \neq j \). But then, either \( C_2 > C_1 \) or vice versa since \( \frac{y}{kx} \neq \frac{j}{x} \). This contradicts the maximality of either \( C_1 \) or \( C_2 \).

The question, then, is how fast can we maintain convex hulls? We apply a classic data structure from computational geometry for dynamically maintaining convex hulls. The data structure was devised by Overmars and van Leewen in 1981 [29]. Their algorithm computes the convex hull of a set of data points as the union of an upper hull and lower hull. In fact, we are not interested in the entire convex hull structure for the points in a \( f_r(t) \) function, but rather we require only the upper hull.

Before giving a technical description of the data structure itself, we describe how it is used: We initialize the hull data structure based on the function \( f_0(t) = 0, \forall t \), in \( O(n) \) time. Then, for each rank in increasing order, we update the data structure to represent the upper hull of \( f_r(t) \) in time \( O(\log^3 n) \). Finally, we report the maximal claim by extracting the second point on the hull in \( O(\log n) \) time. Repeating this process for \( n \) (not necessarily unique) ranks gives a total running time of \( O(n \log^3 n) \). Efficient updates to the hull are the key to our efficient algorithm.
As in [29], we represent the convex hull by the sequence of points on the hull sorted by \( t \), in a concatenable queue structure that allows all general queue operations like search, split, and concatenate, in \( O(\log n) \) time. Let queue \( Q_v \) represent the convex hull of the points in the subtree rooted at \( v \).

Using the notation from [29]: for queue \( Q \), let \( Q[k \ldots l] \) denote the queue consisting of the \( k^{th} \) through \( l^{th} \) elements of \( Q \). For queues \( Q_1 \) and \( Q_2 \), let \( Q_1 \cup Q_2 \) denote the concatenation of \( Q_2 \) onto \( Q_1 \).

To motivate the data structure, we give the following theorem:

**Theorem 25.** [29] Let \( p_1, \ldots, p_n \) be \( n \) arbitrary points in the plane, ordered by \( x \) coordinate. If the representations of the upper hull of \( p_1, \ldots, p_i \) and of \( p_{i+1}, \ldots, p_n \) are known for any \( 1 \leq i < n \), then the upper hull of the entire set can be built in \( O(\log n) \) steps.

The fundamental data structure supporting this hierarchical relationship between hulls for the entire data set is a complete binary tree with \( n + 1 \) leaves. Each internal node \( v \) includes the following information:

- \( p(v) \), a pointer to the parent of \( v \),
- \( left(v) \) and \( right(v) \), pointers to the left and right children of \( v \),
- \( max(v) \) the largest value of \( t \) of the points in subtree rooted at \( left(v) \)
- \( rem(v) \), the part of \( Q_v \) that is not also a part of \( Q_{p(v)} \),
- \( B(v) \) the number of points in \( Q_v \) that do belong to \( Q_{p(v)} \).

The first two items are the infrastructure of the binary tree. The final three allow reconstruction of \( Q_v \) from a segment of \( Q_{p(a)} \), and their particular values come from the choice of the concatenation that creates \( Q_{p(a)} \) from its left and right children.

Let \( Q_{left(v)} \) be the queue representing the hull of the points in the left subtree of \( v \), and let \( Q_{right(v)} \) be the queue representing the hull of the points in the right subtree of \( v \).
Then, the queue representing the hull of the points in the subtree of node $v$ consists of the head of $Q_{left(v)}$, concatenated with the tail of $Q_{right(v)}$. $Q = Q_{left(v)}[1 \ldots B(left(v))] \cup Q_{right(v)}[(\text{length}(Q_{right(v)}) - B(right(v)) + 1) \ldots \ast]$. We examine the choice of the head and tail pieces later.

Now how do we use and update this structure? Close examination of the $f_r(t)$ ordered by rank reveals that as the rank increases from $r$ to $r+1$, $f_{r+1}(t)$ is not very different from $f_r(t)$. Specifically, suppose rank $r+1$ occurs at time $s$, $time(r+1) = s$, then $f_{r+1}(t) = f_r(t)$ for all $t < s$, and $f_{r+1}(t) = f_r(t) + 1$ for all $t \geq s$. That is, at time $s$, a vertical shift of 1 occurs in $f_{r+1}(t)$. See Figure 4.3.

Consider the shift that occurs between ranks $r$ and $r+1$ in the context of upper hulls. Since the function has changed, the upper hull will likely change. We know, from Theorem 25 that we can create a new convex hull if we have a reliable left and right hull from which to build it. Suppose, without loss of generality, that the shift occurs at a point in the left
Figure 4.4: Hull Update Algorithm

subtree. Then every point in the right subtree is shifted up by 1, and no point’s position changes with respect to any other. That means, to recreate the right hull, all we have to do is move the appropriate tail from the parent back down to the right child. (We do not make a copy, but rather we completely deconstruct the queue at the root.) On the other hand, the hull represented by the left subtree, after we recreate it by passing down the appropriate portion of the head from the parent, may now be invalid with respect to the new positions of its points. In turn, this hull can be updated if it has an accurate left and right hull. The argument continues recursively, down the tree to the leaves, where the hulls are trivial to reconstruct. We observe that the nodes representing invalid hulls, are precisely the nodes on the path from the point of the shift, through the root.

The update algorithm is Figure 4.4.
Finally, we discuss the hull “Patch” algorithm: the process by which we reconstruct a hull out of a left hull and a right hull that are separated by a vertical line. To update a hull, we create an arbitrary partition in each of its two child hulls and then modify the partition points, using binary search, to achieve convexity. The characteristics of the upper convex hull that we exploit are the monotonic, non-increasing slope of sequential line segments of the hull, and the fact that all the points in the point set must fall below every tangent to the hull. Our discussion, albeit more detailed, closely follows that of Preparata and Shamos [33].

The queue representing the upper hull of a set of points in the plane ordered by $x$-coordinate, is a set of point labels corresponding to these points in the plane. In our case, the point labels are exactly the $x$-coordinate of the points. That is, point $t$ in the queue represents point $(t, f_r(t))$ in the plane, for some $r$. The line segments between adjacent pairs of points in the queue are elements of the hull, though we represent them only implicitly.

**Definition 26.** Let $t_1, t_2 \in Q$ be the labels of two adjacent points on the upper hull represented by $Q$, so that $t_1$ is a point in the subtree rooted at $\text{left}(v)$ and $t_2$ is a point in the subtree rooted at $\text{right}(t)$. Then the bridge between the two points, denoted $(t_1, t_2)$ is the segment of slope $m(t_1, t_2) = \frac{f_r(t_2) - f_r(t_1)}{t_2 - t_1}$ tangent to both $t_1$ and $t_2$.

**Definition 27.** Let point $t = (t, f_r(t))$ be a point on an upper hull. Define $m_t^-$ and $m_t^+$ to be the slopes of the left and right hull segments adjacent to $t$, respectively.

Note that $m_t^-$ and $m_t^+$ can be computed in $O(\log n)$ time by three calls to the function computing $f_r(t)$.

At each node $v$ in the hull tree, there is an implicit bridge $(t_L, t_R)$ defined by the last point in the hull of $\text{left}(v)$, $t_L$, and the first point in the tail of the hull of $\text{right}(v)$, $t_R$, used to create the hull at $v$. This bridge must maintain the property of monotonically non-increasing slopes of segments on the upper hull. That is, for bridge $(t_L, t_R)$,

$$m_{t_L}^- \geq m(t_L, t_R) \geq m_{t_R}^+.$$
Furthermore, to guarantee that the points of both child hulls all fall below the bridge, it must be true that

\[ m_{t_L} \geq m(t_L, t_R) \geq m_{t_L}^+ \quad \text{and} \quad m_{t_R}^- \geq m(t_L, t_R) \geq m_{t_R}^+ \].

Given a left hull represented by \( Q_{\text{left}(v)} \), and a right hull represented by \( Q_{\text{right}(v)} \), we create \( Q_v \) by finding a bridge \( (t_L, t_R) \) for which all these slope inequalities hold.

If we choose an arbitrary bridge between \( Q_{\text{left}(v)} \) and \( Q_{\text{right}(t)} \), either the selected bridge satisfies the inequalities, or one of the following is true:

- If \( m(t_L, t_R) > m_{t_L}^+ \):
  As shown in Figure 4.5, we can eliminate every point in the left queue to the right of \( t_L \) as a candidate for the left endpoint of the bridge, and continue our binary search in
Figure 4.6: The search continues only to the right in the right hull.

the left part of that queue. This is because the point \( t_R \) will fall above every tangent to every point on the right.

- If \( m_{t_R} > m(t_L, t_R) \):

  This case is shown in Figure 4.6. This is the mirror image of the previous case. Here we can eliminate every point to the left of \( t_R \) of the right queue, and continue our binary search in the right part of that queue.

- If \( m_{t_L}^+ > m(t_L, t_R) > m_{t_R}^- \):

  In this case, shown in Figure 4.7 a test must be performed in order to determine which half of which hull we can eliminate. Let \( t \) be the rightmost point in the subtree rooted at \( left(v) \). This point gives the vertical dividing line between the left and right child
Figure 4.7: If $t = t_1$ then eliminate points to the right of $t_R$. If $t = t_2$ then eliminate points to the left of $t_L$.

hulls. Let $\lambda = \frac{t - t_L}{t_R - t_L}$. If

$$m(t_L, t_R) < \lambda m^+_L + (1 - \lambda)m^-_R,$$

then eliminate the points of $Q_L$ to the left of $t_L$ from consideration. This is because no point to the left of $t_L$ can have a common tangent with any point in the right hull, and therefore, no bridge is possible. Otherwise, eliminate the points to the right of $t_R$ in $Q_R$. This case is similar. No point to the right of $t_R$ can have a common tangent with a point in the left hull.

Our binary search algorithm then, is to test these slope conditions at each endpoint of the current bridge, eliminate the corresponding interval from the search space, and update the bridge choice to the middle of the remaining intervals. If there is nothing to eliminate, we are done, our bridge has been found. In the worst case, assume that only half of the
largest of the left and right hulls is eliminated at each step of the algorithm. The running time is just $O(2 \log n)$ for this double binary search. The details of the algorithm are found in Figure 4.8 and Figure 4.9.

The total running time of $fixhull$ is $O(\log^4 n)$. This can be decreased to $O(\log^3 n)$ by computing $f_r(t)$ when the hull for rank $r$ is updated, rather than a priori. (Due to more recent work on the dynamic maintenance of convex hulls in the plane by Brodal and Jacob [4], and earlier by Chan [6], we suspect that another log factor can be eliminated, either in the amortized sense, or asymptotically, respectively. However, the data structures used in each case are complex enough to obscure the structure of the problem, and to make implementation nearly impossible.)

Given a queue $Q$ representing the convex hull of the points $(t, f_r(t))$, for all $t$, we can extract the maximal claim from the hull in time $O(\log n)$. We maintain a pointer to the second point on the queue, and then we require $O(\log n)$ time to find $f_r(t)$ so that we can report maximal claim $\langle r, f_r(t), t \rangle$. We imagine this function defined as $getmaxclaim(Q)$.

Figure 4.10 is a summary of our entire algorithm.

The algorithm, as stated here, runs in time $O(n \log^3 n)$, an improvement over the naïve $O(n^2)$ algorithm.
search\((QL, QR, v)\) -- returns bridge \((t_L, t_R)\)

\[ t_L = \text{midpoint}(QL) \]
\[ t_R = \text{midpoint}(QR) \]

\[ m = \text{slope of bridge } (t_L, t_R) \]
\[ m_L^- = \text{slope of segment adjacent to } t_L \text{ on left} \]
\[ m_L^+ = \text{slope of segment adjacent to } t_L \text{ on right} \]
\[ m_R^- = \text{slope of segment adjacent to } t_R \text{ on left} \]
\[ m_R^+ = \text{slope of segment adjacent to } t_R \text{ on right} \]

if \[ m_L^- \geq m \geq m_L^+ \text{ and } m_R^- \geq m \geq m_R^+ \] then

\[ \text{return } (t_L, t_R) \]

elseif \[ m > m_L^+ \]

\[ \text{return } \text{search}(QL[1\ldots t_L], QR, v) \]

elseif \[ m_R^- > m \]

\[ \text{return } \text{search}(QL, QR[t_R\ldots end], v) \]

elseif \[ m_L^+ > m > m_R^- \]

\[ \lambda = \frac{t_R - \max(v)}{t_R - t_L} \]

if \[ m > \lambda m_R^- + (1 - \lambda)m_L^+ \]

\[ \text{return } \text{search}(QL[t_L\ldots end], QR) \]
else

\[ \text{return } \text{search}(QL, QR[1\ldots t_R]) \]

Figure 4.9: Search Algorithm
• initialize empty \( f_r(t) \) tree and initial hull for \( f_0(t) = 0, \forall t \).

• for each rank from 1 to \( n \):

  insert \( \text{rank} \) into \( f_r(t) \)

  \( Q_v = \text{fixhull}(\text{time(\text{rank})}, \text{root}, Q_v) \)

  \( \text{newmax} = \text{getmaxclaim}(Q_v) \)

  if \( \text{newmax} > 2 \) most recently added claim then

  \( \text{claimlist} = \text{claimlist} \cup \text{newmax} \)

Figure 4.10: Find All Max Claims Algorithm

### 4.3 Optimized Confidence Association Rules

Recall the founding work in the area of optimized association rules by Fukuda et al. [12], who posed the following question (among others): Given a single numerical attribute \( A \), and a Boolean condition on records, what is the interval \((x, y)\) in \( A \), whose support meets some minimum threshold, and whose confidence (with respect to the Boolean condition) is maximized? They gave an insightful \( O(n) \) algorithm for the problem. Now, suppose that we wish to find such intervals on a single numerical attribute for a sequence of \( n \) Boolean conditions. Employing their algorithm for each of the \( n \) problems requires, in total, quadratic running time.

Before we adapt our boasting algorithm in a straightforward way to address a simplification of the problem, we give a definition.

**Definition 28.** Consider a sequence of Boolean conditions, \( b_i \), on a data set \( D \), so that \( b_i(x) \) is either true or false for every \( x \in D \), and \( \forall i \). Let \( B_i = \{ x : b_i(x) = \text{true}, x \in D \} \) be the set of records in \( D \) satisfying \( b_i \). Then the sequence \( b_i \) is monotonic if \( \forall i, B_i \subseteq B_{i+1} \).

The problem we are solving, then, can be stated as follows:

**Definition 29.** Given a single numerical attribute \( A \), and a sequence of Boolean conditions \( b_i \) on the records in the database, if the sequence of Boolean conditions are monotonic, find the
interval in \( A \), \( (0, y) \), whose support meets some minimum threshold, and whose confidence (with respect to Boolean condition \( b_i \)) is maximized, for each \( b_i \).

We apply a slight adaptation of the boasting algorithm to solve this problem in \( O(n \log^3 n) \) time, where \( n \) is the number of records in the database. First, we point out that the boasting problem can be posed as an instance of this optimized association rules problem, where the numerical attribute on which we find association rules is the history attribute from the boasting problem, and the ranking conditions such as \( (D.rank \leq r) \), when processed in rank order, are a sequence of monotone Boolean conditions on the data. Furthermore, the fraction we are trying to maximize in seeking the maximal claim using partial order \( >_2 \) is exactly the confidence of the interval. Finally, the boasting problem has no minimum support threshold, so we call the minimum support threshold 0. Since the problems are so similar, we make only minor adaptations to the boasting algorithm to solve the slightly more general problem.

The first generalization applies to the sequence of Boolean conditions. In the case of the boasting problem, the number of records satisfying \( (D.rank \leq r) \) changes by 1 as the rank is incremented to \( r + 1 \). That is, \( B_i \subseteq B_{i+1} \) and \( |B_{i+1}| = |B_i| + 1 \). In the association rules problem, on the other hand, we only require that \( |B_{i+1}| = |B_i| + k \) for some \( k \geq 0 \). This is an easy generalization to accommodate, however, because we follow the boasting algorithm exactly, making a sequence of \( k \) updates to the upper hull as in the boasting algorithm, but we only search for a maximal claim (the maximum confidence interval \( (0, y) \) for claim \( B_i \)) after all \( k \) updates to the hull are complete. Note that this modification also allows for non-unique ranks in the boasting problem.

The second generalization results in a simple adaptation of the \( f_r(t) \) function in the boasting algorithm to accommodate the minimum support threshold requirement of the more general problem. In fact, the data structure and function \( f_r(t) \) are created in exactly the same way as before, the adaptation only occurs in its use. Suppose the minimum support threshold is \( \gamma \). Define a new function \( g_r(t) \) as follows:
\[ g_r(t) = \begin{cases} 0 & \text{if } t < \gamma, \\ f_r(t) & \text{otherwise}. \end{cases} \]

Then we use \( g_r(t) \) rather than \( f_r(t) \) when computing function values. By making this adaptation, we assure that the ranks that occur before time \( \gamma \) are tallied in \( f_r(t) \) for all \( t > \gamma \), but we also guarantee that no segment of the upper hull in the interval \((0, \gamma)\) will be considered for maximality.

Any sequence of Boolean conditions arranged so as to require \( O(n) \) updates to the hull structure can be answered efficiently using our solution. Characterizing a given set of Boolean conditions as bounded in this was is surely a hard problem. On the other hand, if our Boolean conditions are mutually exclusive, that is, no record satisfies more than 1 of the list of conditions, we can answer efficiently. This is an important class of problems since it corresponds to asking Boolean questions about categorical data such as “find the optimal age ranges among those who drive \( x \) cars,” where \( x \) is one of a set of colors.
Chapter 5
Conclusion

Our main results are summarized:

- The problem of (partial) index selection for query cost minimization is defined.

- We give a linear-programming based approximation algorithm that takes as input a space bound $B$ and a collection of $m$ queries to a large database of size $M$, and in polynomial time outputs a collection of indices using (relaxed) space $O(B \ln m)$ and which has expected query cost at most $opt_B$, the optimal solution actually meeting the space bound.

- We provide an algorithm that achieves expected query cost $\epsilon M$ times optimal, finding $O(N \ln m)$ indices using space $O(B \ln m)$, when queries are drawn from an arbitrary distribution as opposed to originating from a fixed workload. Here, $N$ is an additional constraint on the number of indices built. The algorithm needs only to observe $m = \text{poly}(1/\epsilon, B, N)$ random queries.

- We show that the index selection problem is NP-hard, and not approximable unless the space constraint is relaxed in this manner. No polynomial time algorithm can guarantee average query cost less than $M^{1-\epsilon} opt_B$ using space $\alpha B$, for any constants $\alpha, \epsilon > 0$, unless $NP \subseteq n^{O(\log \log n)}$. 
• We give an \( O(n^5k) \) algorithm for finding the union of \( k \) intervals on numeric data that maximize total interval support and meet a given minimum cumulative confidence constraint.

• We simulate the RS algorithm for finding the union of \( k \) intervals that maximize support and meet a given minimum independent confidence constraint, on both artificial patterned data and on real-world data. In each case quadratic run time is observed.

• Sampling dramatically decreases the running time. We show a sample \( s \) of size

\[
s \geq \max\left(\frac{4}{\epsilon} \log \frac{2}{\delta}, \frac{16}{\epsilon} \log \frac{13}{\epsilon}\right)
\]

is sufficient. We validate this analysis experimentally, and demonstrate that near-optimal solutions are found after only 500 examples.

• We show that the natural greedy algorithm for optimized association rules finds \( k \) intervals in linear time, and these have support at least \( 1/3 \) that of the best \( k \). We show that no stronger approximation guarantee can be made about the greedy approach.

• We define the novel problem of searching for maximal boasts in time-stamped performance data.

• For a natural partial order, we give an optimal algorithm that enumerates all maximal boasts in time linear in the number of such boasts.

• For a second natural partial order, we give an algorithm that enumerates all maximal boasts in time \( O(n \log^3 n) \).

This body of work leaves some open questions of interest. First, the problem of selecting an optimal set of partial indices for a database begs an efficient, greedy solution. We are curious about the performance guarantees that can be made about such an approach, and we
have preliminary results suggesting a log (in the size of the database) factor relaxation in the storage constraint gives a near optimal solution to the problem. Second, there is room for improvement in the $O(n^5k)$ time dynamic programming algorithm for finding the optimal set of $k$ intervals whose cumulative confidence exceeds a minimum threshold. Finally, we know there are generalizations of the boasting problem to which our techniques can be applied. These should be formalized and analyzed. In addition, there may be other partial orders worth exploring, and other connections to optimized association rules worth pursuing.
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