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Abstract

Distributed systems are getting bigger and more complex. While the complexity of large-scale distributed systems has been acknowledged to be an important challenge, there has not been much work in defining or measuring system complexity. In order to defend against overwhelming system complexity, we need to be able to understand and measure complexity and then, attack the issues that cause complexity. In this paper, we define different aspects of system complexity and propose metrics for measuring these aspects. We also show how these aspects affect different kinds of people – viz. developers, administrators and end-users. Based on the aspects and metrics of complexity that we identify, we propose general guidelines that can help reduce the complexity of the system. Finally, we briefly describe how we have used some of these guidelines to reduce complexity in our middleware for autonomic ubiquitous computing environments.

1. Introduction

The size and complexity of distributed computing systems have been increasing inexorably in the recent past. Large-scale distributed systems such as internet systems, ubiquitous computing environments, grid systems, storage systems, enterprise systems and sensor networks often contain immense numbers of heterogeneous and mobile nodes. These systems are highly dynamic and fault-prone as well. As a result, developers find it difficult to program new applications and services for these systems; administrators find it difficult to manage and configure these complex, device-rich systems; and end-users find it difficult to use these systems to perform tasks.

System complexity has been widely identified to be an important problem[1,2]. However, the term “complexity” is often used loosely. There are no standard definitions of complexity or ways of measuring the complexity of large systems. As with so many complex things, complexity means different things to different people.

In this paper, we identify five aspects of distributed system complexity: Task-Structure Complexity, Unpredictability, Size Complexity, Chaotic Complexity and Algorithmic Complexity. We describe the causes of these different aspects and propose ways of measuring them. We also show how these aspects of complexity impact different classes of people – developers, administrators and end-users. Finally, we propose general methodologies that help in reducing the different aspects of complexity for the different classes of people.

So far, approaches to tackling system complexity have been rather ad-hoc in manner. The main contribution of this paper is in addressing the problem of system complexity in a more formal and scientific way. Section 2 describes the different aspects of complexity and metrics for measuring these aspects. Section 3 proposes general guidelines and patterns that can help tackle these facets of complexity. In section 4, we describe the trade-off between complexity and flexibility that system designers face. In Section 5, we make the distinction between the complexity of a distributed system and the complexity of using a distributed system for performing tasks. Section 6 briefly describes our approach to reduce the complexity of ubiquitous computing systems. Section 7 has related work and conclusions.

2. Different Aspects of System Complexity

The term complexity has been widely used in different contexts by different people. In general, though, system complexity can be described as a measure of how understandable a system is and how difficult it is to perform tasks in the system. A system with high complexity requires great mental or cognitive effort to comprehend and use, while a system with low complexity is easily understood and used. In this section, we attempt to capture some of the aspects of systems that make them difficult to understand.

2.1 Task-Structure Complexity

Task-Structure Complexity measures how difficult it is to understand how to perform a task in a distributed system. This complexity aspect takes a graph or flowchart representation of a task and gives a measure of how complex the structure of this graph is. For developers, the task graph represents the structure of
the program. For administrators and end-users, the task graph represents the structure of the set of actions that they need to perform to achieve a goal.

In order to measure task-structure complexity, we extend a metric from software engineering called cyclomatic complexity[3]. Cyclomatic complexity measures the number of linearly independent paths through the task graph; i.e. it gives the number of possible ways of executing the task. The formula for cyclomatic complexity (CC) is:

\[ CC = E - N + p \]

where \( E \) = the number of edges of the task graph
\( N \) = the number of nodes of the task graph
\( p \) = the number of connected components

The term ‘p’ is normally equal to 1 for a single process. ‘p’ may be more than 1 if several concurrent processes need to be undertaken to perform a task.

The other assumption in this formula is that there is only a single end goal state. So, if there are branches in the task graph, all branches finally merge into a single end goal state.

The cyclomatic complexity gives a measure of the number of decision points in the program. Decision points are those from where the task execution can proceed in different directions. Common decision points in distributed systems arise from choosing between multiple ways of performing the task, checking for exceptions and recovering from failures. A task with a number of decision points (such as one with a number of branches and loops) has a larger cyclomatic complexity than a task that follows a linear sequence of steps. For example, in Fig 1, the task graph at the left has a lower cyclomatic complexity than the one at the right. The task graph at the left has a cyclomatic complexity of \( CC = 9 - 9 + 1 = 1 \). The task graph at the right has a cyclomatic complexity of \( CC = 25 - 20 + 1 = 6 \).

![Figure 1. Task graphs with different task-structure or cyclomatic complexities](image)

For developers, if the program they are writing has a high cyclomatic complexity, it requires greater effort for developing, testing and maintaining it. For each decision point, developers have to be aware of the various choices available and describe how the program should proceed for each choice. Cyclomatic complexity is also related to the number of test cases that have to be written for testing a program.

For administrators and end-users, a task with high structural or cyclomatic complexity requires more cognitive effort to understand and perform. Administrators and end-users may not be aware of the different choices available at decision points or what is the best choice for the current state of the distributed system and task at hand. As a simple example, when one is installing a new application in Windows with the help of a wizard, the process of installation is far simpler if the user just has to keep clicking the “next” button to go through the various steps in a linear manner, than if he has to make a number of choices during the process and he is not aware of the consequences of the different choices. Hence, decision points add to the complexity of performing a task.

2.2 Unpredictability

Unpredictability gives a measure of how difficult it is to predict the effects of an action in a distributed system. An important element that affects predictability is the amount of randomness or entropy in the system. The higher the entropy of the system, the more difficult it is to predict the state the system is in after performing an action. The entropy of a system is measured using the probability distribution of the possible states of the system. If on performing an action, the system is in one of \( k \) different states with probabilities \( p_1, p_2, \ldots, p_k \), then the entropy of the system, \( H \), is:

\[ H = \sum_{i=1}^{k} p_i \log_2 \left( \frac{1}{p_i} \right) \]

The term \( \log_2 (1/p_i) \) is often called the surprisal factor. Surprisal is the degree to which one is surprised to see a result. If the probability of an event is 1, there is zero surprise at seeing the result. As the probability gets smaller and smaller, the surprisal goes up. Hence, if the system may only be in a small number of states, each with relatively high probability, then the entropy is low and one is unlikely to be surprised very often. But if the system can be in a large number of rare states, then the entropy or unpredictability is high.

Unpredictability in distributed systems often results from dynamism, failures and race conditions. If an action performed by a service or application is
unpredictable, then it becomes difficult to test and maintain it for developers. Automation may also create problems of unpredictability for end-users.

There are two ways in which unpredictability of a system can be reduced. One is by reducing the number of states that the system can be in. The other is by increasing the probability of a few "desired" states and reducing the probability of other states.

2.3 Size Complexity

Another measure of system complexity is the size of the distributed system. Traditionally, the size of a distributed system is measured by the number of nodes, devices, services, applications or other components. In addition, a distributed system may have high cognitive complexity if users need to be aware of a large number of concepts in order to use the system. A concept is any logical item of knowledge defined or used by the system. A concept includes abstract notions like file-types, security policies, context information, device characteristics and QoS parameters. A large number of concepts contributes to greater difficulty in understanding the system as a whole. Hence, the size of the body of knowledge required to develop applications for the system, manage the system or use the system to perform tasks is an important measure of complexity.

2.4 Chaotic Complexity

Chaotic Complexity refers to the property of systems by which small variations in a certain part of the system can have large effects on overall system behavior. Chaotic complexity makes it difficult to understand systems. It often results from a lack of modular design and from a number of inter-dependencies between different parts of the distributed system.

As an example, policies are often a source of chaos in a system. Policies, such as access control policies, often have the power to affect different parts of the system, especially because many distributed systems do not have ways of checking the consistency of different policies. Hence, it is often fairly easy to write policies that cause unexpected behaviors. For example, it may be easy to write a policy that denies access to all resources for all people, accidentally.

An important factor contributing to chaotic complexity is coupling between different components. There are different kinds of couplings[5]. Some of these couplings (in order of increasing complexity) are:

1. Components are data coupled if they pass data through scalar or array parameters.
2. Components are control coupled if one passes a value that is used to control the internal logic of the other.
3. Components are common coupled if they refer to the same global data.
4. Components are content coupled if they access and change each other's internal data state or procedural state.

There are many reasons why low coupling between components or modules is desirable[4]. Fewer interconnections between components reduce the chance that a fault in one component will cause a failure in other components. Also, fewer interconnections reduce the chance that changes in one component will affect other components, which enhances reusability. Finally, fewer interconnections reduce administrator and programmer time in understanding the details of the system.

One way of measuring coupling between components is fan in - fan out complexity[12]. This measure maintains a count of the number of data flows into and out of a component plus the number of global data structures that the component updates. The fan in - fan out complexity of a component is given by the formula:

\[ \text{Complexity} = \text{Length} \times (\text{Fan-in} \times \text{Fan-out})^2 \]

Length is any measure of length such as lines of code.

However, coupling is just one of the factors that could lead to chaos. We are still in the process of investigating other factors that could cause small variations in one part of the system to lead to large variations in system behavior.

There is a subtle difference between chaotic complexity and unpredictability. Chaos is deterministic – i.e. it is possible to say, deterministically, what would be the overall change in system behavior on changing any part of the system, given enough knowledge about the architecture and functioning of the system. Unpredictability, however, is intrinsically non-deterministic (or probabilistic). It covers aspects that cannot be predicted deterministically, and that may occur due to random errors or race conditions, or due to insufficient knowledge about the workings of the system.

2.5 Algorithmic Complexity

The traditional definition of the complexity of an algorithm is in terms of its time and space
requirements or its relation to Turing machines or universal computers. However, there is also a cognitive aspect to algorithmic complexity, which is the effort required to understand an algorithm. There is often a trade-off between the performance and cognitive aspects of algorithmic complexity. Simple algorithms are often brute-force in nature and may have high space or time complexity. However, more sophisticated algorithms that reduce the space or time complexity have a high cognitive complexity. A simple example is the use of an O(n^2) algorithm for sorting (like insertion-sort or bubble-sort) as opposed to an O(n.log n) algorithm (like quick-sort).

The cognitive algorithmic complexity can be measured using Halstead’s measures[11]. These measures principally estimate the programming effort, but can be extended to measure the effort required to understand an algorithm. The Halstead measures are based on four scalar numbers derived directly from a program's source code:

- \( n_1 \) = the number of distinct operators
- \( n_2 \) = the number of distinct operands
- \( N_1 \) = the total number of operators
- \( N_2 \) = the total number of operands

From these numbers, various complexity measures are derived:

- Program length (N) = \( N_1 + N_2 \)
- Program vocabulary (n) = \( n_1 + n_2 \)
- Program Volume (V) = \( N \times (\log_2 n) \). The program volume measures the information content of a program or the size of implementation of an algorithm.
- Difficulty (D) = \( (n_1/2) \times (N_2/n_2) \). The difficulty of a program is also related to the error-proneness of the program.
- Effort (E) = \( D \times V \). The effort to implement or understand a program is proportional to the volume and to the difficulty level of the program.

This measure of complexity is more relevant for programmers and administrators who write programs and scripts for performing different kinds of tasks.

Halstead’s measures are related to the amount of information contained in a program. Another metric that measures the information content of any object is Kolmogorov complexity. Kolmogorov complexity is the minimum number of bits into which a string can be compressed without losing information. This is defined with respect to a fixed, but universal decompression scheme, given by a universal Turing machine. Another way of looking at it is that the Kolmogorov complexity of an object is the length of the shortest computer program that can reproduce the object.

It is a bit more difficult to measure the Kolmogorov complexity of any program since one has to devise a Turing Machine that can generate this program. The Halstead’s measures, however, offer an easier way of measuring the information content of a program.

An important point about Halstead’s measures is that in order to measure them, one has to decide what constitutes the set of operators and operands in a program. Commonly occurring blocks of code (like iterating through the elements of a list) may be considered as a single operator (iteration) and a single operand (the list), although the actual block of code may have many more operators (such as the counter or iterator) and operands (such as incrementing the counter, checking for end of list, etc.). Thus, the choice of the set of operators and operands may be made depending on the skill of the programmer.

2.6 Why these metrics?

There has not been much work in studying the intrinsic complexity of using distributed systems from the point of view of developers, administrators and end-users. Most existing measures are either inadequate or flawed.

In the case complexity for developers, complexity is normally measured in terms of metrics like lines of code or development time. However, these metrics have a number of limitations since they depend heavily on coding language, coding styles and developer skill. Our view is that the complexity metrics we have proposed capture the difficulty of building services and applications better than the normal metrics.

Also, some of our metrics have been used in the software engineering field for a while. Hence, there is a common consensus on what values of some of the metrics like Cyclomatic Complexity and Halstead's Measures are appropriate to promote understandability, programmability and maintainability of programs. For example, the Halstead volume (V) of a function is recommended to be between 20 and 1000. Volumes greater than 1000 means function is doing too much. The Volume of a file should be between 100 and 8000. Also, the Cyclomatic Complexity of a function is recommended to be less than 15.

The other aspects, including unpredictability and cognitive size complexity, represent important features that make systems difficult to program and use.
However, there are no well-accepted metrics for evaluating these aspects. Hence, we propose our own metrics, including entropy and number of concepts, to measure these aspects of complexity. So, although there are no standard guidelines to define appropriate values for these metrics, one can still compare different systems using these measures.

For administrators and end-users, too, there are no standard ways of measuring the complexity of managing and using systems. One metric that is sometimes used in HCI is GOMS[15], which allows calculating the time it takes for achieving a goal with a certain user interface. However, this metric does not really capture the complexity of using the interface. As we have described earlier, many of the aspects that cause complexity for developers also cause complexity for administrators and end-users. Hence, it is possible to extend the software-engineering-based and other metrics for administrators and end-users as well.

3. Attacking complexity

In this section, we propose various guidelines that can help reduce the different aspects of complexity. This is not meant to be an exhaustive set of solutions, but rather, examples of some of the approaches that can be taken to reduce system complexity.

3.1 Self-Configuration and Self-Repair

One way of reducing task-structure complexity is by building autonomic systems that can configure, optimize and repair themselves. This would allow the specification and execution of tasks to be more linear, since the system can take care of making choices at various decision points automatically. Hence, administrators and end-users do not have to worry about choosing appropriate values at decision points or what actions to take upon failures.

In distributed computing, many of the decision points that contribute to cyclomatic complexity arise from checking for exceptions and failures. If the distributed system provides middleware that performs self-configuration and self-repair, then programmers, too, do not have to deal with failures, exceptions and error conditions. Hence, many decision points in programs can be eliminated.

Self-repair also reduces unpredictability since it increases the probability of a few desired states corresponding to the successful execution of a program or successful performance of a task, while reducing the probability of failure.

3.2 High-Level Programming and Interaction

Cognitive algorithmic complexity can be reduced by using high-level programming. For this, we need frameworks or middlewares that allow developers to program using high-level, abstract operators and operands. These high-level operators and operands are resolved by the framework or the middleware to appropriate low-level functions and operands either during compile-time or during run-time. Thus, the number of operators and operands used in a program will reduce, and hence the program volume and programming effort will also reduce. This will, thus, reduce cognitive algorithmic complexity.

High-level programming, along with self-configuration and self-repair, can also help reduce unpredictability. Since developers specify their programs at a high-level, this gives the distributed system middleware more flexibility in choosing an appropriate way of executing the program and recovering from failures. Thus, the unpredictability of program execution, arising from dynamism and failures, is abstracted away from developers.

Similarly, if end-users specify their requirements at a high-level, then the distributed system can, potentially, pick appropriate ways of meeting these requirements automatically. High-level interaction allows end-users to not worry about numerous low-level details of the system. Thus, the number of possible states that the system can be in is far smaller (since the end-user views the system from a higher-level of abstraction); and the entropy and unpredictability of the system is apparently lower.

3.3 Hierarchical Organization of Systems and Concepts

Size complexity can be effectively tackled with a divide-and-conquer approach. Many large distributed systems are organized hierarchically, which allows dealing with smaller parts of the system independently. For examples, hierarchical DNS servers are used to translate between names and IP addresses in the internet. However, there has not been much work in organizing the knowledge required to develop, manage and use distributed systems hierarchically. One way of doing this is to develop ontologies that define hierarchies of concepts used in the distributed system. Ontologies are a standard way of representing domain knowledge in a reusable manner. They allow different parties to become aware of the various concepts used in the system and the
relationships between these concepts. Defining hierarchies of concepts also helps users in understanding the details of the system at a high level, while allowing them to drill down to specific details if they want to do so.

4. The Complexity-Flexibility Trade-Off

An important effect of reducing complexity through high-level programming and self-configuration and self-repair is that the flexibility of the developer is also reduced. While high-level and task-oriented programming abstracts away many of the low-level details, it is also not as expressive or flexible as lower-level programming and does not allow developers to perform certain kinds of operations. Flexibility is related to the number of different states that a language or system allows to be reached, or the number of different transitions between states offered by operators of the language or system.

The complexity-flexibility trade-off plays out at other levels of programming as well. For instance, machine-level or assembly-level programming is probably the most expressive and flexible since it allows developers to do pretty much anything allowed by the instruction set of the processor. However, they are also incredibly complex to program in. In particular, the cognitive algorithmic complexity of a program in machine-level or assembly-level is very high. Higher-level programming languages like Java are less complex, but also allow lesser flexibility. For example, developers cannot cause arrays or buffers to overflow, or write data to arbitrary memory locations. Also, applets may not open sockets to arbitrary hosts or access the local filesystem.

Fig 2 shows a possible graph representing the tradeoff between flexibility and complexity. As the complexity of a programming model and the programs in it reduces, the flexibility and expressiveness of the programs also reduces. Hence, depending on the needs and requirements of the developer, an appropriate flexibility-complexity point must be chosen. The choice needs to be made depending on how finely the developer wants to program the system and the level of control and abstraction he desires.

![Figure 2. The Complexity-Flexibility Tradeoff](image)

5. Distinguishing between the complexity of a system and the complexity of using a system

There is an important difference between the intrinsic complexity of a system and the complexity of using a system to perform tasks. While a system can be very complex in the inside, it may still be easy to use for performing various kinds of tasks. For example, cars are extremely complex systems internally; however, the interface exported by a car to end-users (or drivers) is fairly simple, and one can learn to drive a car reasonably easily. At the same time, cars are still very complex for developers and administrators (or car designers and car mechanics).

The main idea here is that even though a system may be very complex, internally, it is possible to hide that complexity and present relatively simple interfaces to developers, administrators and end-users. One way of doing this is through high-level programming and self-configuration and self-repair. The main challenge is to make high-level programming, self-configuration and self-repair reliable and predictable enough that users do not have to look under the hood too often. This is similar to the way in which car drivers do not worry about the internal functioning of the car most of the times. Of course, when things do go wrong, the systems must have some way of uncovering the different layers of abstraction and allow some form of debugging.
6. Reducing the complexity of ubiquitous computing systems

In our own work, we have attempted to tackle the problem of complexity of ubiquitous computing environments using these design principles. Ubiquitous computing environments feature massively distributed systems containing a large number of devices, services and applications that help end-users perform various kinds of tasks. However, these systems are very complex to configure and manage. They are highly dynamic and fault-prone. Besides, different environments have different resources and architectures and offer different ways of performing the same task.

We have developed a middleware that allows developers and administrators to program these environments using high-level, parameterized tasks. A semantic discovery process, along with a multi-dimensional utility function, is used to discover possible ways of executing a task and to pick the optimal way. The middleware can also recover from failures of one or more actions by using alternative resources or strategies to perform the task. The middleware thus allows self-configuration, self-optimization and self-repair.

Developers program the environment using a high-level programming model called Olympus[6]. The main feature of this model is that it allows certain ubiquitous computing operators and operands to be described at a high level. The middleware takes care of mapping them to appropriate low-level operators and operands depending on constraints specified by the developer and the current state and context of the system. Administrators can configure how tasks are performed by modifying high-level task scripts and task graphs as well as specifying declarative policies in Prolog that constrain the ways in which tasks can be executed. End-users interact with the environment through a Task Control GUI, where they can specify the tasks they want to perform and then specify high-level parameters that influence task execution.

The middleware uses definitions of different concepts in ontologies. Ontologies define hierarchies of different services, devices, applications, contexts, data types and other concepts. Developers, administrators and end-users use the concepts defined in the ontology while developing applications and configuring the system. This middleware runs on top of Gaia[7], our infrastructure for ubiquitous computing.

7. Related Work and Conclusions

So far, there has not been much work in defining or measuring the complexity of distributed systems. There has, however, been a lot of related work in the field of autonomic computing for tackling system complexity. Various systems such as [8,9,10] propose strategies to enable self-configuration, self-optimization and self-repair. Other work[13,14] simplify end-user interaction in complex ubiquitous computing environment by representing user tasks at a high-level and determining ways of performing these tasks at runtime. While these different systems, including ours, have their own merits, it is difficult to evaluate how well they do in reducing the complexity for developers, administrators and end-users. We hope that our proposed metrics will partly help alleviate that problem.

In conclusion, we have tried to formalize the notion of complexity of distributed systems. We have proposed a number of metrics to measure different aspects of system complexity. We believe that our work is a first step towards building a set of metrics for comparing different distributed systems, middlewares and programming frameworks in terms of complexity for all parties involved in the system, viz. developers, administrators and end-users.
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