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ABSTRACT 

 

Hybrid simulation is a widely accepted laboratory testing approach that partitions a proposed 

structure into numerical and physical substructures, for a space- and cost-effective testing method. 

Structural elements that are expected to remain in the linear elastic range are usually modeled 

numerically, while computationally intractable nonlinear elements are tested physically. The loads 

and conditions at the boundaries between the numerical and physical substructures are imposed by 

servo-hydraulic actuators, with the responses measured by loadcells and displacement transducers. 

Traditionally, these actuators impose boundary condition displacements at slow speeds, while 

damping and inertial components for the physical specimen are numerically calculated. This slow 

application of the boundary conditions neglects rate-dependent behavior of the physical specimen. 

Real-time hybrid simulation (RTHS) is an alternative to slow speed hybrid simulation approach, 

where the responses of numerical substructure are calculated and imposed on the physical 

substructure at real world natural hazard excitation speeds. Damping, inertia, and rate-dependent 

material effects are incorporated in the physical substructure as a result of real-time testing.  

For a general substructure, the boundary interface has six degrees-of-freedom (DOF); 

therefore, an actuation system that can apply multi-axial loads is required. In these experiments, 

the boundary conditions at the interface between the physical and numerical substructures are 

imposed by two or more actuators.  Significant dynamic coupling can be present between the 

actuators in such setups. Kinematic transformations are required for operation of each actuator to 

achieve desired boundary conditions. Furthermore, each actuator possesses inherent dynamics that 

needs appropriate compensation to ensure an accurate and stable operation.  

Most existing RTHS applications to date have involved the substructuring of the reference 

structures into numerical and physical components at a single interface with a one-DOF boundary 

condition and force imposed and measured. Multi-DOF boundary conditions have been explored 

in a few applications, however a general six-DOF stable implementation has never been achieved. 

A major research gap in the RTHS domain is the development of a multi-axial RTHS framework 

capable of handling six DOF boundary conditions and forces, as well as presence of multiple 

physical specimens and numerical-to-physical interfaces.  

In this dissertation, a multi-axial real-time hybrid simulation (maRTHS) framework is 

developed for realistic nonlinear dynamic assessment of structures under natural hazard excitation. 

The framework is comprised of numerical and physical substructures, actuator-dynamics 

compensation, and kinematic transformations between Cartesian and actuator/transducer 

coordinates. The numerical substructure is compiled on a real-time embedded system, comprised 

of a microcontroller setup, with onboard memory and processing, that computes the response of 

finite element models of the structural system, which are then communicated with the hardware 

setup via the input-output peripherals. The physical substructure is composed of a multi-actuator 

boundary condition box, loadcells, displacement transducers, and one or more physical specimens. 

The proposed compensation is a model-based strategy based on the linearized identified models 

of individual actuators. The concepts of the model-based compensation approach are first validated 

in a shake table study, and then applied to single and multi-axis RTHS developments.   

The capabilities of the proposed maRTHS framework are demonstrated via the multi-axial 

load and boundary condition boxes (LBCBs) at the University of Illinois Urbana-Champaign, via 

two illustrative examples. First, the maRTHS algorithm including the decoupled controller, and 

kinematic transformation processes are validated. In this study, a moment frame structure is 
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partitioned into numerical beam-column finite element model, and a physical column with an 

LBCB boundary condition. This experiment is comprised of six DOFs and excitation is only 

applied in the plane of the moment frame. Next, the maRTHS framework is subjected to a more 

sophisticated testing environment involving a multi-span curved bridge structure. In this second 

example, two LBCBs are utilized for testing of two physical piers, and excitation is applied bi-

directionally. Results from the illustrative examples are verified against numerical simulations. 

The results demonstrate the accuracy and promising nature of the proposed state-of-the-art 

framework for maRTHS for nonlinear dynamic testing of structural systems using multiple 

boundary points.  
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Chapter 1 

 

INTRODUCTION  

1.1 Motivation  

In the past 20 years, natural hazards mitigation has experienced increased focus and investment. 

In 2004, the National Science Foundation (NSF) instituted the George E. Brown Jr. Network for 

Earthquake Engineering Simulation (NEES) to develop innovative solutions and enhance the 

design and construction practices for minimizing earthquake- and tsunami-induced damages. 

NEES stretched over 15 facilities across the U.S., in laboratories well-equipped with shake tables, 

a tsunami wave basin, geotechnical centrifuges, and a variety of field-testing equipment. During 

the 10-year operation of NEES, earthquake engineering education and research saw huge strides 

and generated large volumes of literature. Following the conclusion of NEES, the natural hazards 

engineering community looked for new programs, research funding opportunities, and a broader 

research focus via inclusion of other forms of natural hazards. In the years since, the Natural 

Hazards Engineering Research Infrastructure (NHERI) was founded as the national research 

infrastructure with multiple focuses (e.g., earthquake and wind research).  

With the looming consequences of climate change, threats of natural hazards in major urban 

centers, energy issues, current COVID-19 pandemic, and global recession, the need to develop 

new strategies to rehabilitate and rebuild of our aging civil infrastructure is more important than 

ever before. The goal of new infrastructure efforts should be the creation of resilient and 

sustainable communities. Traditional civil infrastructure approaches should be complemented with 

multi-hazard considerations focusing on mitigation and resilience.   

Historically, engineers have relied on numerical (e.g., finite element) modeling, quasi-static 

(cyclic), and shake table testing for assessment of element and system level interactions. Numerical 

modeling has seen rapid growth in recent years. With advances in computational hardware, parallel 

computing, and increases in affordability and availability of supercomputers, engineers and 

researchers have the unprecedented ability to develop sophisticated finite element models. 

However, predictions of numerical models are only as good as the assumptions on which they are 

based, and although numerical modeling can be extremely accurate for elastic systems, nonlinear 

predictions are often inaccurate.  Therefore, physical testing is often desired for exploration of the 

non-trivial phenomena in structures and materials.  

1.2 Experimental testing 

From early verifications of the Hookeôs law to identification of the most sophisticated material 

constitutive models and structural behaviors, experimental testing is deeply interwoven in the 

science of  structures. Not only are experiments useful in uncovering new physical phenomena and 

validating existing theories, but also serve in establishing reliability metrics and building 

confidence in engineering solutions. Experimental vibration testing of structural systems can be 

classified into two main categories: (i) field testing, and (ii) laboratory testing.  
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Field vibration testing strategies can be classified as forced and unforced vibration tests. 

Forced testing involves installation of a vibration generator (e.g., shaking machine or actuators) 

for providing prescribed excitation to the structure of interest (Chopra 2011). Unforced strategies 

rely on naturally induced vibrations (e.g., ambient, wind and vehicular). The relationships between 

the input forces and the sensors provide a basis for evaluation of a variety of structural parameters, 

including damping and natural frequencies (Juang and Pappa 1985; Peeters and Roeck 1999). The 

fundamental limitation of field vibration testing is that structures cannot be pushed beyond the 

elastic range, and nonlinear properties stay concealed. In addition, occupants and owners of 

structures (e.g., municipalities) are often reluctant to have properties vibration tested, as operations 

may be affected by testing.  

Laboratory tests are often more desirable as they provide a more controlled environment for 

experimental testing. For nonlinear performance assessments useful for earthquake and wind 

engineering, structures are tested at either: 

i. slow speeds (e.g., quasi-static testing), or 

ii.  fast speeds (e.g., shake table and fast cyclic testing), 

with slow speed testing intended to suppress inertial effects and focus only on stiffness forces.  

In quasi-static or slow cyclic testing, an actuator imposes a predefined displacement or force 

history on a structural element of interest. The performance of the structure is assessed under cyclic 

load reversals and amplitude variations. Quasi-static testing is a popular method for identifying 

the nonlinear backbone curves and hysteretic behaviors of structures and materials, and the slow 

nature of the method allows researchers to observe the damage propagate on the specimen. The 

obvious limitation the quasi-static method is that inertial effects are ignored, and materials and 

structures with high degrees of rate-dependence must be tested using alternative methods. Fast 

cyclic testing is an alternative, where the cyclic loading is fast enough to engage inertial 

(acceleration) effects. Some literature is devoted to exploring the dependence of common building 

materials (e.g., steel and concrete) to the rate of loading (Chae et al. 2017; Malvar and Ross 1998; 

Murray et al. 2014). Another limitation of the quasi-static test method is that structural elements 

are tested independently, and system level interactions are not considered, as shown in Fig. 1.1. In 

addition, the cyclic loading of the structure bears no resemblance to forces sustained by the 

structure under natural hazard excitation. 

 

 

 



3 

 

 

(a) Reference structure     (b) Quasi-static testing 

Figure 1.1 Quasi-static testing subject to predefined displacement trajectory 

Understanding and engineering structures to withstand natural hazards requires researchers 

to have the dynamic experimental tools necessary to replicate recorded excitations. Researchers 

typically use shake table test to subject structures to synthetic and historical earthquakes as a basis 

for assessing structural performance (Luco et al. 2010; Reinhorn et al. 2004). The earliest form of 

a shake table was a hand-powered device built in Japan in the 1890s (Severn 2011). Until the first 

ever ground motion was recorded (i.e., Long Beach ï 1933), shake tables were mostly simple 

mechanical devices that imposed simple cyclic displacements to the base of a structure (Severn et 

al. 2012). With the advent of strong motion seismometers, electromechanical and servo-hydraulic 

shake tables were developed to reproduce synthetic and pre-recorded earthquakes. Shake tables 

were developed for scaled and full-sized structures. Significant developments were made in the 

form of the 7.6m 12m shake table in San Diego and the 20m15m E-Defense shake table in 

Japan, both capable of testing full-scale structures (Luco et al. 2010; Ohtani et al. 2004).  

Shake table actuators have physical characteristics such as friction, frequency-dependence, 

nonlinearities (Rea et al. 1977), and more sophisticated phenomena like control-structure 

interaction (CSI), which refers to the dynamic coupling between actuators and test structure (Dyke 

et al. 1995; Zhao et al. 2005). A wide body of literature is available discussing the different control 

strategies for compensation of shake table dynamics to ensure accurate replication of pre-recorded 

ground motions (Fletcher 1990; Gao et al. 2011; Phillips et al. 2014; Spencer and Yang 1998; 

Stoten and Shimizu 2007; Twitchell and Symans 2003).  

Although shake table testing is the most complete and accurate method for assessment of 

seismic behavior of structures, the method faces many challenges and limitations:  

i. large shake tables are few, expensive to build and operate, and inaccessible to most 

researchers and engineers, 

ii.  small shake tables are limited to small specimen, which must be designed using 

complex similitude laws and results may not extrapolate to results of equivalent full-

scale tests,  

iii.  shake table actuators have their own dynamics which need to be compensated in order 

to accurately replicate historical ground motions, and  
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iv. although one or few structural elements may be of interest, the entire structure must 

be built and tested as shown in Fig. 1.2. 

 

Figure 1.2 Shake table testing replicating historical earthquake 

From the discussion on the traditional testing techniques so far, it is evident that material 

rate-dependent phenomena are primary reasons why fast testing techniques are desirable in some 

instances. The next section discusses the physics of rate-dependence.  

1.3 Material rate -dependence 

In general, the hysteretic behaviors of materials and structural systems tend to vary between quasi-

static and dynamic load scenarios. Experimental evidence has demonstrated that under dynamic 

loading, the elastic modulus remains largely the same, while the load capacity (i.e., height of the 

hysteresis) tends to grow (Campbell 1954; Cristescu 1967; Goldsmith 1960). The loading rate is 

often described by the measure of strain rate experienced by the structures and materials. 

For hybrid simulation applications, the challenge in classifying material strain rate-

dependence is twofold: (i) if the rate-sensitive load capacity increase happens at typical loading 

frequencies of natural hazard excitations, and (ii) whether the rate-dependence makes a significant 

enough difference to run experiments at real-time speeds, instead of slowed-down speeds. Real-

time testing poses additional experimental challenges, which may not be desirable if rate-

dependence is insignificant. Nevertheless, strain-dependence is an important consideration for 

both theoretical and experimental constructs. 

Strain rate dependence of commonly used structural materials include steel, concrete, and 

masonry have been widely studied. Chang and Lee (1987) studies the A36 structural steel under 

monotonic and cyclic loading conditions with strain rate range of ρπ/sec to ρπ/sec. Faster 

strain rates corresponded to increased yield capacity and longer plastic plateaus. Strain rate effects 

were found to be more significant under monotonic loading than for cyclic loading. Chang et al. 

(1989) applies the endochronic plasticity model for evaluation of strain-rate effects on inelastic 

behavior of structural steel under earthquake loading. At extreme strain rates of ρπ /sec, such 

as impact loading scenarios, mild steel was found to have yield strengths of around 2000 MPa 

(Singh et al. 2008). When a ball projectile is impacted with a steel plate, the depth of surface 

penetration is correlated with the yield strength of the steel. The yield strength was demonstrated 

to be sensitive to the velocity of the ball projectile. Murray et al. (2014) highlight the yield and 

ultimate strength increase in steel reinforcement bars for A572-50 and A992 steels. A572-50 
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exhibits yield strength increases of up to 35% and ultimate strengths of up to 20%. A992 steel 

exhibits yield strength increases of up to 45% and ultimate strengths increases of up to 20%. 

Thereby, high strain rates have been shown to drastically change the yield capacity of structural 

steel.  

Concrete materials have also been the subject of several material rate-dependence studies. 

Malvar and Ross (1998) offers a literature review on the effects of strain rate on tensile strength 

of concrete. A bilinear function of the strain rate is improved to describe dynamic amplification 

data based on Comité Euro-International du Béton Model Code report. Zhou and Hao (2008) 

compares numerical models and experimental results for compressive behavior of concrete. Strain 

rate effects amplify the dynamic increase factor (DIF) of compressive capacities for strain rates of 

ςππ/sec. A secondary amplification is also suggested to be induced by inertial confinement 

effects at strain rates of ρπππ/sec. Chen et al. (2013) suggests that although DIF is observed in 

flexural strength, the direct tensile strength of concrete is more sensitive to increases in strain rate 

than flexural strength. Ghannoum et al. (2012) performs cyclic testing on reinforced concrete 

columns at slow and fast speeds. Cyclic speeds of up to 1,016 mm/s were investigated, with higher 

cyclic loads resulting in lateral load capacity increases of up to 33%.   

Few literatures in the hybrid simulation are also devoted to exploration of the material rate-

dependence. Shing and Mahin (1988) developed a single degree-of-freedom (DOF) numerical 

model for hybrid simulation to study the effects of DIF in the strength of seismically excited 

structures. The maximum strain rate sustained by the structure is 0.1/sec, which translates to a 

monotonic DIF of 40%. Two significant parameters are highlighted pertaining to rate-dependence 

of materials: (i) natural frequency of structure, and (ii) characteristics of the excitation. A multi-

DOF structure with high natural frequencies coupled with a high frequency excitation may result 

in strain rate induced increases in capacity. Chae et al. (2017) studied the rate dependency of 

reinforced concrete piers subject to slow-speed and real-time hybrid simulation tests. Small 

increases in capacity were exhibited along with increases energy dissipation. The bridge structure 

considered in these hybrid simulation tests experienced an average reduction of 5% in the 

maximum displacements. 

Although countless studies have illustrated rate-dependence of steel and reinforced concrete 

building materials, the discussion on the significance of such phenomena under seismic and wind 

loads is not a settled one. Existing studies and literature are few and limited in scope. In addition, 

available results fail to demonstrate significant rate-dependence at seismic and wind loading rates, 

and their repeatability is not verified. 

On the other hand, high performance structural systems such as seismic isolation devices, 

passive energy dissipation devices, and semi-active and active control systems possess significant 

rate-dependent physics. Seismic isolation devices include elastomeric and rubber bearings and 

sliding friction pendulums devices. Passive energy dissipation devices include metallic, friction, 

viscoelastic, tuned mass, tuned liquid dampers. Semi-active and active control systems involve 

active mass dampers and bracing systems, variable stiffness or damping systems, MR dampers and 

smart materials. Because these systems are rate-dependent, real-time testing may be a more 

suitable testing method.  

Another time-dependent material behavior is the stress relaxation phenomenon. Stress 

relaxation describes the decrease in the structural stress levels while a constant strain is maintained. 

In slow-speed slow speed testing, hold-ramp-hold algorithms impose displacements on the 

physical specimen (Carrion and Spencer, Jr. 2007). Because the extended time-scale of 

conventional slow speed testing, and the potentially long durations of hold, stress relaxation may 
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happen in the physical specimen. Stress relaxation calculations may vary for different materials, 

but generally speaking, it follows a logarithmic pattern with most of the relaxation happening 

immediately. Temperature and stress levels also affect the relaxation process (Ashter 2014). 

Stress relaxation was reported in Chang and Lee (1987) for 10-minute holds. This relaxation 

was less significant in the strain-hardening zone as compared to the plastic plateau range. In 

addition, with changing strain rates, a unique stress-strain curve was not identified. This may be 

attributed to stress relaxation under slowly changing strains. Mosqueda et al. (2004) observed 

force/stress relaxation for 5-second holds. Continuous testing was proposed as an alternative to 

ramp-hold testing to avoid relaxation.  

1.4 Single-axis hybrid simulation  

Hybrid simulation is an alternative to the quasi-static and shake table test methods, for examining 

the response of structures. A hybrid test is typically comprised of both numerical (e.g., finite 

element analysis) and physical substructures. The objective of the hybrid simulation method is to 

overcome the limitations of quasi-static testing in incorporating system-level interactions into the 

experiment and need to test a complete structure in the shake table method.  

The first hybrid simulation tests were developed in 1969 by Hakuno et al. (1969). A single-

degree-of-freedom (SDOF) equation of motion was programmed into an analog computer and a 

physical specimen was tied to an electromagnetic actuator. The analog computer solved the 

equation of motion and the restoring forces generated from the physical specimen are used in the 

next time step. Takanashi et al. (1975) utilized a digital computer with a magnetic drum to solve 

the equation of motion and the loading task (e.g., servo-hydraulics). Servo-hydraulic actuators 

were moved slowly in small increments to achieve good tracking between target and executed 

displacements. Computers were still quite primitive at the time and establishing the first hybrid 

simulation took 2 years of development (Nakashima 2020). In the U.S., work on hybrid simulation 

begin in the 1980s with Hanson and McClamroch (1984).  Mahin and Shing (1985) implemented 

full -scale hybrid simulation test and validated results via comparisons with analytical studies.  

A major challenge with hybrid simulation is ensuring that the actuators accurately tracked 

the target boundary conditions. Small errors can accumulate, propagate into large and inaccurate 

hybrid simulation results (Shing and Mahin 1983). The first form of online compensation method 

for ensuring actuators correctly and accurately tracked boundary conditions is introduced in 

Nakashima and Kato (1987). The earliest attempts made at developing implicit and explicit 

numerical integration schemes for ensuring an accurate and stable hybrid simulation came next 

(Dermitzakis and Mahin 1985; Nakashima et al. 1990; Shing et al. 1991).  

The basic procedure for executing a hybrid simulation experiment for a structure subject to 

earthquake loading is shown in Fig. 1.3, and can be summarized in four steps: 

1. At each time step, the ground motion excites the numerical substructure. 

2. Within the numerical substructure, the displacements at the boundary condition with 

the physical specimen are computed. 

3. A control algorithm ensures that the physical boundary condition can be achieved 

with sufficient accuracy. 

4. Physical execution is complete via actuators, and restoring forces are recorded and 

returned to the numerical model for the next time step.  
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(a) Numerical substructure and controller   (b) Physical substructure 

Figure 1.3 Hybrid simulation of the reference structure 

Hybrid simulation is typically executed at slow speeds with a ramp-hold loading procedure. 

Many developments allowed for the flexibility to pause and resume the loading during the 

simulation. The advantage of such capability is for researchers to observe the damage and 

structural behavior. Naturally, slow rate of loading results in dynamic structural behaviors to be 

ignored, and hybrid simulation is not an appropriate method for materials with significant rate-

dependent hysteresis. Many studies have noted small rate-dependence in common structural 

materials like steel and concrete (Fan et al. 2014; Ghannoum et al. 2012; Li and Li 2012). 

Therefore, hybrid simulation may be sufficient for steel and concrete. 

The next wave of developments came in the form of fast and real-time hybrid simulation 

(RTHS). Early efforts to capture rate-dependence, resulted in increases in the speed of hybrid 

simulation to one-fifth of the speed of the actual earthquake (Takanashi and Ohi 1983). The 

actuator and velocity-control capacities at the time did not yet allow for a real-time test. RTHS 

requires rapid discrete-time implementation of embedded and data acquisition systems, numerical 

integration and actuator execution. The first successful RTHS test was demonstrated in Nakashima 

et al. (1992) for a base isolated structure with a viscous damper. Velocity and acceleration physics 

of the specimen were automatically incorporated as a result of the real-time testing.  

The consequence of the real-time implementation is that stability of the RTHS may be 

jeopardized when the closed-loop delay is too large. Experimental time delays in RTHS translate 

into negative damping. When the closed-loop system does not possess sufficient damping and 

friction to turn the overall system damping positive, instability can occur. Delays in RTHS 

experiments stem from actuator dynamics, computation, and communication processes. Actuators 

are complex electro-mechanical devices that possess many unwanted behaviors. Computational 

delays are due to the effort necessary for time-stepping integration algorithms. Communication 

delays are associated with the digital and analog signal processing, and exchange of signals 

between different machines and hardware. Unless a controller is designed to compensate for these 

closed-loop delays, instability is likely to occur. A controller receives the target boundary 

conditions (e.g., displacements or accelerations) and sends command signals to actuators for 

execution.   

Hybrid simulation to this point was conducted by imposing a displacement target boundary 

condition. Another type of hybrid simulation that is performed in real-time is the effective force 
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testing (ETF) method. The computed inertial force introduced as a result of the relative 

acceleration of the mass with the ground in the numerical model, is imposed by the actuator. 

Therefore, the traditional displacement control is not necessary for this method (Dimig et al. 1999; 

Thewalt and Mahin 1987; Zhao et al. 2005).  

Researchers have adopted RTHS testing for a variety of structural engineering research 

applications. Horiuchi et al. (1996) performs RTHS on an energy absorber physical specimen and 

compares results with the shake table method. Polynomial extrapolation techniques are used for 

actuator compensation. The limitation of this approach is that the order of the proposed polynomial 

and the overshoot of the actuators when tracking high velocity contents. Carrion et al. (2009) 

studies a semi-actively controlled structure with a magnetorheological (MR) damper, using the 

RTHS method. The MR damper and a single servo-hydraulic actuator makes up the physical 

substructure in this development. A viscous damper is physically tested in Chae et al. (2013). The 

adaptive time series (ATS) compensator is proposed, where the coefficients of a second-order 

compensator are updated using a least-square algorithm to minimize closed-loop time delays. This 

is a time domain compensator and does not provide the predictability of frequency-domain 

compensators. Additionally, guarantees of parameter convergence and robustness of design are 

not provided. Asai et al. (2013) proposes a smart outrigger system for tall buildings using clipped 

optimal semi-actively controlled MR dampers. A feedforward controller is used for compensation. 

Ou et al. (2015) performs RTHS on an MR damper as well. An Ὄ  controller is used for the 

compensation action. Ὄ  controllers are best utilized when closed-loop uncertainties are 

quantifiable. Measurements of uncertainty are not readily available when physical experiments are 

involved. Ashasi-Sorkhabi et al. (2015) utilizes a tuned liquid damper for RTHS testing and 

compares the results of shake table and substructured configurations. Zhang et al. (2017) partitions 

a 15-story building structure into a 9-story numerical and 5-story physical substructures. An inter-

story isolation layer is introduced in the 10th floor along  with an MR damper device for vibration 

reduction. A model-based compensation techniques, based on Phillips et al. (2014), is incorporated 

for dynamic compensation of the actuators. For further reading of single-axis RTHS applications, 

reader can see Ahmadizadeh et al. (2008), Chen and Ricles (2010), Gao et al. (2011), Jung et al. 

(2007), Maghareh et al. (2013), Mercan and Ricles (2009), Nakata et al. (2019), Reinhorn et al. 

(2003), Shao et al. (2011), Wu et al. (2006), and Zhu et al. (2017). 

1.5 Multi -axis hybrid simulation  

Three-dimensional (3D) and multi-axis tests are important for realistic evaluation of structures and 

materials. In the context of hybrid simulation, 3D numerical models interact with multi-axial 

boundary conditions (actuator assemblies) to deform the physical specimens. The corresponding 

3D restoring forces are then returned to the numerical model. The Load and Boundary Condition 

Box (LBCB) at the University of Illinois Urbana-Champaign, shown in Fig. 1.4, is an example of 

a multi-axial boundary condition designed for multi-axial hybrid simulation applications.  
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Figure 1.4 Load and Boundary Condition Box (LBCB) 

Multi -axial hybrid simulation has been explored over the last 15 years and is realized 

typically through one or more multi-actuator boundary interfaces. A physical specimen is equipped 

with several individual actuators or a rigid multi-axial boundary device (e.g., LBCB), as shown in 

Fig. 1.5. The Multi-Axial Subassemblage Testing (MAST) system at the University of Minnesota 

is another multi-axial boundary device that has key quasi-static capabilities (French et al. 2004). 

Elnashai et al. (2005) describes the hybrid simulation capabilities at the Newmark Civil 

Engineering Laboratory at the University of Illinois, and describes examples for use of the large- 

and small-scale LBCBs of the multi-axial full-scale substructured testing and simulation (MUST-

SIM) facility. Frankie et al. (2013) implements hybrid simulation on a curved four-span bridge 

using the MUST-SIM facility, where the piers of the bridge are physically tested, and the deck is 

numerically evaluated. The results from the curved bridge simulation are compared to analytical 

simulations for verification. Murray and Sasani (2016) performs hybrid simulation on a reinforced 

concrete frame structure under pulse type ground motions. This study evaluated shear failures in 

pre-1970s RC frame structures. A 10-story structure was considered, and despite immediate failure 

of the physically tested columns, the building structure did not undergo collapse. Stathas et al. 

(2017) introduces hybrid simulation for bridge pier uplifting under transverse seismic loading 

conditions. A two-span bridge is considered, where the pier is physical and the decks are 

numerically evaluated. Hashemi et al. (2017) introduces the MAST system at the Swinburne 

University and its 6 DOF application to an RC column. Carbon fiber reinforcement polymer 

(CFRP) is used to repair the column. A comparative study of the undamaged and damaged columns 

concludes that CFRP repair of damaged columns can restore the resistance capacity and ductility 

of earthquake-damaged columns. Sadeghian et al. (2017) performs multi-axial hybrid simulation 

of a shear-critical reinforced concrete frame. Modeling of such RC columns for accurate 

reproduction of damage patterns are discussed. A vast body of literature is designated to the multi-

axial and multi-actuator hybrid simulation framework. This framework is however unable to 

reproduce real-time 3D results because loads are imposed at slow speeds. 

The multi-axial real-time hybrid simulation (maRTHS) adds complications involving 

actuator coupling and dynamics. Unless appropriate steps are taken toward decoupling and control 

of the multi-actuator system, inaccuracies and instabilities may result. Blakeborough et al. (2001) 

is the first example of RTHS with a coupled two-actuators system, used for a 2-DOF RTHS 

experiment. Darby et al. (2002) used the same two-actuator configuration and introduced a 

polynomial extrapolation algorithm for actuator compensation. In both developments, actuators 

are compensated independently.  
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Other literatures in this domain explore increases in the number of DOFs and use of more 

sophisticated controllers for actuator dynamics and coupling compensation. Wallace et al. (2005) 

proposes an adaptive polynomial forward prediction algorithm for multi-actuator RTHS. Jung et 

al. (2007) performs maRTHS using two actuators (e.g., 2-DOF) and explores discrete feedforward 

and phase lead compensation. Bonnet et al. (2007) investigates the effects of highly stiff actuator 

coupling. A stiff 3-DOF mass-spring system is studied with actuators installed at either ends. The 

stiffer the mass-spring system is, the harder the job of controlling the actuators. A minimal control 

synthesis with a modified demand compensator is introduced, with adaptive feedforward and 

feedback gains. Phillips and Spencer (2013) proposes a coupled model-based controller for an 

experimental setup with three actuators. Coupled and decoupled control of the experimental setup 

are evaluated. Chae et al. (2014) implements a multi-DOF ATS compensator.  

Many of the presented developments have involved individually attached actuators to a 

common physical specimen, as shown in Fig. 1.5(b), instead of a rigid boundary condition device, 

per Fig. 1.5(a). Control and manipulation of a rigid multi-axial boundary condition requires a 

framework that considers the kinematic transformations necessary between actuator and Cartesian 

frames of reference. Actuators bound by a rigid boundary condition tend to have dynamic 

coupling, where the movement of one actuator resulting in the movement of other actuators. 

Fermandois and Spencer (2017) introduces an maRTHS framework as a tool for addressing 

rigid boundary condition devices like the LBCB and the MAST. The general architecture for this 

maRTHS framework involves directing target displacement obtained from a numerical 

substructure through an outer-loop controller, to computer control signal for LBCB execution. 

Feedback forces from the physical execution of the boundary condition movements are returned 

to the microcontroller responsible for the numerical computations, thus closing the overall RTHS 

loop.  

 

(a) Rigid multi-axial boundary condition  (b) Several individual actuators 

Figure 1.5 Multi -actuator setups 

A model-based outer-loop controller is proposed for this framework which addresses the 

dynamic coupling that exists between the LBCB actuators. Following system identification of the 

actuators, transfer function models of the individual actuator channels are developed. Through 

kinematic transformations, the actuator transfer function models are converted to Cartesian 
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coordinate transfer models. Next, feedforward and feedback controllers are designed according to 

the model-based controller architecture proposed in Phillips and Spencer (2013). 

Data acquisition is conducted through the onboard loadcells, which are installed in the axis 

of each actuator, and external potentiometers that monitor the moving platform of the LBCB. 

External potentiometers are used instead of the onboard Linear Variable Differential Transformers 

(LVDTs). LVDT use can result in inaccurate measurements when LBCB casing and reaction wall 

undergo elastic deformations. Fig. 1.6, illustrates the small-scale LBCBs and the external 

potentiometers used in the Fermandois and Spencer (2017) study.  

 

Figure 1.6 Small-scale LBCB and external potentiometers 

Kinematic transformations are necessary when dealing with multi-axial boundary points. In 

the maRTHS framework, external potentiometer measurements are converted from potentiometer 

to Cartesian coordinates. The transformation from axial to Cartesian coordinates is obtained 

through forward kinematic transformation. By converting the potentiometer measurements to 

Cartesian coordinates, direct comparison is made between prescribed Cartesian displacements and 

rotations computed from the numerical model. Since the reference and measured displacements 

are in Cartesian coordinates, the corresponding outer-loop control task is performed in Cartesian 

coordinates. Because of the significant coupling that exists in the Cartesian frame of reference, the 

Cartesian compensator described in the maRTHS procedure is a multi-input multi-output (MIMO) 

coupled controller.  

The illustrative example in Fig. 1.7 is provided, which entails a moment frame with one 

column substructured physically and the remainder substructured numerically. Only the 

translational DOF of the inertial mass is considered in this experiment. Earlier studies on the 

release of the rotational DOFs were found to cause instability problems. It was later discovered 

that the MIMO controller used for the dynamic compensation of the LBCB was not authoritative 

and robust enough. Tuning and optimization of MIMO controllers is a challenging task.  
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(a) Numerical substructure   (b) Physical substructure 

Figure 1.7 Multi -axis RTHS of a moment frame 

1.6 Actuator compensation 

Simulating natural hazard excitations in laboratories require actuators capable of reproducing 

dynamic behaviors. Accurate replication of prescribed trajectories is desirable for purposes of 

repeatability and comparison with numerical studies. Shake table testing and real-time hybrid 

simulation are experimental methods where accurate replications of prescribed trajectories are 

critical. Both testing methods take advantage of electro-mechanical or servo-hydraulic actuators 

for imposing forces or movements. Actuator dynamics, however, result in undesirable phase shifts 

and amplitude variations in the experimental response. Therefore, compensation techniques have 

been proposed throughout the literature to cancel out some of the dynamics from actuators.  System 

or actuator dynamics in control theory is often referred to as a plant dynamic. 

1.6.1 Shake table compensation 

Researchers use shake tables to subject structures to synthetic and historical records as a basis for 

assessing structural performance (Luco et al. 2010; Ohtani et al. 2004; Reinhorn et al. 2004). Shake 

tables and structures have a combined dynamic that is coupled and referred to herein as the shake 

table-structure dynamics. Unless appropriate compensation is provided for the shake table-

structure dynamics, the shake table will not be able to sufficiently reproduce the prescribed motion 

accurately.  

The process of manipulating an acceleration signal to compensate for unwanted effects of 

shake table-structure dynamics is referred to as acceleration tracking. The Transfer Function 

Iteration (TFI) is a commonly used control method built using an inverse model of the shake table-

structure dynamics, that augments the original acceleration time-history with an error signal 

iteratively, resulting in improved tracking of the reference acceleration signal (Fletcher 1990; 

Spencer and Yang 1998). Small amplitude time-histories are used for iterative tuning of the TFI 

controller. Thereby, this method is well-suited when the dynamics of the shake table remains 

linear. When nonlinearities exist in the dynamics of the onboard structure, the shake table 

dynamics will also change due to the ongoing coupling that exists with the onboard structure. In 

addition, the TFI method may not be able to compensate for the changing dynamics of the shake 

table. 
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Early model-based controllers used the inverse of the nominal model of a shake table, to 

create a feedforward filter, for prefiltering of acceleration time-histories. Operation of a model-

based controller is typically conducted by first obtaining a model of the coupled shake table-

structure dynamics. There are numerous system identification tools including frequency-domain 

identification methods that generate accurate and predictable models of the shake tables. Twitchell 

and Symans (2003) proposes inverting the actuator model into a feedforward filter and prefiltering 

the reference signal to tackle both displacement and acceleration tracking problems. This approach 

is sensitive to structural nonlinearities and failures.  

Online model-based controllers can better compensate in acceleration tracking even when 

nonlinearities are present. Model-based controllers make use of feedforward and feedback 

controllers for trajectory control of shake tables. Stoten and Shimizu (2007) uses minimal control 

synthesis (MCS) for adaptive identification of feedforward control parameters. The tracking 

performance of the MCS is not clearly established. Gao et al. (2012) proposes an Ὄ  control 

approach for actuator displacement tracking. This method requires a high level of accuracy in 

identification of the plant model and uncertainties. Esparza et al. (2013) introduces model 

reference adaptive controller (MRAC) for position tracking of a two-axis shake table. This 

development was only applied to displacement signals, and acceleration tracking was not assessed. 

Application of MRAC to acceleration tracking is challenging, as the adaptive controller generates 

low frequency feedback signal, which translates into large drifts for acceleration tracking 

implementations. Nakata (2010) proposed an acceleration trajectory tracking controller (ATTC) 

based on the acceleration feedforward control concept, coupled with a displacement feedback and 

a time delay filter, to ensure displacement feedback does not interfere in the acceleration tracking. 

The shake table was tested without an onboard structure in this study and the effects of shake table-

structure interaction were thus ignored. Phillips et al. (2014) applied a similar architecture for 

acceleration tracking of a single-axis shake table, called the Model-Based Controller (MBC). 

Several different feedback configurations were studied, including feedbacks on acceleration, 

displacement and the combined. With this method, as the control authority is increased to achieve 

better tracking, stability of the shake table is jeopardized. On the contrary, as the stability is 

enhanced, the tracking becomes sluggish. In addition, the tracking performance of the MBC often 

deteriorates as changes take place in the shake table-structure dynamics, resulting in poor tracking 

robustness. The MBC is used for development of a new controller with enhanced tracking 

robustness and serves as one of the baseline control techniques used for comparison herein.  

1.6.2 Real-time hybrid simulation compensation 

The typical RTHS experiment involves numerical simulation of the linear components and 

physical testing on the components expected to behave in the nonlinear range of the structure using 

an actuation device. In the experimental partition, actuator dynamics along with computation and 

communication delays result in phase shifts and amplitude variations which need to be 

compensated. Some early compensation approaches involved polynomial extrapolation methods 

(Darby et al. 2002; Horiuchi et al. 1996). The major limitation of these approaches is the order of 

the proposed polynomial in relationship to the velocity content of the reference signal. Lower order 

polynomials result in overshoot when tracking high frequency contents and higher order 

polynomials result in oscillations when tracking low frequency contents. CSI is another 

phenomenon that has major impact on the performance of actuated systems, which time domain 

extrapolation methods fail to account for.  
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Frequency-domain controllers have proven successful for dealing with CSI. Feedforward 

inverse transfer function methods were the earliest frequency-domain approaches, which stemmed 

from system identification of a linear system, followed by offline feedforward filtering of the 

reference signal. Feedforward controllers have improved tracking of both displacement and 

acceleration reference record (Twitchell and Symans 2003). In real-time applications, inclusion of 

a feedback controller is necessary to deal with impulse-like behavior and disturbance attenuation.  

Next, Model-based techniques came about and made use of feedforward and feedback 

concepts to produce fast tracking controllers. A displacement tracking MBC combined 

feedforward and feedback controller was introduced in Carrion et al. (2009) to compensate for 

experimental dynamics and attenuate disturbances. An additional Linear Quadratic Gaussian 

(LQG) feedback loop for acceleration tracking was proposed, for improved multi-metric tracking 

(Phillips and Spencer 2013). The MBC algorithm has been used in operation of single and multi-

axis RTHS experiments (Fermandois and Spencer 2017).  Tracking accuracy of these controllers 

is largely dependent on the goodness of the identified plant model. As plant nonlinearities increase 

and modeling uncertainties develop, these linear controllers may lose robustness and lead to 

instability. Thus, some later developments shifted focus to robust and adaptive approaches to 

overcome the listed limitations of linear controllers.  

Adaptive control is an approach where the controller adapts itself to the changing dynamics 

of the plant, hence expanding the successful operational horizon of the controller. The Adaptive 

Inverse Compensation method is based on displacement tracking where the focus of the adaptation 

is on the time-varying actuator delays (Chen and Ricles 2010). A discrete-time transfer function is 

formed with proportional-integral adaptive law based on the tracking indicator (TI) proposed in 

(Mercan and Ricles 2009). The Adaptive Time Series compensator is another proposed method 

where the coefficients of a second-order compensator are updated using a least-square algorithm 

to minimize the system delay (Chae et al. 2013). An advantage of this method is that there are no 

adaptive gains, and the disadvantage is that this method was developed in the time domain, lacks 

predictability, and does not guarantee parameter convergence. An adaptive scheme was next 

proposed for the MBC with a projection adaptive law (Chen et al. 2015). The feedforward 

controller proposed is limited to a third-order transfer function and this poses a constraint when 

dealing with higher-order systems.  

1.7 Objective of the study 

The main limitations of most existing methods for assessment of structural behavior under natural 

hazard loading can be summarized via the neglection of one or more of: 

i. dynamic and rate-dependent behavior of materials,  

ii.  complex three-dimensional system-level interactions,  

iii.  realistic nonlinear assessment, 

iv. single substructuring interface, and  

v. cost burdens.  

There is significant intellectual merit in developing a simulation tool for testing of existing 

and new materials and structures used in the resilient and sustainable structural systems of the 

future. This dissertation will focus on advancing the multi-axial real-time hybrid simulation 

(maRTHS) technology with multiple boundary interfaces, as a natural extension to many of the 

existing contributions, namely Carrion et al. (2009), Phillips and Spencer (2013), and Fermandois 

and Spencer (2017). 
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1.8 Outline of the chapters 

The chapters in this dissertation will introduce the fundamental concepts and algorithms necessary 

for successful actuator and shake table operations, single-axis RTHS, and multi-axial RTHS.  

Chapter 2 will discuss topics fundamental towards this hybrid simulation research. A 

generalized equation of motion for modeling of dynamic systems will be presented. A background 

on control of dynamic systems will be introduced, because many compensation algorithms shall 

be discussed herein.  The governing equations of motion describing the dynamics of servo-

hydraulic actuators will be described next, with an in-depth discussion on the servo valve 

mechanisms. Then, methods for system identification of single-input, single-output (SISO) 

systems are presented. System identification is crucial in design and development of model-based 

controllers. Because multi-actuator boundary devices are useful for multi-axial testing, 

fundamentals of kinematic transformations will be presented. Lastly, several commonly used 

numerical integration schemes will be listed.  

Chapter 3 will focus on actuator dynamics and compensation. The natural dynamics of 

actuators inhibits them from tracking a prescribed trajectory in an accurately and timely manner. 

A modified actuator compensator based on the model-based controller class of actuator 

compensators will be discussed. The modified compensator will be comprised of feedforward and 

feedback LQG controllers. An adaptive expansion will also be proposed for the modified 

compensator. The application involving the ground motion acceleration tracking of a shake table 

will also be explored as a verification study.  

Chapter 4 will discuss the fundamentals of single-axis model-based RTHS. Model-based 

frameworks utilize system identified models of actuator and physical specimen dynamics. Several 

model-based applications will be studied, including: (i) RTHS for lightly-damped and highly-

nonlinear structure, (ii) RTHS of bridge vibration mitigation strategy using an MR damper, and 

(iii) virtual RTHS with adaptive compensation of a three-story steel frame. Once the success of 

the single-axis model-based strategy is demonstrated, the stage will be set for a multi-axial 

expansion of the model-based strategy. 

Chapter 5 will introduce the major contribution of this dissertation in the form of the multi-

axial RTHS. Requirements for the successful execution of multi-axial RTHS will be listed, 

including kinematic transformations, actuator compensation, multi-axis load and boundary 

devices, and computational and input-output peripherals. A simple steel moment structure will be 

excited with a ground acceleration and used for a validation study. A single physical specimen will 

be tested in this study. Out-of-plane vibrations will be ignored. 

Chapter 6 will consider maRTHS with multiple boundary interfaces and physical 

specimens. Incorporation of multiple interfaces will expand the existing applications of the RTHS 

methodology. A validation study involving a multi-span curved bridge structure will be considered 

where two of the bridge piers will be physically tested while the remainder of the structure is 

numerically modeled. The behavior of the bridge tested via the maRTHS method will  first be 

compared to numerical simulation results. Next, the test specimen will be pushed in to the inelastic 

range to demonstrate that the proposed framework is capable of nonlinear dynamic testing of 

structures. In this validation study, out-of-plane capability of the maRTHS framework will be 

demonstrated.  

Lastly, Chapter 7 will provide concluding remarks regarding the developments in this 

dissertation and list future studies and research directions that the hybrid simulation community 

can explore.   
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Chapter 2 

 

CONCEPTS IN HYBRID SIMULATION  

 

2.1 Introduction 

This chapter provides the prerequisites for the technical concepts described later in this 

dissertation. The goal of this chapter is twofold: (i) breaking down real-time hybrid simulation 

(RTHS) framework into smaller subcomponents for ease of understanding, and (ii) insisting on 

some preliminary aspects, which would otherwise be overlooked. As an example, reference 

tracking and stabilization of a dynamical systems, like actuators, are possible only when certain 

conditions of observability and controllability are satisfied.  

2.2 Equation of motion 

Consider an n-story reference structure subject to some arbitrary external force Ὢὸ and ground 

motion acceleration ὼ ὸ, shown in Fig. 2.1(a). This is representative of a 2-dimensional building 

structure subject to dynamic forces and accelerations. This n-story structure is idealized as an n-

DOF discretized finite element model (FEM) in Fig. 2.1(b). An FEM model may have any number 

of DOFs for added complexity and realism, but for the sake of establishing the abstract concept of 

substructuring of an equation of motion, only the lateral DOFs are presented.  

 

(a) 2-dimensional building structure  (b) Idealized building structure 

Figure 2.1 Reference structure 

The equation of motion for the reference structure can be described as a second-order 

differential equation, given by 
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╜●ὸ ╒●ὸ ╡ὸ ╜Ɽὼ ὸ ╕ὸ (2.1) 

where ╡ὸᶰד , ╒ᶰד , and ╜ᶰד  are restoring force, and the positive semi-definite 

damping and mass matrices for the reference structure. For the elastic case, ╡ὸ ╚●ὸ with 

╚ᶰד  as the stiffness matrix. ●ὸ ὼ ὸȟὼ ὸȟȣὼ ὸȟὼ ὸ , ●, and ● are vectors 

of displacement, velocity, and acceleration value for the DOFs as a function of time ὸ.  The ground 

acceleration is described as ὼ ὸ and Ɽɴ ד  is an influence vector indicating the direction of the 

inertial forces. All lateral externally applied forces are described in vector form as ╕ὸ
Ὂ ὸȟὊ ὸȟȣȟὊ ὸȟὊ ὸ .  

The damping matrix is representative of the various friction and dissipative mechanisms that 

exist in structures. Because damping is a difficult phenomenon to model, it is customary to assume 

the damping matrix as proportion of the mass and stiffness matrices (i.e., Rayleigh damping).  

╒ ὥ╜ ὥ╚ (2.2) 

where ὥ and ὥ are positive coefficients that are fit to predefined modal damping values of the 

structures under consideration. Modal damping is another approach for estimating the damping 

matrix, where a specific damping ratio ‒ is assigned to each mode individually (Chopra 2011).  

The governing equation for the reference structure is next partitioned into numerical and 

physical substructures  by breaking down the property matrices per: 

╡ ╡ ╡ ,              ╒ ╒ ╒  ,              ╜ ╜ ╜  (2.3) 

where the subscripts N and P refer to numerical and physical substructures. The property matrices 

of the numerical and physical substructures should ideally add up to the property matrices of the 

reference structure. The new governing equations for the numerical and physical substructures are 

given by: 

╜ ● ὸ ╒● ὸ ╡ ὸ ╜ Ɽὼ ὸ ╕ὸ ╕ ὸ 

╜ ● ὸ ╒● ὸ ╡ ὸ ╕ ὸ 

(2.4) 

(2.5) 

where ╕ (t) are the feedback forces from the physical specimen to the numerical substructure. The 

numerical substructure is typically modelled as completely elastic. Therefore, the numerical 

restoring force is simplified to just a numerical stiffness element, ╡ ὸ ╚ ● ὸ.  

A structural element of interest is selected for physical substructuring in the reference 

structure in Fig. 2.1. The boundary point between the physical and numerical substructures is 

indicated with the red circle in Fig. 2.2. Within the numerical substructure, the states (e.g., 

displacements and rotations) associated with the boundary condition with the physical substructure 

are denoted as ● ὸṒ● ὸ. In an ideal world, the calculated boundary conditions are perfectly 

replicated in the physical substructure, with ● ὸ ● ὸ. Upon excitation of the physical 

substructure with boundary point states (i.e., conditions), specimen forces are measured and 

applied back to the numerical substructure at the location of the boundary condition.  

In reality, a perfect match between the numerical and physical boundary conditions is very 

difficult to achieve, due to the unwanted dynamics that exist in servo-hydraulic actuators. In the 

RTHS method, compensation algorithms are incorporated into the closed-loop architecture to 

ensure that the error between the numerical and physical boundary conditions are minimized 

within a finite time, otherwise instability issues can occur. 

ÌÉÍ
ᴼ
ȿ● ὸ  ● ὸȿ π (2.6) 
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(a) Closed-loop architecture of RTHS   (b) Application of RTHS to reference structure 

Figure 2.2 Real-time hybrid simulation of the reference structure 

2.3 Dynamic system control  

The job of control theory in engineering is to alter and modify the responses of dynamic systems 

or plants. The behavior of a plant may be linear or nonlinear, and deterministic or stochastic. The 

plant inputs, outputs, and states are described by the vectors ◊ὸ, ◐ὸ, and ●ὸ, respectively. 

The control objective is summarized as manipulation of the input signal ◊ὸ to ensure that the 

output signal ◐ὸ follows a prescribed trajectory and physical performance requirement. 

Given a linearized ὲ-DOF building structure in Fig. 2.1, a general form for the governing 

equation can be written as 

╜●ὸ ╒●ὸ ╚●ὸ ╕ὸ (2.7) 

where the input to the building structure or plant is the force vector ╕ὸᶰד . The outputs from 

the system can be defined as the story-level accelerations ●ὸᶰד , since displacement and 

velocity data are harder to detect via data acquisition sensors from a building structure.  

The second-order differential equation in (2.7) is next re-written as set of first-order 

differential equations, via the introduction of a new state variable ◑ὸ ●ὸ ●ὸ . 

Following a series of arithmetic manipulations, the governing equation can be written as a state-

space formulation, given by 

◑ὸ ═◑ὸ ║╕ὸ 

◐ὸ ╒◑ὸ ╓╕ὸ 
(2.8) 

═
╘

╜ ╚ ╜ ╒
,      ║

╜
,     ╒ ╜ ╚ ╜ ╒,    

╓  

(2.9) 
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where ═ ᶰד ,  ║ ᶰד , ╒ ᶰד , and ╓ ᶰד  are state, input, output, and 

throughput matrices, respectively. ◐ὸ ᶰד is a vector of outputs (i.e., story-level absolute 

accelerations). In the state-space matrices provided in (2.9), ╘ɴ ד  and ᶰד  are identity 

and zero matrices. 

The eigenvalues and eigenvectors of the state matrix ═, are described by  ᶰד  and 

╥ᶰד   respectively. An ὲ-DOF system has ὲ eigenvalues which can be obtained through 

╥═╥ ὨὭὥὫ‗ȟ‗ȟȣȟ‗ ȟ‗ . A linear time-invariant (LTI) system is said to be 

stable when ὙὩ‗ π for Ὥ ρȟςȟȣȟςὲ ρȟςὲȢ For non-linear systems, the Lyapunov direct 

method may be used for proof of stability (Chen 1999). The analytical expression for the states of 

the system in (2.8) is computed via: 

◑ὸ ꜚὸ◑ ꜚὸ †║╕†Ὠ† (2.10) 

where ◑ ◑π ᶰד  are the initial conditions for the system states, and ꜚὸḧὩ
ὨὭὥὫὩ ȟὩ ȟȣȟὩ  ȟὩ . 

Sometimes dynamical systems are converted from time domain to Laplace domain (or 

frequency-domain). In frequency-domain differential operations are converted to algebraic 

operations, resulting in computational efficiency. Laplace transform is a one-sided improper 

integral given by: 

ὖί ὴὸὩ Ὠὸ (2.11) 

with ί as the Laplace variable. ὖί and ὴὸ are a Laplace pair (i.e., Laplace and time domain 

manifestations of the same function). A linear time-invariant dynamical system can be described 

in the Laplace domain as a transfer function. The equation of motion in (2.7) for a single-DOF 

system, given an input force Ὂὸ and output acceleration ὼὸ is written as: 

╖ ί
ὢί

Ὂί

ί

άί ὧίὯ
 (2.12) 

where Ὧ, ὧ, and ά are the stiffness, damping, and mass parameters for the single-DOF system. The 

subscripts of the transfer function ╖ ί describe the output-input pair, respectively. The transfer 

function for the ὲ-DOF can be obtained by converting the state-space to a transfer function 

formulation: 

╖●╕ί
╧ί

╕ί
╒ ί╘ ═ ║ ╓  (2.13) 

The state-transition matrix in Laplace-domain is defined as ί ί╘ ═
flꜚὸ , with fl indicating a Laplace transform. Even before solving the differential equation, a 

transfer function can provide valuable information about the system characteristics. The numerator 

and denominator of a transfer function can be written in factored form: 

╖ί
ὔί

Ὀί

ὑί ᾀ ί ᾀ ȣ ί ᾀ ί ᾀ

ί ὴ ί ὴ ȣ ί ὴ ί ὴ
 (2.14) 

where ὔί and Ὀί are numerator and denominator polynomials. The roots of the numerator 

and denominator, ᾀ for Ὦ ρȟςȟȣȟὥ and ὴ for Ὧ ρȟςȟȣȟὦ and ὑ, are termed as the zeros, 

poles, and gain of the transfer function, respectively. All zeros and poles are either purely real 

valued ὴ „, or appear in complex conjugate pairs ὴ „ Ὥ . For a stable system, all the 
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poles must have negative real parts, otherwise the output of the system increases without bounds, 

resulting in instability.  

2.3.1 Controllability and observability 

A system of linear algebraic equations has unique solutions if and only if the rank of the system is 

equal to the number of variables in that system. Controllability and observability are important 

tests for the LTI  systems that involve ranking testing of state-space matrix combinations. 

Controllability describes whether a system can be manipulated with a control input, in a finite 

time. Observability describes whether the states of a system are observable given the available 

knowledge from the system inputs and outputs, in a finite time. These concepts are later on tied to 

controllers and estimators.  

For the ὲ-DOF system in (2.1), the controllability matrix is given by: 

רּ ║ ═║ ═║ ȣ ═ ║  (2.15) 

and if the rank of the controllability matrix is equal to the rank of the system, ὶὥὲὯּר ςὲ, the 

dynamical system is controllable. Similarly, an observability matrix is written as: 

￼ ╒ ╒═ ╒═ ȣ ╒═  (2.16) 

and if the rank of the observability matrix is equal to the rank of the system, ὶὥὲὯ￼ ςὲ, the 

dynamical system is observable.  

2.3.2 State feedback 

Full-state feedback is the simplest form of control action, used to change how a dynamic system 

(plant) behaves by moving the poles of the system. A state feedback matrix ╚ ᶰד  scales the 

system states and typically gets added to the reference trajectory ►ὸ to produce a control signal 

◊ὸ ╚◑ὸ ►ὸȢ For the dynamic system in (2.1), the reference signal is ╕ὸ ►ὸ. The 

new closed-loop state-space system with the added state-feedback is demonstrated in Fig. 2.3, and 

also expressed in (2.17). 
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Figure 2.3 State-space system with full state feedback 

◑ὸ ═ ║╚◑ὸ ║►ὸ (2.17) 

Having established the concepts of controllability and stability and state-feedback, the 

following theorem needs to be stated: An LTI system is stabilizable if there exists a state feedback 

matrix ╚ that can ensure ═ ║╚ is stable. All unstable modes need to be controllable for this 

condition.  

2.3.3 State observer 

The assumption so far has been that states of the dynamical system are available for feedback 

action. Measurements of states depend on availability and distribution of sensors. For instance, in 

the dynamical system in (2.1), installation of accelerometers results in the availability of the 

acceleration states. Other states like velocity and displacement are typically not available. A state 

observer or estimator will generate an estimate of the states of the plant, whether available or not. 

Development of state observers typically require advanced knowledge of the system and the 

availability of an estimate of the dynamical model. Assuming a perfect knowledge of the plant 

dynamics, the following state observer can be designed: 

◑ὸ ═ ╛╒ ◑ὸ ║►ὸ ╛◐ὸ (2.18) 

where ◑ὸ and ◑ὸ are estimates of the system states and their derivatives. ╛ɴ ד  is termed 

as the observer gain, and the main design objective in a state observer. A dynamic system is said 

to be detectable if there exists an observer gain ╛ such that ═ ╛╒ is stable. All unstable modes 

must be observable for this condition (Tsai and Gu 2014).  
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Figure 2.4 State-space system with a state observer  

A major share of the discussions on dynamic system controls in this dissertation surrounds 

the control of servo-hydraulic actuators which are critical to experimental testing of structures ï 

in particular, the physical testing component of RTHS.  

2.3.4 PID control 

The proportional-integral-derivative (PID) controller is a populator control algorithm that is often 

used as an inner stabilizing controller for many research and industrial control applications. 

Simplicity and ease-of-design have made PID a popular choice. The error between a reference and 

measured executed signal are computed and subjected to proportional, integral, and derivative 

gains ï the three gains.   

The design objective for a PID controller is summarized in the optimization of the three gains 

Ὃ , Ὃ, and Ὃ . Proportional gain reduces rise-time and the steady-state errors between the 

reference and measured signals. However, it also results in overshoot and ripple effects (i.e., 

extended settling time). Derivative gain reduces the overshoot and ripple effects. The proportional 

gain can never fully remove steady-state error; thus, an Integral control is usually included. These 

gains are increased from a zero position slowly until the desired performance between the reference 

and measured signals ὶὸ and ώὸ are met. The Ziegler -Nichols rule is an attempt at developing 

heuristic tuning steps for a PID controller.  
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Figure 2.5 PID control architecture 

The command signal όὸᶰד is the summation of the error terms multiplied by their 

corresponding PID gains 

όὸ ὋὩὸ Ὃ Ὡ†Ὠ†Ὃ
ὨὩὸ

Ὠὸ
 (2.19) 

2.4 Servo-hydraulic actuators 

Servo-hydraulic actuators fulfil the important purpose of imposing boundary conditions on 

physical specimen in an RTHS test. Actuators can operate individually or in tandem to actuate one 

or more Cartesian DOFs. The LBCB device shown in Fig. 1.4 for instance has six actuators and 

can impose motion in six DOFs. Based on the principles of incompressible flow, hydraulic fluid 

pressure provides the main energy source for a series of mechanical and electrical apparatuses that 

result in extension or retraction of an actuator arm. As the flow of the hydraulic fluid is stymied, 

pressure is built up.   

The operation of a servo-hydraulic actuator begins with a hydraulic oil tank. An oil pump 

generates flow through the pressure pipe shown in blue in Fig. 2.5(a). A tank pipe, shown in red, 

returns the flow of oil into the oil tank, ensuring a closed-loop operation. A hydraulic actuator has 

two chambers: left and right as illustrated in Fig. 2.5(b).When oil flows into the right chamber is 

followed by pressure build up in the right chamber and a resultant pressure differential across the 

piston. This results in the extension of the piston rod. Similarly, oil flow into the left chamber 

corresponds to a retraction of the piston rod.   
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(a) Closed-loop hydraulic actuator  (b) Chambers of a hydraulic actuator 

Figure 2.6 Operation of a servo-hydraulic actuator 

A spool valve controls the flow of into each chamber of the actuator. Control and trigger of 

the spool valve are typically conducted in three ways: (i) manually, (ii) solenoids, and (iii) servo 

valves. A manual approach at triggering a spool valve is the simplest form but is not an option for 

real-time applications. Solenoids are inexpensive and easy to operate. High flow rates and high 

frequency operations are however not possible due to the physical limitations of solenoids. 

Electrohydraulic servo valves are another popular but more expensive options for operation of 

more powerful hydraulic actuators with a small electric signal.  

2.4.1 Servo valve 

The focus of the discussion herein is limited to two-staged electrohydraulic servo valves, similar 

to the types used in the experimental setups in later sections. These servo valves are able to convert 

low-powered electrical signals to high-precision control, high-power and low-speed hydraulic 

actuators (Changhai and Hongzhou 2014). The two-stages involved are: (i) flapper nozzle system, 

and (ii) spool valve. The servo valve receives high pressure hydraulic oil from a pump and an 

electrical signal. The job of a servo valve is to release hydraulic pressure to an actuator proportional 

to the electrical current provided (Merritt 1967).  

The mechanisms involved in the operation of a two-staged servo valve are highly precise and 

repeatable. Fig. 2.7 provides a schematic of a two-staged servo valve. Hydraulic oil supplied from 

an oil pump enters through the supply pipe and rises in the spool valve (blue region) chamber in 

stage 2. When the hydraulic actuator is intended to be at an equilibrium position, no electrical 

signal is applied to the flapper in stage 1. Hence, the flapper stays in a vertical position and oil 

flow continues through the nozzles (yellow region) to leaves through the tank return pipe. In this 

configuration, the oil pressure in the vertical columns to the left and right of the spool remain 

equal, resulting in no pressure differential and movement.  
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Figure 2.7 Two-stage servo valve and hydraulic actuator 

Now suppose the objective is to extend the piston rod by increasing the pressure in the left 

chamber of the illustrated hydraulic actuator. An electrical signal is applied to the coil windings 

around the armature in stage 1. The coil generates an electromagnetic torque. The newly 

magnetized flapper reacts with the permanent magnets and deflects from the original position. The 

flapper moves horizontally, hindering the flow through one of the nozzles. The decrease in the 

flow of oil through one nozzle results in the accumulation of pressure in the vertical chamber. This 

is also associated with a reduction in the oil pressure in the opposing vertical chamber. As a result 

of the pressure differential at the ends, the spool begins to move releasing flow into the left 

chamber. Lastly, the pressure in the left chamber of the actuator increases and the piston rod 

extends.  

A feedback mechanism exists that brings the servo valve back to equilibrium. The sliding of 

the spool results in displacement at the base of the feedback wire, which is fed back to the flapper. 

The feedback wire provides a spring force that opposes the direction of motion of the spooler. This 

spring force increases until an equilibrium state is reached. The servo valve can therefore release 

oil flow proportional to the direction and the magnitude of the current applied to the armature.  

2.4.2 Parametric modeling of hydraulic actuation 

In developing a parametric model, the major components that form a hydraulic actuator system in 

series are separated and dynamic models of each are formulated. These components include the 

testing specimen, hydraulic actuator (cylinder), servo valve, and controller. A single-DOF physical 

specimen is considered by simplifying the system in (2.1). To move the physical specimen, a piston 
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rod applies a force of Ὢ. This dynamic force engages the dynamic properties of both the actuator 

cylinder and the physical specimen.  

άὼὸ ὧὼὸ Ὧὼὸ Ὢὸ (2.19) 

where ά ά ά , ὧ ὧ ὧ, and Ὧ Ὧ, with subscripts ί and ὴ referring to specimen and 

piston rod components of mass, damping and stiffness. The stiffness of the actuator here is 

expected to dominate the stiffness of the hydraulic actuator (Carrion and Spencer, Jr. 2007). The 

specimen is assumed to stay in the linear elastic range in (2.19). A transfer function model of the 

equation of motion is achieved by converting to Laplace domain 

╖ ί
ὢί

Ὂ ί

ρ

άί ὧίὯ
 (2.20) 

The physical principal behind deriving the dynamic equation for a hydraulic actuator is the 

flow continuity principle. Flow continuity is a form of the law of conservation of mass that of 

course appears in fluids. For a given volume of fluid with volume and density of ὠ and ”, and 

input and output flows ή  and ή  and densities ”  and ”  shown in Fig. 2.8(a) the following 

relationship is established 

ή ή
Ὠὠ

Ὠὸ

ὠ

”

Ὠ”

Ὠὸ
 (2.21) 

 

(a) Control volume for continuous flow  (b) Hydraulic actuator 

Figure 2.8 Schematics for continuity flow relationships 

Next, the bulk modulus of elasticity for fluids   is considered, with Ὠὴ defining a 

differential change in pressure, and Ὠ”, the differential change in density of the object, in order to 

remove the density terms in (2.21).  

It is also important to incorporate the flow directions into relationship (2.21) as the 

extension/retraction behavior of hydraulic actuators matters. By considering actuator motion in 

one direction only, (2.21) simplifies to the given 

ήὸ ὃὺὸ
ὠ



Ὠὴὸ

Ὠὸ
 (2.22) 

where A is the internal area of the piston, ὺ is the fluid velocity, ὠ is the volume of the chamber, 

and Ὥ specifies which chamber (e.g., 1 for left and 2 for right). So far, the continuity assumption 

has assumed a perfect flow without any leakage. However, leakages exist in the form of external 

leakage: from actuator lining to the drain, and internal leakage: across the piston. The total load 
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flow, hence, includes volumetric flow, leakage flow, and compressibility. Combing equation 

(2.22) for Ὥ ρȟς and given that ὠ ὠ ὠ, the following relationship is arrived at 

ή ὸ ὃὼὸ ὅὴ ὸ
ὠ

τ
ὴ ὸ (2.23) 

where ή  is the total load flow, ὃ is the area of the piston (assumed equal on both sides), 

ὼ is the velocity of the piston, ὅ is the total leakage coefficient, and ὴ ὸ ὴ ὸ ὴ ὸ is the 

load pressure (Merritt 1967). The force applied by the piston rod is Ὢὸ ὃὴ ὸ. Expressing 

the first-order dynamics in the Laplace domain 

╖ ί
ὖ ί

ὗ ί ὃίὢί

ρ

ὅ
ὠ
τ
ί
 

(2.24) 

The characteristics of a three-land four-way spool valve similar to those in Fig. 2.7 are 

considered next with the objective of expressing load flow as a function of load pressure and 

displacement of spool from the neutral position. A total of 11 nonlinear algebraic equations must 

be solved simultaneously, which can be tedious. By confining the operational horizon of the valve 

to the vicinity of the neutral position, a Taylor series expansion of the load flow equation 

approximated per 

ή ὸḧ
ή

ὼ
ὼ ὸ

ή

ὴ
ὴ ὸ (2.25) 

where the first partial derivative is defined as the flow gain ὑ ḧ  and the second partial 

derivative is the flow-pressure coefficient ὑ ḧ . 

The dynamics of a servo valve are quite difficult to model due to the complex physical 

geometry of the various spools and oil chambers. Pressure flow inside the chambers of a servo 

valve spool are inherently nonlinear (Mu and Li 2011). Many researchers have used first-order 

models for describing dynamics of servo valves (Carrion and Spencer, Jr. 2007; Qian et al. 2014). 

Merritt (1967) derived a third-order model, Kim and Tsau (2000) proposed a fifth-order model, 

and Changhai and Hongzhou (2014) proposed a seventh-order model. For the sake of simplicity, 

a first-order model of servo valve dynamics used per 

╖ ί
ὑ

ρ †ί
 (2.26) 

where ὑ  is the servo valve gain, † is the model time constant, and ί is the Laplace variable.  

The linearized dynamics of the physical specimen in (2.20), actuator pressure in (2.24), servo 

valve flow in (2.25), and spool valve motion in (2.26) are combined to formulate the closed-loop 

dynamics of the complete servo-hydraulic and specimen system in Fig. 2.9 and fourth-order system 

in Eqs . (2.27-2.32). A proportional controller with a gain of Ὃ is assigned to the error term Ὡὸ 

between the control and measured signals όὸ and ὼὸ.  
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Figure 2.9 Closed-loop dynamics of servo-hydraulic and specimen system 

╖
ὥ

ὦί ὦί ὦί ὦί ὦ
 (2.27) 

ὥ τὑὑὃ 

ὦ τὑὯ τὑὑὃ 

ὦ τὑ ὠὯ τὃ τὑὯ† 

ὦ τὑά ὠὧ τὃ† τὑὧ†ὠὯ† 

ὦ ὠά τὑά† ὠὧ† 

ὦ ὠά† 

(2.28) 

(2.29) 

(2.30) 

(2.31) 

(2.32) 

(2.33) 

The dynamic coupling between the physical specimen and the actuator is described by a 

natural velocity feedback. This phenomenon is described as control-structure interaction in (Dyke 

et al. 1995). The parametric model identified in (2.27) is capable of capturing this phenomenon for 

a single-DOF specimen. With the introduction of system identification and nonparametric 

modeling in later sections, natural velocity feedback for higher-DOF structures are incorporated 

into the linearized model of the servo-hydraulic actuator and structure system.  

A parametric model, also known as a white-box model, must be fit to a physical model. 

Manufacturer specifications provide accurate estimates of many of these parameters. Optimization 

algorithms for parameter identification may be used because of the finite-dimension of the 

parameter space (i.e., finite number of unknowns). The linear least-square approach is a simplest 

form of parameter estimator. Tidwell et al. (2009) uses a nonlinear least-square approach, and Qian 

et al. (2014) uses a genetic algorithm approach for identification of the parameters. The limitation 

of parametric modeling is that the exact structure of the dynamical system must be known.  

2.4.3 Nonparametric modeling of hydraulic actuation 

Nonparametric modeling differs from parametric in that input-output relationships for dynamical 

systems are not based on predetermined explanatory parameters (e.g., flow coefficients). These 

models are also termed black-box because the structure of the physical process is completely 

ñblackò or unknown. The benefit of nonparametric modeling is that it is applicable to the physical 

specimen with unknown performance tested via the RTHS method. Important design and 


