ABSTRACT

Hybrid simulation is a widely accepted laboratory testing approach that partitions a proposed
structure into numerical and physical substructures, for a spadeosteffective testing method.
Structural elements that are expected to remain in the lelastic range are usually modeled
numerically, while computationally intractable nonlinear elements are tested physically. The loads
and conditions at the boundaries between the numerical and physical substructures are imposed by
servehydraulic actuatorswvith the responses measured by loadcells and displacement transducers.
Traditionally, these actuators impose boundary condition displacements at slow speeds, while
damping and inertial components for the physical specimen are numerically calculatestbwhis
application of the boundary conditions neglects-cependent behavior of the physical specimen.
Reattime hybrid simulation (RTHS) is an alternative to slow speed hybrid simulation approach,
where the responses of numerical substructure are delduéand imposed on the physical
substructure at real world natural hazard excitation speeds. Damping, inertia, stepeatdent
material effects are incorporated in the physical substructure as a resulttoheci@sting.

For a general substructurthe boundary interface has six degreéfreedom (DOF);
therefore, an actuation system that can apply raultl loads is required. In these experiments,
the boundary conditions at the interface between the physical and numerical substructures are
imposa by two or more actuators. Significant dynamic coupling can be present between the
actuators in such setups. Kinematic transformations are required for operation of each actuator to
achieve desired boundary conditions. Furthermore, each actuator pp#sessant dynamics that
needs appropriate compensation to ensure an accurate and stable operation.

Most existing RTHS applications to date have involved the substructuring of the reference
structures into numerical and physical components at a singtéice with a on®OF boundary
condition and force imposed and measured. MM@F boundary conditions have been explored
in a few applications, however a generatBRF stable implementation has never been achieved.

A major research gap in the RTHS doma the development of a mutkial RTHS framework
capable of handling six DOF boundary conditions and forces, as well as presence of multiple
physicalspecimensnd numericato-physical interfaces.

In this dissertation, a muitixial reaitime hybrid simulation (maRTHS) framework is
developed for realistic nonlinear dynamic assessment of structures under natural hazard excitation.
The framework is comprised of numerical and physical substructures, aatyasomics
compensation, and kinematic transfations between Cartesian and actuator/transducer
coordinates. The numerical substructure is compiled on dim@lembedded system, comprised
of a microcontroller setup, with onboard memory and processing, that computes the response of
finite element mods of the structural system, which are then communicated with the hardware
setup via the inpubutput peripherals. The physical substructure is composed of aauoiuititor
boundary condition box, loadcells, displacement transducers, and one or morel @pgsitnens.

The proposed compensation is a mdaeted strategy based on the linearized identified models
of individual actuators. The concepts of the mdaided compensation approach are first validated
in a shake table study, and then applied to siagd multiaxis RTHS developments.

The capabilities of the proposed maRTHS framework are demonstrated via thaxiallti
load and boundary condition boxes (LBCBs) at the University of lllinois Urdrsanpaign, via
two illustrative examples. First, teaRTHS algorithm including the decoupled controller, and
kinematic transformation processes are validated. In this study, a moment frame structure is



partitioned into numerical beaoolumn finite element model, and a physical column with an
LBCB boundarycondition. This experiment is comprised of six DOFs and excitation is only
applied in the plane of the moment frame. Next, the maRTHS framework is subjected to a more
sophisticated testing environment involving a msfian curved bridge structuide this second
example, two LBCBs are utilized for testing of two physical piers, and excitation is applied bi
directionally. Results from the illustrative examples are verified against numerical simulations.
The results demonstrate the accuracy and promisingrenatf the proposed stabé-the-art
framework for maRTHS for nonlinear dynamic testing of structural systems using multiple
boundary points.
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Chapter 1

INTRODUCTION

1.1 Motivation

In the past 20 years, natural hazamdtigation has experienced increased focus and investment.
In 2004, the National Science Foundation (NSF) instituted the George E. Brown Jr. Network for
Earthquake Engineering Simulation (NEES)develop innovative solutions and enhatice
design and construction practices fainimizing earthquakeand tsunaminduced damage
NEES stretched over 15 facilities across the UnSaboratories welequipped with shake tables,

a tsunami wave basin, geotechnical centrifuges, and a variégldsfestingequipmentDuring

the 1Qyear operation of NEES, earthquakagineering education and research saw huge strides
and generatelhrge volumes of literaturé&ollowing the conclusion of NEEShe natural hazards
engineering community looked for newograms, research funding opportunities, and a broader
research focus via inclusion of other forms of natural hazémddhe years sincehe Natural
Hazards Engineering Research Infrastructure (NHERI) was founded as the national research
infrastructurewith multiple focuses (e.g., earthquaked wind reseah).

With the looming consequences of climate chatlgeats of natural hazards in major urban
centers energy issues, current COW® pandemicand global recession, theed to develop
new strategies teehabilitateandrebuild of our aging civil infastructure is morgnportantthan
ever before. The goal afiew infrastructure efforts should be the creation of resilient and
sustainable communities. Traditiomalil infrastructureapproacheshouldbe complementewith
multi-hazardconsideration$ocusng onmitigation and resilience.

Historically, engineers hawelied on numericale.g., finite element) modeling, quasatic
(cyclic), and shake table testifay assessment of element and system level interachiomserical
modelinghasseen rapigirowth inrecentyears With advances in computational hardware, parallel
computing, and increases in affordability and availability of supercomputers, engineers and
researchers have the unprecedented ability to devappisticatedfinite element models
However, pedictions of numerical modeére only as good as the assumptionsvhich they are
based and although numerical modeling can be extremely accurate for elastic systems, nonlinear
predictions are often inaccurat€herefore, physical testirig often desired for exploration of the
nontrivial phenomena in structures and materials

1.2 Experimental testing

From early verif i c dotidertificaionmffthe mbsesopHisticale@ dagerial a w
constitutive models and structural belwasj experimental testing is deepijewoven inthe

science ofstructuresNot only are experiments useful in uncovering new physical phenomena and
validating existing theories, but also serwe establishingreliability metrics and builiehg
confidencein engineering solutiongkxperimentalibration testing of structural systems can be
classified into two main categories: {jgld testing and (ii)laboratory testing



Field vibration testing strategies can lassified adorced and unforced vibratiotests
Forced testing involves installation of a vibration generator (e.g., shaking machastuatorys
for providingprescribedexcitation to thestructureof interest(Chopra 2011)Unforced strategies
rely on naturally induced vibtians (e.g.ambientwind and vehicular)The relationships between
the input forces and the sensors provide a basis for evaluatioraaety of structural parameters,
includingdamping and natural frequencidsiang and Pappa 1985; Peeters and Roeck.TH89)
fundamental limitation of field/ibration testing is that structures canrm pushed beyond the
elastic range, and nonlinear properties stapicealed.In addition, occupants and owners of
structurege.g.,municipalitieg areoften reluctanto have properties vibration tested operations
may beaffected by testing

Laboratoy testsare often more desirable as th@ypvide a more controlled environment for
experimenal testing For nonlinear performance assessmarssful for earthquake and wind
engineeringstructures are testedeather

i. slow speeds (e.g., quasiatic testing)or
ii. fastspeeds (e.g., shake table and fast cyclic testing)
with slow speed testingtendedo suppress inertial effects and focus only on stiffness forces.

In quaststaticor slow cyclic testingan actuatoimposes a predefined displacement or force
history on a structural elemaeuitinterest The performance of the structure is assessed under cyclic
load reversals and amplitudariations Quaststatic testing is a popular method for identifying
the nonlinear bekbone curves and hysteretic behaviors of structures and matandlthe slow
nature of the method all®vesearchers to observe the damage propagate on the spéedimen
obvious limitationthe quasstatic method is that inertia¢ffects are ignored,na materials and
structures with high degrees of ratependence must be tested using alternative metkrads.
cyclic testing is an alternative, where the cyclic loading is fast enough to engage inertial
(acceleration) effectSomeliterature is devoted to exploring the dependence of common building
materials (e.g., steel and concrete) to the rate of lodQinge et al. 2017; Malvand Ross 1998;
Murray et al. 2014)Another limitation of the quasstatic test method is that structural elements
are testedhdependentlyand system level interactions are not consideasghown in FiglL.1. In
addition, the cyclic loading of theratture bears no resemblance to forces sustained by the
structure undenatural hazarexcitation
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Figure 1.1 Quaststatic testing subject to predefined displacement trajectory

Understanding and engineering structures to withstamoral hazardeequires researchers
to have the dynamic experimental tools necessary to repieadeded excitationdkesearchers
typically useshake tabléestto subject structures to synthetic and historical earthquakes as a basis
for assessing structural performarfcaco et al. 2010; Reinhorn et al. 200@he earliest form of
a shake table was a hapdwered device builh Japarin the 1890¢Severn 2011)Until the first
ever ground motion was recorddce( Long Beachi 1933), shake tables were mostly simple
mechanical devices that imposed simple cyclic displacements to the base of a {tbavieme et
al. 2012) With the advenof strong motion seismometers, electromechanicakangshydraulic
shake tables were developed to reproduce synthetiprandcordedearthquakesShake tables
were developed for scaled and fsited structuresSignificant developments were made in the
form of the 7.6m 12m shake tablen San Diegoand the 20m15m EDefense shake table in
Japan, both capable of testing fedlale structure@_uco et al. 2010; Ohtani et al. 2004)

Shake table actuators have physical characteristics such as friction, fredepeoglence,
nonlinearites (Rea et al. 1977)and more sophisticated phenomenke licontrolstructure
interaction (CSl)whichrefers to the dynamic coupling between actuators and test str(i2ye
et al. 1995; Zhao et al. 200%) wide body of literature is available discussing the different control
strategies for compensation of shake table dynamics to ensurataaeplication opre-recorded
ground motiongFletcher 1990; Gao et al. 2011; Phillips et al. 2014; Spencer and Yang 1998;
Stoten and Shimizu 27; Twitchell and Symans 2003)

Although shake table testing is the most complete and accurate method for assessment of
seismic behavior of structures, the method faces many challenges and limitations:

i. large shake tables are few, expensive to build and operate, and inaccessible to most
researchers and engineers,

ii. small shake tables are limited to small specimen, which must be designed using
complex similitude laws and results may not extrapolate to results of equivalent full
scale tests,

iii.  shake table actuators have their own dynamicsiwieed to be compensated in order
to accurately replicate historical ground motions, and



iv.  although one or few structural elements may be of interest, the entire structure must
be built and tested as shown in Fig. 1.2.
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- >
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Figure 1.2 Shake table testing replicating historical earthquake

From the discussion on the traditional testing techniques so farvtdent that material
ratedependent phenomena are primary reasons why fast testing techniques are desirable in some
instancs. The next section discusses the physics ofdafgendence.

1.3 Material rate -dependence

In general, the hysteretic behaviors of materials and structural systems tend to vary between quasi
static and dynamic load scenarios. Experimental evidence has demonstrated that under dynamic
loading, the elastic modulus remains largely the same, wisllo#id capacity (i.e., height of the
hysteresis) tends to gro@ampbell 1954; Cristescu 1967; Goldsmith 1960)e loading rate is

often described by the measure of strain rate experienced by the structures and materials.

For hybrid simulation applications, the challenge in classifymgterial strain rate
dependence is twofold: (i) if the rasensitive load capacity increase happens at typical loading
frequencies of natural hazard excitations, anduiigtherthe ratedependence makes a significant
enough difference to run experimeatsrealtime speeds, instead of slowddwn speeds. Real
time testing poses additional experimental challenges, which may not be desirable if rate
dependence is insignificant. Nevertheless, stti@pendence is an important consideration for
both theoretal and experimental constructs.

Strain rate dependence of commonly used structural materials include steel, concrete, and
masonry have been widely studi€thang and Le€1987)studies the A36 structural steel under
monotonic and cyclic loading conditions with strain rate range af /sec top 1 /sec. Faster
strain rates corresponded to increased yield capacity and longer plastic plateaustSteéiects
were found to be ore significant under monotonic loading than for cyclic load®@igang et al.

(1989) applies the endochronic plasticity model for evaluation ofrstiate effects on inelastic
behavior of structural steel under earthquake loading. At extreme strain rat@s f/sec, such

as impact loading scenarios, mild steel was found to have yield strengths of around 2000 MPa
(Singh et al. 2008)When a ball projectile is impacted with a steel plate, the depth of surface
penetration is correlated with the yield strength of the steel. The yield strength was demonstrated
to be sensitive tthe velocity of the ball projectileMurray et al.(2014)highlight the yield and
ultimate strength increase in steel reinforcement bars for AB7@8nd A992 steels. A5730



exhibits yield strength increases of up to 35% and ultimate strengths of 0p6toAB92 steel
exhibits yield strength increases of up to 45% and ultimate strengths increases of up to 20%.
Thereby, high strain rates have been shown to drastically change the yield capacity of structural
steel.

Concrete materials have also been thgestitof several material rattependence studies.
Malvar and Ros(1998)offers a literature review on the effects of strain rate on tensile strength
of concrete. A bilinear function of the strain rate is improved to describe dynamic amplification
data based on Comité Eulaternational du Béton Model Code repathou and Haq2008)
compares numerical models and experimental results for compressive behavior of concrete. Strain
rate effects amplify the dynamic increase factor (DIF) of compressive capacities for strain rates of

¢ T/sec. A secondary amplificatide also suggested to be induced by inertial confinement
effects at strain rates of p 1t 7fs&c.Chen et al(2013)suggests that althobdIF is observed in
flexural strength, the direct tensile strength of concrete is more sensitive to increases in strain rate
than flexural strengthGhannoum et al(2012) performs cyclic testing on reinforced concrete
columns at slow and fast speeds. Cyclic speeds of up to 1,016 mm/s were investigated, with higher
cyclic loads resulting in lateral load capacity increases of up to 33%.

Few literatures in the hybrid simtilan are also devoted to exploration of the material rate
dependenceShing and Mahin(1988) developed a singl degreeof-freedom (DOF)numerical
model for hybrid simulation to study the effects of DIF in the strength of seismically excited
structures. The maximum strain rate sustained by the strust@d/sec, which translates to a
monotonic DIF of 40%. Two significant parameters are highlightgthining taatedependence
of materials: (i) natural frequency of structure, and (ii) characteristics of the excitation. A multi
DOF structure with high rtaral frequencies coupled with a high frequency excitation may result
in strain rate induced increases in capadiihae et al(2017) studied the ratelependency of
reinforced concrete piers subject to slspeed ad realtime hybrid simulation tests. Small
increases in capacity were exhibited along with increases energy dissipation. The bridge structure
considered in these hybrid simulation tests experienced an average reduction of 5% in the
maximum displacements.

Although countless studies have illustrated-aggpendence of steel and reinforced concrete
building materials, the discussion on the significance of such phenomena under seismic and wind
loads is not a settled one. Existing studies and literature arenfg\Wwmited in scope. In addition,
available results fail to demonstrate significant4dgpendence at seismic and wind loading rates,
and their repeatability is not verified.

On the other hand, high performance structural systems such as seismignistgaices,
passive energy dissipation devices, and sastive and active control systems possess significant
ratedependent physics. Seismic isolation devices include elastomeric and belloegs and
sliding friction pendulums devices. Passive enatiggipation devices include metallic, friction,
viscoelastic, tuned mass, tuned liquid dampers. Sethie and active control systems involve
active mass dampers and bracing systems, variable stiffness or damping systems, MR dampers and
smart materials. &ause these systems are -dgpendentyeattime testingmay be a more
suitable testing method.

Another timedependent material behavior is the stress relaxation phenomenon. Stress
relaxation describes the decrease in the structural stress levela adrstant strain is maintained.

In slowspeedslow speed testingholdramphold algorithms impose displacements on the
physical specimen(Carrion and Spencer, Jr. 2007Because the extended tirseale of
conventionaklow speed testing@nd the potentially long durations of hold, stress relaxation may



happen in the physical specimen. Stress relaxation calculations may wdif§ei@nt materials,
but generally speaking, it follows a logarithmic pattern with most of the relaxation happening
immediately. Temperature and stress levels also affect the relaxation frsiees 2014)

Stress relaxation was reporteddhang and Le€1987)for 10-minute holds. This relaxation
was less significant in the straardening zone as compared to the plastic plateau range. In
addition, with changing stiarates, a unique stressrain curve was not identified. This may be
attributed to stress relaxation under slowly changing strdlosqueda et al(2004) observed
force/stress relaxation forgecond holds. Continuous testing was proposed as an alternative to
ramphold testing to avoid relaxation.

1.4 Single-axis hybrid simulation

Hybrid simulationis an alternative to the quastiatic and shake tablestmethods, for examining
the response of structures. A hybrid testygsically comprised of both numerical (e.g., finite
element analysis) and physical substructures. The objective of the hyhuildtson method is to
overcome the limitations of quasiatic testing in incorporating systdavel interactions into the
experiment and need to test a complete structure in the shake table method.

Thefirst hybrid simulationtests weraleveloped in 1968y Hakuno et al(1969) A single
degreeof-freedom (SDOF) equation of motion was programmed into an analog computer and a
physical specimen was tied to an electromagnaticiator. Theanalogcomputer solved the
equation of motion and thestoring forces generatéwm thephysical specimeareused in the
next time stepTakanashi et a[1975)utilized a digital computer with a magnetic drum to solve
the equation of motion and the loaditagk (e.g., serveénydraulics). Serwhydraulic actuators
were moved slowly in small inements to achievgood tracking between target and executed
displacementsComputers were still quite primitive at the time and establishing the first hybrid
simulation took 2 years of developméNiakashima @20). In the U.S., work on hybrid simulation
begin in the 1980s withlanson and McClamrogii984) Mahin and Shing1985)implemented
full-scale hybrid simulation test and validated restiiscomparisons with analytical studies.

A major challenge with hybrid simulation is ensuring that the actuators accuratelgdrack
thetarget boundary conditions. Small errors can accumulate, propagalarge and inaccurate
hybrid simulation resultéShing and Mahin 1983Yhe first form of online compensation method
for ensuring actuatorsorrectly and accurately tracked boundary conditisntroduced in
Nakashima and Kat¢1987) The earliestattempts made afevelopingimplicit and explicit
numerical integration schemes for ensuring an accurate and stable hybrid simuaat®mext
(Dermitzakis and Mahin 1985; Nakashima et al. 1990; Shing et al..1991)

The basic procedure faexecutinga hybrid simulation experimeffr a structuresubject to
earthquake loadinig shown in Figl.3, andcan be summarized in four steps:

1. At each time step, the ground motion excites the numerical substructure

2. Within the numerical substructure, tisplacements at the boundary condition with
the physical specimen are computed.

3. A control algorithmensures that the physical boundary condition can be achieved
with sufficientaccuracy.

4. Physical executioms completevia actuatorsand restoring forces are recorded and
returned to the numerical model foethext time step.
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Figure 1.3 Hybrid simulation of the reference structure

Hybrid simulation is typically executed at slow speeds withnap-hold loading procedure.
Many developmentsallowed for the flexibility to pause and resume the loading during the
simulation. The advantage of such capability is for researchers to obdeevedamage and
structural behaviomaturally, slow rate of loading results imlynamicstructuralbehavios to be
ignored, andhybrid simulation is noan appropriatemethodfor materials with significant rate
dependen hysteresisMany studies have notesinall ratedependence in common structural
materials like steel and concrefean et al. 2014; Ghannoum et al.120 Li and Li 2012)
Therefore, hybrid simulation may be sufficient for steel and concrete.

The next waveof developmerdg came in the form of fast and re@he hybrid simulation
(RTHS). Early effortsto capture ratelependencesesulted inincreass in the speed ohybrid
simulation to ondifth of the speed of the actual earthqugR@kanashi and Ohi 1983The
actuatorand velocitycontrol capacities at the time did ngét allow for a reatime test RTHS
requires rapid discretieme implementation of embedded atata acquisition systemsyumerical
integration and actuator executidme firstsuccessful RTHS test was demonstratddakashima
et al.(1992)for a base isolated structuséth a viscous damper. Velocity and accelerapbgsics
of thespecimerwere automatically incorporated as a result of thetresd testing.

The consequence of the rd¢imhe implementation is that stability of the RTHS may be
jeopardized when the closémbp delay is too large. Experimental time delayRTHStranslate
into negative damping. When the clodedp system does not possess sufficient damping and
friction to turn the overalsystemdamping positive, instabilitcan occur Delays in RTHS
expeiments stem from actuator dynamicemputation, andommunicatiorprocessesActuators
are complex electrmechanical devices that possess many unwanted behav@rgputational
delays are due to the effort necessary for {at@pping integration algorithm&ommunication
delays are associated with the digital and analog signal processing, and exchange of signals
between different machines and hardwahaless a controller is dggmed to compensate for these
closedloop delays, instability is likelyfo occur A controller receives the target boundary
conditions (e.g., displacements or accelerations) and sends command signals to actuators for
execution

Hybrid simulation to thipoint was conducted by imposing a displacement target boundary
condition. Another type of hybrid simulation thatpsrformedin reattime is theeffective force



testing (ETF) method The computednertial force introduced as a result of the relative
acceeration of the maswith the groundin the numerical models imposed by the actuator
Thereforethe traditional displacement control is not necessary for this méthodg et al. 1999;
Thewalt and Mahin 1987; Zhao et al. 2005)

Researchers have adedtRTHS testing for a variety of structural engineering research
applicationsHoriuchi et al.(1996)perforrs RTHS on an energy absorber physical specimen and
compars results withthe shake table method. Polynomial extrapolation technigieassed for
actuator compensationhe limitation of this approach is ththeorder of the proposed polynomial
and the overshoot of the actuators when tracking high velocity con@Gamson ¢ al. (2009)
studies a semiactively controlled structure witla magnetorheologicalMR) damper, using the
RTHS methodThe MR damper and a single settwpdraulic actuatomakesup the physical
substructure in this developmeAtviscous dampess physically tested irChae et al(2013) The
adaptive time series (ATS) compensatproposed, where the coefficients of a seeordkr
compensator are updated using a lsgsfare algorithm to minimize dedloop time delaysThis
is a timedomain compensator and does not provide the predictability of frecidemncsin
compensators. Additionally, guarantees of parameter convergence and robustness of design are
not providedAsai et al.(2013)proposs a smart outrigger systefar tall buildings using clipped
optimal semiactively controlled MR dampers. A feedforward contraliarsed for compensation.
Ou et al.(2015) performsRTHS on an MR damper as well. A@ controlleris used for the
compensatio action. O controllers are best utilized when clodedp uncertainties are
guantifiable. Measurements of uncertainty are not readily available when physical experiments are
involved. AshasiSorkhabi et al(2015) utilizes a tuned liquid damper for RTHS testing and
comparsthe results of shake table and substructured configusalbang et al(2017)partitions
a 15story building structure into agtory numerical an8-story physical substructuresn inter
story isolation layer is introduced in theilbor along with an MR damper device for vibration
reduction. A modebased compensation techniques, basdehillips et al(2014) is incorporated
for dynamic compensation of the actuatéist further readig of singleaxis RTHS applications,
reader can sekhmadizadetet al. (2008, Chen and Ricle§2010, Gao et al(2011), Jung et al.
(2007, Maghareh et ali2013, Mercan and Ricle§2009, Nakata et al(2019, Reinhorn et al.
(2003, Shao et al(2011), Wu et al.(2006, andZhu et al.(2017)

1.5 Multi -axis hybrid simulation

Threedimensiona(3D) and multiaxis tests are important for realistic evaluation of structures and
materials.In the context of hybrid simulation, 3D numerical models interact with raxiél
boundary conditions (actuator assembliesjdform the physical specimens. The corresponding
3D restoring forces are then returned to the numerical model. The Load and Boundary Condition
Box (LBCB) at the University of lllinois Urbanr&hampaign, shown in Fid.4, is an example of

a multiaxial boundary condition designed fotulti-axial hybrid simulation applications.



Figure 1.4 Load and Boundary Condition Box (LBCB)

Multi-axial hybrid simulation ha®eenexplored over the last 1gears ands realized
typically throughone or morenulti-actuator boundarnterfacesA physical specimen is equipped
with several individual actuators or a rigraulti-axial boundarydevice(e.g., LBCB) as shown in
Fig. 1.5. The Multi-Axial Subassemblage Testing (MAST) system at the University of Minnesota
is anothemulti-axial boundarydevicethat has key quasitatic capabilitiegFrench et al. 2004)
Elnashai et al.(2005) describes the hybrid simulation capabilities at the Newmark Civil
Engineering Laboratgrat the University of Illinoisand describes examples for use of the farge
and smablscale LBCBs of the muHaxial full-scale substructured testing and giation (MUST
SIM) facility. Frankie et al(2013)implemens hybrid simulation on a curved fospan bridge
using the MUSTSIM facility, where the piers of the bridgeephysically tested, and the deisk
numerically evaluad. The results from the curved bridge simulatayecompared to analytical
simulations fowerification Murray and Sasari2016)perforns hybrid simulation on a reinforced
concrete frame structure under pulse type ground motions. Thisestatlyatedshear failures in
pre-1970s RC frame structures 10-story structure was considered, and despite immediate failure
of the physically testedotumns, the building structure did not undergo colla@athas et al.
(2017) introduces hybrid simulation for bridge pier uplifting under transverse seismic loading
conditions. A twespan bridgeis considered, where the pier is physical and the decks are
numerically evaluateddashemi et al(2017) introduces the MAST system at the Swinburne
University and its DOF application to an RC column. Carbon fiber reinforcement polymer
(CFRP) is usedbitrepair the column. A comparative study of the undamaged and damaged columns
concludes that CFRP repair of damaged columns can restore the resistance capacity and ductility
of earthquakelamaged column&adeghian et a{2017)performsmulti-axial hybrid simulation
of a sheacritical reinforced concrete frameModeling of such RC columns for accurate
reproductiorof damage patterrage discussed vast body of literature is designated to the multi
axial and multtactuatorhybrid simulation framework. This framework is however unable to
reproduce redlime 3D results becauseads are imposed at slow speeds

The multi-axial realtime hybrid simulation (maRTHSadds complications involving
actuator coupling and dynamics. Unless appropriate steps anddakead decoupling and control
of the multtactuator system, inaccuracies and instabilities may ré&akeborough et a(2001)
is the first example of RTHS with coupledtwo-actuatorssystem,used for a DOF RTHS
experiment.Darby et al.(2002) used the same twactuatorconfiguration andintroduced a
polynomial extrapolation algorithm for actuator compensatiornolih developments, actuators
are compensated independently.



Other literature in this domain explore increasim the number ofDOFsand use of more
sophisticated controllers for actuator dynamics and coupling compend@adace et al(2005)
proposes an adaptive polynomial forward prediction algorithm for facitiator RTHSJung et
al. (2007)performs maRTHS using two actuators (e.gDQF) and explores discrete feedforward
and phase lead compensatiBonnet et al(2007)investigats the effecs of highly stiff actuator
coupling.A stiff 3-DOF massspring system is studied with actuators installed at either €hds.
stiffer the masspring system is, the harder the job of controlling the actu#&arsnimal control
synthesis with a modified deand compensator is introduced, with adaptive feedforward and
feedback gainsPhillips and Spencegi2013) propose a coupled modebased controller for an
experimental setup with three actuators. Coupled and decoupled chlti® experimental setup
areevaluatedChae et al(2014)implements a mukDOF ATS compensator.

Many of he presented developments have involved individually attached actuators to a
common physical specimen, as shown in Fig. 1.5(b), instead of a rigid bognddrion device
per Fig. 1.5(a). Control and manipulation of a rigid makial boundary conditio requires a
framework that considers the kinematic transformations necessary between actuator and Cartesian
frames of reference. Actuators bound by a rigid boundary condition tehavedynamic
coupling,wherethe movemenbf one actuator resulting ihé movemenbf other actuators.

Fermandois and Speng@017)introduces an maRTHS framework as a tool for addressing
rigid boundary condition devices like the LBCB and the MA¥fe general architecture for this
maRTHS framework involves directing target displacement obtained faomumerical
substructure through an tewtloop controller, to computer control signal for LBCB execution.
FeedbacKorces from the physical execution of the boundary condition movements are returned
to the microcontroller responsible for the numerical computationsctosimgthe overall RTH
loop.

Individual
actuators

Rigid multi-axial - ' '
boundary condition

~— -
A AN )\ ) § /

> d

Physical Physical
specimen spec imen
(a) Rigid multiaxial boundary condition (b) Several individual actuators

Figure 1.5 Multi -actuator setups

A modelbased outeloop controller isproposedfor this framework which addresses the
dynamic coupling thizexists between the LBCB actuatdfellowing system identification of the
actuatos, transfer function models of the individual actuator channels are develbipeaigh
kinematic transformations, the actuator transfer function models are converted to Cartesian
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coordinateransfer modeldNext, feedforward and feedback controllers are designed according to
the malel-based controller architecture propose®mllips and SpencéR013)

Data acquisition is conducted through the onboard loadediish are installed in the axis
of each actuatorand external potentiometers that monitor the movalagform of the LBCB.
External potentimeters are used instead of the onboard Linear Variable Differential Transformers
(LVDTSs). LVDT use can result imaccurate measurements when LBCB casing and reaction wall
undergo elastic deformations. Fi@.6, illustrates the smaticale LBCBs and the tetnal
potentiometers used in th@rmandois and Spend@017)study.

T L N

LBCB

External
potentiometer

Physical
specimen

Figure 1.6 Small-scale LBCB and external potentiometers

Kinematic transformations are necessary when dealing with-enaétl boundarypoints In
the maRTHS framework, external potentiometer measurements are converted from potentiometer
to Cartesian coordinate§he transformation from axial to Cartesian copates is obtained
through forward kinematic transformatioBy converting the potentiometer measurements to
Cartesian coordinates, direct comparison is made between prescribed Cartesian displacements and
rotations computed from the numerical mod&hce he reference and measured displacements
are in Cartesian coordinates, the corresponding-tnaercontrol task is performed in Cartesian
coordinatesBecause of the significant coupling that exists in the Cartesian frame of reference, the
Cartesiarcompersatordescribed in the maRTHS procedure is a mafiut mult-output (MIMO)
coupled controller.

The illustrative example in Fidl.7 is provided, which entails a moment frame witheon
column substructured physically and the remainder substructured npaltyeriOnly the
translational DOF of the inertial mass is considered in this experiment. Earlier studies on the
release of the rotational DOFs were found to cause instability problems. It was later discovered
that the MIMO controller used for the dynammngpensation of the LBCB was not authoritative
and robust enough. Tuning aoptimizationof MIMO controllers is a challenging task.
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(a) Numerical substructure (b) Physical substructure

Figure 1.7 Multi -axis RTHS of a moment frame

1.6 Actuator compensation

Simulating natural hazard excitations laboratories require actuators capable of reproducing
dynamicbehaviors Accurate replication of prescribed trajectorisglesirable for purposes of
repatability and comparison with numerical studi&hake table testing and reamhe hybrid
simulation areexperimentalmethods where accurate replicasaf prescribedtrajectoriesare
critical. Both testing methods take advantage of electezhanical oservehydraulic actuators
for imposing forces omovemenrs. Actuator dynamics, however, resultuindesirablgphase shifts
and amplitude variations in tlexperimental respons&herefore, compensation techniques have
been proposed throughout the literatto cancel out some of the dynamics from actuafystem

or actuator dynamics in control theory is often referred topdard dynamic

1.6.1 Shake table compensation

Researchers use shake talitesubject structures to synthetic and histonieabrd as a basis for
assessing structural performaifceco et al. 2010; Ohtani et al. 2004; Reinhorn et al. 208Hake
tables andtructureshave acombined dynamithat is coupled and referred to hereirttesshake
table-structure dynamicsUnless apropriate compensation is provided fttre shake table
structure dynamicshe shake table will not be abledwofficiently reproduce therescribed motion
accurately

The process of manipulating an acceleration signal to compensate for unwanted &ffects o
shake tablestructure dynamics is referred to asceleration tracking The Transfer Function
Iteration (TFI) is a commonly used control method built using an inverse model of the shake table
structure dynamigsthat augments the original acceleration timetory with an error signal
iteratively, resulting in improved tracking of the reference acceleration siglether 1990;
Spencer and Yang 1998 mall amplitude timdnistories are used for iterative tuning of the TFI
controller. Thereby, this method is weduited when the dynamics of the shake table nesnai
linear. When nonlinearities exist in the dynamics of the onboard structure, the shake table
dynamics willalsochange due to the ongoing coupling that exists with the onboard structure. In
addition, the TFI method may not be able to compensate fohtrging dynamics of the shake
table.
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Early modelbased controllers used the inverse of the nominal model of a shake table, to
create a feedforward filter, for prefiltering of acceleration timstories.Operation of a model
based controller is typicallyonducted by first obtaining a model of the coupled shake-table
structure dynamics. There are numerous system identification tools including fregioenaiyn
identification methods that generate accurate and predictable models of the shakewébles|
and Symans (200®yoposes inverting the actuator model into a feedforwaed ihd prefiltering
the reference signal to tackle both displacement and acceleration tracking problems. This approach
is sensitive to structural nonlinearities and failures.

Online modelbased controllers can better compensate in acceleration traslkdngvben
nonlinearities are present. Modehsed controllers make use of feedforward and feedback
controllers for trajectory control of shake tablgtten and Shimizu (20Ddses minimal control
synthesis (MCJ¥ for adaptive identification of feedforward control parameters. The tracking
performance of the MCS is not clearly establisi@do et al. (2012proposes arfO control
approach for actuator displacement tracking. This method requires a high level of accuracy in
identification of the plant model and uncertainti€sparza et al. (2013ntroduces model
reference adaptive controller (MRAC) for position tracking of a-a&xis shake table. This
development was only applied to displacement sgy@ald acceleration tracking was not assessed.
Application of MRAC to acceleration tracking is challenging, as the adaptive controller generates
low frequency feedback signal, which translates into large drifts for acceleration tracking
implementationsNakata (2010proposed an acceleration trajectory tracking controller (ATTC)
basel on the acceleration feedforward control concept, coupled with a displacement feedback and
a time delay filter, to ensure displacement feedback does not interfere in the acceleration tracking.
The shake table was tested without an onboard structurs stakly and the effects of shake table
structure interaction were thus ignoréthillips et al. (2014ppplied a similar architecture for
acceleration tracking of a singéxis shake table, called the Modgdsed Controller (MBC).
Several different feedback configurations were studied, including feedbacks on acceleration,
displacement and the combined. Wtis method, as the control authority is increased to achieve
better tracking, stability of the shake table is jeopardized. On the contrary, as the stability is
enhanced, the tracking becomes sluggish. In addition, the tracking performance of the MBC often
deteriorates as changes take place in the shakestabdture dynamics, resulting in poor tracking
robustness. The MBC is used for development of a new controller with enhanced tracking
robustness and serves as one of the baseline control techniciiésr wsemparison herein.

1.6.2 Realtime hybrid simulation compensation

The typical RTHS experimentvolves numerical simulation of the linear components and
physicaltesting on the componerdgpected to behave in the nonlinear ramigghe structure using

an actuation device. In the experimental partition, actuator dynamics along with computation and
communication delays result in phase shifts and amplitude variations which need to be
compensted. Some early compensation approaches involved polynomial extrapolation methods
(Darby et al. 2002; Horiuchi et al. 199@he major limitation of these approaches is the order of
the proposed polynomial ielationship to the velocity content of the reference signal. Lower order
polynomials result in overshoot when tracking hifflequency contents and higher order
polynomials result in oscillations when tracking Idnequency contents. CSI is another
phenomean that has major impact on the performance of actuated systems, whicotimam
extrapolation methods fail to account for.

13



Frequencydomain controllers have proven successful for dealing with CSI. Feedforward
inverse transfer function methods wereehédiest frequencgomain approaches, which stemmed
from system identification of a linear system, followed by offline feedforward filtering of the
reference signalFeedforward controllers have improved tracking of both displacement and
acceleratiomeference recordTwitchell and Symans 2003 reattime applications, inclusion of
a feedback controller is necessary to deal wipulselike behavior and disturbance attenuation.

Next, Modelbased techniques came about and made use of feedforward and feedback
concepts to produce fast tracking controllers. A displacement tracking MBC combined
feedforward and feedback controller sviamtroduced inCarrion et al(2009)to compensate for
experimental dynamics and attenuate disturbances. An additional Linear Quadratic Gaussian
(LQG) feedback loop for acceleration tracking was proposed, for improvedmmitliic tracking
(Phillips and Spencer 2013)he MBC algorithm habeen used ioperation of single and multi
axis RTHS experimentg-ermandois and Spencer 201 7yacking accuracy of these controllers
is largely dpendent on the goodness of the identified plant model. As plant nonlinearities increase
and modeling uncertainties develop, these linear controllers may lose robustness and lead to
instability. Thus, some later developments shifted focus to robust antivadapproaches to
overcome the listed limitations of linear controllers.

Adaptive control is an approach where the controller adapts itself to the changing dynamics
of the plant, hence expanding the successful operational horizon of the controllerdapteé
Inverse Compensation method is based on displacement tracking where the focus of the adaptation
is on the timevarying actuator delay§hen and Ricles 20103 discretetime transfer function is
formed with proportionaintegral adaptive law based on the tracking indicator (TI) proposed in
(Mercan and Ricles 2009The Adaptive Time Series compensator is another proposed method
where the coefficients of a seceattler compensat@re updated using a leasjuare algorithm
to minimize the system deldZhae et al. 2013An advantage of this method is that there are no
adaptivegains,and the disadvantage is that this method was developed in thédimaen, lacks
predctability, and does not guarantee parameter convergence. An adaptive scheme was next
proposed for theMBC with a projection adaptive lawChen et al. 2015)The feedforward
controller proposed is limited to a thiotder transfer function and this poses a constraint when
dealing with higheorder systems.

1.7 Objective of the study

The main limitations of most existing methods for assessment of structural behavior under natural
hazard loading can be summarized via the neglection of one or more of:
i.  dynamic and ratedependent behavior of materials,
ii.  complex threedlimensional systertevel interactions,
iii.  realistic nonlinear assessment,
iv.  single substructuring interface, and
V. cost burdens.

There is significant intellectual merit in developing a simulatami for testing of existing
andnew materials and structures used in the resilient and sustaisiabtturalsystems of the
future. This dissertation will focus on advancing the maltial realtime hybrid simulation
(maRTHS)technology with multiple boundary interfaces a natural extension to many of the
existing contributions, namelyarrion et al(2009) Phillips and Spencé&R013) andFermandois
and Spence2017)
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1.8 Outline of the chapters

Thechapters in this dissertation will introduce the fundamental concepts and algorithms necessary
for successful actuator and shake tafgerationssingleaxis RTHS, and mukaxial RTHS.

Chapter 2 will discuss topics fundamental towards tlmgbrid simubtion research. A
generalized equation of motion for modeling of dynamic systems will be presarntadkground
on control of dynamic systems will be introduced, because many compensation algorithms shall
be discussed hereinThe governing equations ofation describing the dynamics of sefrvo
hydraulic actuatorswill be describednext, with an irdepth discussion on the servo valve
mechanisms.Then, methods for system identification of singiput, singleoutput (SISO)
systemsare presented. System iddication is crucial in design and development of meuhkeded
controllers. Because mullictuator boundary devices are useful for rrakial testing,
fundamentals of kinematic transformations will be presented. Lastly, several commonly used
numerical integation schemes will be listed.

Chapter 3 will focus on actuator dynamics and compensation. The natural dynamics of
actuators inhibits them from tracking a prescribed trajectory in an accurately and timely manner.
A modified actuator compensator based on the mbdsked controller class of actuator
compensators will be discussethe modified compensator will be comprised of feedforward and
feedback LQG controllersAn adaptive expansiowill also be proposed for the modified
compensatorThe application involving the ground motion acceleration tracking shake table
will also be exploreds a verification study

Chapter 4 will discuss the fundamentals of singbes modetbased RTHSModelbased
frameworks utilize system identified models of actuator and physpeaimerdynamics Several
modetbased applications will be studied, including: (i) RTHS for lightlgmped and highly
nonlinear structure, (ii) RTHS of bridge vibration mitigation strategy using an MR damper, and
(iii) virtual RTHS with adaptive compensation of a thseay steel frameOnce the success of
the singleaxis modelbased strategy is demonstrated, the stage will be set for aaxialti
expansion of the moddélased strategy.

Chapter 5will introduce the major contribution of this dissertation in the form of the multi
axial RTHS. Requirements for the successful execution of raxial RTHS will be listed,
including kinematic transformations, actuator compensation, -{axiki load and boundary
devices, and computational and itowitput peripheralsA simple steel moment structunell be
excited with a ground acceleration and used for a validation siglggle physical specimen will
be testedn this study Outof-plane vibrations will be ignored.

Chapter 6 will consider maRTHS with multiple boundaryinterfaces and physical
speimers. Incorporation of multiple interfacesill expandhe existing applicationsf the RTHS
methodologyA validation study involving a mukspan curved bridge structure will be considered
where two of the bridge piers will be physically tested whike temainder of the structure is
numericallymodeled The behavior of the bridge tested via the maRTHS methbdfirst be
compared to numerical simulation resuNgxt, the test specimen will be pushed in to the inelastic
range to demonstrate that the proposed framework is capable of nonlinear dynamic testing of
structures.In this validation study, outf-plane capability of thenaRTHSframework will be
demonstrate.

Lastly, Chapter 7 will provide concluding remarks regarding the developments in this
dissertation and list future studies and research directions that the hybrid simulation community
can explore.
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Chapter 2

CONCEPTS IN HYBRID SIMULATION

2.1 Introduction

This chapterprovides the prerequisites for the technical concepts described later in this
dissertation. The goal of this chapter is twofold: (i) breaking downtireal hybrid simulation
(RTHS) framework into smaller subcommns for ease of understanding, and (ii) insisting on
some preliminary aspectswhich would otherwise be overlookeds an example, reference
tracking and stabilization of a dynamical systems, like actuators, are possible only when certain
conditions of obervability and controllability are satisfied.

2.2 Equation ofmotion

Consider am-storyreferencestructuresubject to some arbitrary external fof@® and ground
motion acceleratio 0, shown in Fig2.1(a). This is representative ofZzadimensionabuilding
structure subject to dynamic forces and acceleratidms.n-story structure is idealized as an
DOF discretized finite element mod&EM) in Fig. 2.1(b). An FEM model may have any number
of DOFs for aded complexity and realism, but for the sake of establishing the alesiraeipt of
substructuring of an equation of motion, only the lateral DOFs are presented.

Story
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(a) 2dimensional building structure (b) Idealized building structure

Figure 2.1 Reference structure

The equation of motiorfior the reference structure can be described as a semoied
differential equation, given by
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whered 0 ¥ T, g8 T ,andd v 7 arerestoring forceand the positive seruefinite

damping and mass matrices for the reference strudtorethe elastic casé, 0 Leo with

Ly 7 asthe stiffnress matrie. 0 @ 0o 0B w ofw 6 e, ande are vectors

of displacement, velocity, and acceleration value for the DOFs as a function af. tifilke ground

acceleration is describedas 0 andR¥ T is an influence vector indicating the direction of the

inertial forces.All lateral externally appliedforces are desibed in vector form as 0
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The damping matrix is representative of the various friction and dissipative mechanisms that

exist in structureBecause damping &difficult phenomenorto model, it is customary to assume

the damping matrix as proportion of the mass and stiffness mgireeefayleigh damping).
Food ok (2.2)

where® and® arepositive coefficients that are fit to predefined modal damping values of the
structures under consideratidiodal damping is another approach for estimating the damping
matrix, where a specific damping ratids assigned to each mode individudlGhopra 2011)

The governing equation for the reference structure is next partitioned into numerical and
physical substructures by breaking down the property matrices per

1 4, F F F 44 (2.3)

where the subscriptd andP refer to numerical and physical substructuiidge property matrices
of the numerical and physical substructures should ideally add up to the property matrices of the
reference structur@he new governing equations for the rarmoal and physical substructures are
given by:
I ¢« 0 Fe 0o 4 0 4 Ro 30 3 0 (24)
I o 9 |=oC)=|b=|O (2.5)

whereq (t) are thefeedback forcefom thephysicalspecimeno thenumericalsubstructureThe
numerical substructure is typically modelled as completely elastic. Therefore, the numerical
restoring force is simplifietb just anumerical stiffness elemeﬁ|t o L e 0.

A structural element of interest is selected for physstdostructuring in the reference
structure in Fig. 2.1The boundarypoint between the physical and numerical substructiges
indicated with the red circle in Fig. 2.2Vithin the numerical substructure, the states (e.g.,
displacements and rotations) associated with the boundary condition with the physical substructure
aredenotedas O O e 0.Inanideal world, the calculated boundary conditions are péyfect
replicatedin the physical substructure, wikhh 0 e 0. Upon excitation of the physical
substructure with boundanyoint states(i.e., conditions) specimen forces are measured and
applied back to the numerical substructure at theitotaf the boundary condition.

In reality, a perfect match between the numerical and physical boundary conditions is very
difficult to achieve, due to the unwanted dynamics that exist in dgm@ulic actuators. In the
RTHS method, compensation algonith are incorporated into the clodedp architecture to
ensure that the error between the numerical and physical boundary conditions are minimized
within a finite time, otherwise instability issues can occur.

IoEsé 0 e 0S T (2.6)
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Figure 2.2 Reaktime hybrid simulation of the reference structure

2.3 Dynamic systemcontrol

The job of control theory iengineering is to alter and modify the responses of dynamic systems
or plants Thebehavior of gplantmay be linear or nonlinear, and deterministic or stochastie.
plant inputs, outputs, and states are described by the véctors 0, ande 0, repectively.
The control objectivés summarized as manipulation of the input sighal to ensure that the
output signak 0 follows a prescribed trajectory aptiysicalperformance requirement.

Given alinearized¢ -DOF building structure in Fig. 2.1,general form for the governing
eguation can be written as

1ep Fe O Leo 3 0 (2.7)

where the input to the building structure or plant is the force vectorN T . The outputs from
the system can be defined as the stewgl acceleration® 0 N T , since displacement and
velocity data are harder tietect via data acquisition sensfsmsn a building structure.

The secondbrder differential equation in (2.7) is xtere-written as set of firsorder
differential equatiog via the introduction of a new state variabbeo e0 o0
Following a series of arithmetmanipulationsthe governing equation can be written as a state
space formulation, given by

0 =»0 |50
‘ ‘ ‘ (2.8)
« 0 F (0] m 3 0

(2.9)
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where= N T , | vT1 M1 ,andp N7 are state, input, output, and
throughput matrices, respectively.0 N T is a vector of outputs (i.e., steklgvel absolute
accelerations)n the statespace matrices provided in (2.9 T and N 7T are identity
and zero matrices.
The eigenwalues and eigenvectors of the state matrixare described by N T and
T T respectively An £€-DOF system has eigenvalues which can be obtained through
T Q QR MBh h . A linear timeinvariant (LTI) system is said to be
stablewhenY 'Q_ nifor'Q pltkB lgg  plte 8For nonlinear systemshe Lyapunov direct
method may be used for proof of stabili@hen 1999)The analytical expression for the states of
the system in (2.8) is computed via:

»O T 00 o t|3tat (2.10)

where » » 7T N T are the initial conditions for the system states, and h Q
QQUIOQK B fQ

Sometimes dynamical systems are converted from tomeain to Laplacedomain (or
frequencydomain). In frequencydomain differential operations are converted to algebraic
operations, resulting in computational efficientyaplace transform is a orsded improper
integral given by:

~

0 ROoQ Qo (2.11)

with i asthe Laplace variabl@) i andrn o are a Laplace pair (i.e., Laplace aide domain
manifestations of the same functioA)linear timeinvariant dynamical system can be described
in the Laplace domain as a transfer functidbhe equation of motion ir2(7) for a singleDOF
system, given an input foré®0 and output acceleratian 0 is written as:
W i i
i N I3 y oy T 7 2'12

L "Oi ai wi Q (2.12)
where’Qay anda are the stiffness, damping, and mass parameters for the-Bi@§leystemThe
subscripts of the transfer functign i describe the outpdhput pair, respectivelyl hetransfer

function for thee-DOF can be obtained by converting the stspace to a transfer function
formulation:

L
N L e
The statdransition matrix in Laplacdomain is defined as i ik =

fl = o , with fl indicating a Laplace transforrieven before solving the differential equation, a
transfer function can provide valuable information about the system characteFiséicaimerator
and denominator of a transfer function can be written in facforet
, 0 i Vi a i a 8i a i a (2.14)

L Oi i n i n 81i n i n
where0 i andO i are numerator and denominator polynomidlse roots of the numerator
and denominatog for Q plth8 hid andn for Q pltB hw andv, are termed as theeros
poles and gainof the transfer functionrespectively All zeros and poles areither purely real
valuedn . , Or appear in complex conjugate pajrs 0Q . For a stable system, all the
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poles must have negative real parts, otherwise the output of the system increases without bounds,
resulting in instability.

2.3.1 Controllability and observability

A system of linear algebraic equations has unique solutions if and only if the rank of the system is
equal to the number of variables in that syst@wontrollability and observabilityare important
tests for the LTI systems that involve ranking testing stiatespace matrix combinations.
Controllability describes whether a system can be manipulgiteda control input in a finite
time. Observability describes whether the states of a system are observable given the available
knowledgefrom thesystem inpts and outputsn a finite time These concepts are later on tied to
controllers and estimators.

Forthe & -DOF systemin (2.1), the controllabilitymatrix is given by

=1 =1 8 = (2.15)

andif the rank of thecontrollability matrixis equal to the rank of the systemg £¢7Q  ¢&, the
dynamical system is controllabl@imilarly, an observability matrix is written as:
®i F fF= F= 8 F= (2.16)

and T the rank of the observability matrix is equal to the rank of the systain®® c¢, the
dynamical system is observable.

2.3.2 State feedback

Full-state feedbacls the simplest form of control action, used to change how a dynamic system
(plant)betaves by moving thpoles of the system. statefeedbackmatrix L~ T scales the
system states and typically gets added to the reference traj@cbortp produce a control signal

00 Lyd »o8Forthe dynamic system in (2, thereference signal i$ 0 »0.The

new closedoop statespace system with the added staedback is demonstrated in Fig. 2.3, and
also expressed in (2.17)
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Figure 2.3 State-space system with full state feedback
o = | Eyo | »o (2.17)

Having established the concepts of controllabibyd stability and statéeedback, the
following theorem neexto be statedAn LTI system isstabilizableif there exists a state feedback
matrix L that can ensure || Lis stable. All unstable modes need to be controllable for this
condition.

2.3.3 Stateobserver

The assumption so far has been that states of the dynamical system are avaifaleldbtork
action. Measumaens of states depend on availabilatgd distributiorof sensors. For instance, in

the dynamical system in (2.1), installation of accelerometers results in the availability of the
acceleration state®ther states like velocity drdisplacement are typically not availablestate
observeror estimatorwill generate an estimate of the states of the plant, whether available or not.
Development of state observers typically require advako®wledge of the system and the
availability of an estimate of thdynami@al model. Assuming a perfect knowledge of the plant
dynamics, the following state observer can be designed:

»o = dp a0 | »o 40 (2.18)

where» 6 and» O are estimates of the system states and their derivadives. is termed
as theobserver gainand the main design objective in a state obsefAvdynamic system is said
to be detectable if there exists an observergainch that= 4 ¢ is stable. All unstable modes
must be observable for this conditifirsai and Gu 2014)
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Figure 2.4 State-space system with a state observer

A major share of the discussions on dynamic system controls in this dissertation surrounds
the control of serwhydraulic actuators which are critical égperimentatestingof structures
in particular, the phsical testing component of RTHS.

2.3.4 PID control

The proportionaintegratderivative (PID) controller is a populator control algorithm fhaiften
used as an inner stabilizing controller for many research and industrial control applications.
Simplicity and eas@f-design have made PID a popular choidee error between a reference and
measured executed signal are computed and subjecprdgortional integral, andderivative
gainsi the three gains

The design objective for a PID controller isranarized in the optimization of the three gains
‘0, "0, and"O. Proportional gain reduces riiene and the steaedstate errors between the
reference and measured signals. However, it also results in overshoot and ripple effects (i.e.,
extended seitig time). Derivative gain reduces the overshoot and ripple effects. The proportional
gain can never fully remove steastateerror;thus,an Integral control is usually includethese
gains are increased from a zero position slowly until the desiréatipance between the reference
and measured signalsd andw 0 are met. The ZiegleNichols rule is an attempt at developing
heuristic tuning step®r a PID controller.
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Figure 2.5 PID control architecture

The command signad 0 N T is the summation of the error terms multiplied by their
corresponding PID gains

2.4 Servehydraulic actuators

Servehydraulic actuators fulfil the important purpose of imposing boundary conditions on
physical specimen in an RTHS test. Actuators can opeitedually or in tandem t@ctuateone

or more Cartesian DOF3he LBCB deviceshown in Fig. 1.4or instarce has six actuators and
can impose motion in six DOFBased on the principles of incompressible floytaulic fluid
pressure provides the main energy source for a senesatfanical and electrical apparasihat
result in extension or retraction ah actuator armAs the flow of the hydraulic fluid is stymied,
pressure is built up.

The operation of a serdaoydraulic actuator begins with a hydraulic oil ta®n oil pump
generates flowhrough the pressure pigown in blue in Fig. 2(&). A tank pipe, shown in red,
returns the flow of oil into the oil tank, ensuring a clotmap operationA hydraulic actuator has
two chambers: left and right as illustrated in Fig. 2.5{hen oil flows into the right chamber is
followed by pressure build up the right chamber and a resultant pressure differential across the
piston This results in the extension of the piston r8uomilarly, oil flow into the left chamber
corresponds to a retraction of the piston rod.
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Figure 2.6 Operation of a servehydraulic actuator

A spool valve controls the flow of into each chamber of the actuatmtrol and trigger of
the spool valve are typically conched in three ways: (i) manually, (8blenoids, and (iii) servo
valves.A manual approach at triggering a spool valve is the simfadastbutis not an option for
reattime applications. Solenoidgeinexpensive and easy to operate. High flowgated high
frequencyoperations are however not possible due to the physical limitations of solenoids.
Electrohydraulic serv@alves are another popular but more expensive apfmmoperation of
more powerful hydraulic actuators with a small electric signal.

2.4.1Servovalve

The focus of the discussion herein is limited to-staged electrohydraulic servo valves, similar
to the types used in the experimental setups in later seclioese servo valves are able to convert
low-poweredelectrical signal to high-precision conwl, high-power and lowspeed hydraulic
actuatorfChanghai and Hongzhou 2017 he twestages involved are: (i) flapper nozzle system,
and (ii) spool valveThe servo valve receives high presshydraulic oil froma pumpand an
electrical signalThe job of a servo valve is to release hydraulic pressure to an actuator proportional
to theelectricalcurrent providedMerritt 1967)

The mechanisms involved in the operation of a-staged servo valve are highly precise and
repeatable. Fig. 2 provides a schematic oft&o-stagedservo valve. Hydraulic oil supplied from
an oil pump enters through the supplpeand rises in the spool valyblue region)chamber in
stage 2When the hydraulic actuator is intended to be at an equilibrium pusitioelectrical
signal is applied to the flapper in stageHence, the flapper stays invartical positionandoil
flow continues through the nozzles (yellow regitmpeaves through the tank return pipethis
configuration the oil pressure in theertical columns to the left and right of the spool remain
equal, resulting in no pressure differeniad movement.
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Figure 2.7 Two-stage servo valvand hydraulic actuator

Now suppose the objective is to extend the piston rod by increasing the pressure in the left
chamber of the illustrated hydraulic actuatn. electrical signal is applied to the coil windings
around thearmaturein stage 1. The coil generates an electgmesic torque The newly
magnetized flapper reacts with the permanent magnets and deflects from the original pbstion.
flapper moves horizontally, hindering the flow through one of the nozzles. The decrease in the
flow of oil through one nozzle resuitsthe accumulation of pressure in the vertical chamber. This
is also associated withreduction in the oil pressure in the opposing vertical charAbex.result
of the pressure differentiat the ends, the spool begins to move releasing flow intdethe
chamber Lastly, the pressure in the left chamber of the actuator increases and the piston rod
extends.

A feedback mechanism exists that brings the servo valve back to equilibhersliding of
the spool results idisplacement at the base of tleedback wirewhich is fed back to the flapper.

The feedback wire provides a spring force that opposes the direction of motion of the Jjmimler.
spring force increases until an equilibrium state is reacheel servo valve can therefore release
oil flow proportional to the direction and the magnitude of the current applied to the armature.

2.4.2Parametric modeling ofhydraulic actuation

In developing a parametric mogé&ie major components that form a hydraulic actuator system in
series are separated and dynamic models of each are formiila¢sé. components include the
testing specimen, hydraulic actuator (cylinder), servo valve, and contfofiergle DOF physical
specimen is considered by simplifying the system in (2.1). To move the physical specimen, a piston
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rod applies a force 6f2 This dynamic forcengageshe dynamic properties of both the actuator
cylinder and the physical specimen.

God o Qw Qo (2.19)
whered & & , 0 @ ®,andQ 'Q, with subscript$ andn referring to specimen and
piston rod components of mass, damping and stiffnddse stiffness of the actuator here is
expected to dominate the stiffness of the hydraulic act¢@emrion and Spencer, Jr. 200The
specimen is assumed to stay in the linear elastic range in (&.frf@nsfer function model of the
equation of motion is achieved by converting to Laplace domain

AN p
T ' %7 a6l o

(2.20)

The physical principal behind deriving the dynamic equation for a hydraulic actuator is the
flow continuity principle.Flow continuity is a form of the law of conservation of mass that of
course appears in fluidsor a given volume of fluid with volume drdensity ofcw and”, and
input and output flows andr] and densitie§ and”  shown in Fig. 2.8(athe following
relationship is established

, Qw »wQ” )
r] r] 'Q (‘) ” 'Q (‘) ( " )
pPr P2
Gout: Pout Vi I Vz
qins Pin
V,p
(a) Control volume forcontinuous flow (b) Hydraulic actuator
Figure 2.8 Schematics for continuity flow relationships
Next, the bulk modulus of elasticity for fluids — is consideredwith ‘Q ndefining a

differential change in pressyendQ ", thedifferential change in density of tlodject, in order to
remove the density terms in (2.21)

It is also important to incorporate the flow directions into relationship (2.21) as the
extension/retraction behavior of hydraulic actuators m&atBy considering actuator motion in
one direction only, (2.21) simplifies to the given
wd o
I Qo
where A is the internal area of the pistonis the fluid velocity,wis the volume of the chamber,
andGspecifieswhich chambe(e.qg., 1 for left and 2 for righto far, thecontinuity assumption
has assumed a perfect flow without any leakage. However, leakages exist in the form of external
leakage: from actuator lingnto the drain, and internal leakage: across the pi$tom total load

o BULO

2.22)

26



flow, hence,includes volumetric flow, leakage flow, and compressibilpmbing equation
(2.22) forQ plt and giventhato @ w, the following relationship is arrived at

W
n o O0wo On o Fh 0 (2.23)
whereryj ——is thetotalload flow, 0 is the area of the piston (assumed equal on both sides),

wis the velocity of the pistom, is the total leakage coefficierndr) 6 1 0 1 0 isthe
load pessurgMerritt 1967) The force applied by the piston rod'@ 0  on 0. Expressing
the firstorder dynamics in the Laplace domain
, U i P
T ' T 810 = o (2.24)

The characteristics of a thrnd fourway spool valve similar to those in Fig.7 are
considered nexwith the objective of expressing load flow as a function of load pressure and
displacement of spool from the neutral positidrtotal of 11nonlinear algebraiequations must
be solved simultaneouslwhich can be tediouBy confining the operational horizon of the valve
to the vicinity of the neutral position, a Taylor series expansion of the load flow equation
approximated per

A L T I 1 [
Oh—wod —/—n o 2.5
n o el (2.%)
where the first partial derivative is defined as fltow gaind h — and the second partial

derivative is the flowpressure coefficieni h —.

The dynamics of a servo valve are quite difficult to model due to the complex physical
geometry of the various spools and oil chamberessure flow inside the chambers of a servo
valve spool are inherently nonline@iu and Li 2011) Many researchers hawesedfirst-order
models for describing dynamics of semadves(Carrion and Spencer, Jr. 2007; Qian eall4)
Merritt (1967)derived athird-order modelKim and Tsau2000)proposed a fiftrorder model
andChanghai and Hongzhd@014)proposed a seventirder mo@l. For the sake of simplicity,

a firstorder model of servo valve dynamics used per
0

p ti

whereU is the servo valve gair,is the model time constarandi is the Laplace variable.
Thelinearizeddynamics of the physical specimen in (2.20), actuator pressure in (2.24), servo

valve flow in (2.25), and spool valve motion in (2.26) are combiaddrmulate the closelbop

dynamicsf the complete servbydraulic and specimen systémFig. 2.9 andourth-order system

in Egs. (2.2%2.32. A proportional controller with a gain 60 is assigned to the error teito

between the control and measured sigbats andw 0 .

o i (2.26)
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Figure 2.9 Closedloop dynamics of servehydraulic and specimen system
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The dynamic coupling between the physical specimen and the actuator is described by a
natural velocity feedback. This phenoroais described as contrstructure interactiomi(Dyke
et al. 1995) The parametric model identified in (2)2s capable of capturing this phenomenon for
a singleDOF specimen. With the introduction of system identification aodparametric
modeling in later sections, natural velocity feedback for hifi@F structures are incorporated
into the linearized model of the serlagdraulic actuator and structure system.

A parametric modelalso known as avhitebox model must be fit to a physical model.
Manufacturer specifications provide accurate estimates of many of these parabpiergation
algorithms for parameteidentification may be used because of the firdienension of the
parameter space (i.e., finite nber of unknowns)The linear leassquare approach is a simplest
form of parameter estimatdridwell et al.(2009)uses a nonlinear leastjuare approach, addan
et al.(2014)uses a genetic algorithapproach for identification of the parametérse limitation
of parametric modeling is that the exact structure of the dynamical system must be known.

2.4.3 Nonparametric modeling of hydraulic actuation

Nonparametric modelindiffers from parametric in that inpautput relationships for dynamical
systemsare not based on predetermined explanatory parameters (e.g., flow coeffidibass.
models are also termdaackbox because the structure of the physical process is ctehple
Abl ack o oThe bemefik of bowparametric modeling is that it is applicable to the physical
specimen with unknown performance tested via the RTHS methgabrtant design and
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