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Abstract
This paper introduces a framework for the rapid prototyping of object oriented programming languages. This framework is based on specifying the semantics of a language using term rewriting and a continuation-based representation of control. The notation used, called K, has been developed specifically for programming languages to overcome limitations in more general rewriting notation, and provides for more compact and modular language definitions. The K notation is used to define KOOL, a dynamic object-oriented language with many features found in mainstream object-oriented languages. The ability to rapidly prototype language features is shown both in the definition of KOOL and in the creation of a concurrent extension to the language.
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1. Introduction
Language design is much more an art than a science. Selecting from the wide range of available language features, designing new features, and choosing appropriate syntax are all important tasks which do not have clear "best" answers. Sometimes even small decisions in any of these areas can drastically impact the usability, or "feel", of a language.

Prototyping, then, becomes very important. Prototypes provide the same advantages to language design that they do during program design. By using the language features, instead of just seeing them on paper, the designer can gain confidence that certain features work well, or discover that some features do not. The designer can also find unexpected areas where a design is unclear, or interacts poorly with other parts of the language. Having a method for prototyping languages that does not require the time and effort involved in modifying a compiler or interpreter can thus greatly assist during language design.

There are many methods that have been devised for language prototyping. Some directly use the semantics of the language, while others do not. Some require embeddings into existing languages, with others providing more generic frameworks for language definitions. We use a framework and methodology we refer to as K, which allows for semantics-based language definitions to be created and then, after translation into a related rewriting syntax, executed on general-purpose term rewriting engines. We believe that K provides a powerful, flexible platform for prototyping new languages and language features.

The remainder of the paper is organized as follows. In section 2, we provide a brief introduction to term rewriting, rewriting logic, and K, with additional pointers to more detailed sources of information for those so interested. Section 3 introduces the KOOL language, a dynamic, object-oriented language designed with K. While this definition shows that a fairly complex language can be designed quickly using K, we emphasize this in Section 4 by showing a concurrent extension to KOOL which provides threads and basic mutual exclusion capabilities. Section 5 discusses language case studies that are part of the rewriting logic semantics project, which includes K, while section 6 discusses other related work, focused on other methods which can be used for language design and prototyping. Finally, Section 7 summarizes and presents some avenues for future work.

2. K
The K methodology is based around the concept of term rewriting, a simple, generic, yet powerful method of computation. This section provides a brief introduction to term rewriting, rewriting logic, and the K framework. Term rewriting is a standard computational model supported by many systems; rewriting logic [30, 28] organizes term rewriting modulo equations as a complete logic and serves as a foundation for the rewriting logic semantics of programming languages [31, 32, 33]. K [40] is a specialized extension to rewriting logic semantics overcoming some of the limitations of rewriting logic in the context of programming language semantics and allowing for more concise and modular language definitions.

2.1 Term Rewriting
Term rewriting is a method of computation that works by progressively changing (rewriting) a term. This rewriting process is defined by a number of rules, which may contain variables, each of the form:

\[ l \rightarrow r \]

A rule can apply to the entire term being rewritten or to a subterm of the term. First, a match within the current term is found. This is done by finding a substitution, \( \theta \), from variables to terms such that the left-hand side of the rule, \( l \), matches part or all of the current term when the variables in \( l \) are replaced according to the substitution. The matched subterm is then replaced by the result of applying the substitution to the right-hand side of the rule, \( r \). Thus, the part of the current term matching \( \theta(l) \) is replaced by \( \theta(r) \).

The rewriting process continues as long as it is possible to find a subterm, rule, and substitution such that \( \theta(l) \) matches the subterm. When no matching subterms are found, the rewriting process terminates, with the final term being the result of the computation. It is also possible for the rewriting process to continue forever, a necessity for emulating computation.

There exist a plethora of term rewriting engines, including ASF [46], Elan [1], Maude [8, 9], the OBJ family [16], Stratego [49].
Tom [36, 25], and others. Rewriting is also a fundamental part of existing programming languages and theorem provers. Term rewriting is inherently parallel, since non-overlapping parts of a term can be rewritten at the same time, and thus fits well with current trends in architecture and systems.

2.2 Rewriting Logic

Rewriting logic [30, 28] is a computational logic built upon equational logic which provides support for concurrency. In equational logic, a number of sorts (types) and equations are defined. The equations specify which terms are considered to be equal. All equal terms can then be seen as being part of the same equivalence class of terms, a concept similar to that in the λ calculus with equivalence classes based on α and β equivalence of terms. Rewriting logic provides rules in addition to equations, which can be used to transition between equivalence classes of terms. This allows for concurrency, where different orders of evaluation could lead to non-equivalent results, such as in the case of data races. In our usage, both equational and rewriting logic are first-order.

Rewriting logic is connected to term rewriting in that all the equations and rules of rewriting logic, of the form \( l = r \) and \( l \Rightarrow r \), respectively, can be transformed into term rewriting rules by orienting the rules, making them \( l \rightarrow r \). This provides a means of taking a definition in rewriting logic and a term built using that definition and “executing” it. Although this can be done in rewrite systems built around rewriting logic, such as Maude, once oriented the rules can be used even in standard term rewriting engines, some having higher brute-force rewriting performance, such as ASF+SDF (with adjustments made to accommodate the feature sets of each – Maude allows commutative and associative operations, while ASF+SDF just allows associative operations, for instance). While staying in rewriting logic and Maude provides many advantages for formal analysis of programs, including model checking and enumeration of possible execution paths, our focus here will be on evaluation, allowing us to stay at the term rewriting level. Therefore, the K definition of KOOL in this paper translates seamlessly into ordinary rewrite systems that can be executed on any of the existing rewrite engines, not only those that support rewriting logic.

2.3 The K Framework

The K framework developed out of our prior work on providing semantics for programming languages using rewriting logic. It provides a domain-specific variant of rewriting logic that we believe is more appropriate for defining programming languages. We believe in particular the K notation improves on rewriting logic (and the related term rewriting) notation in two related key aspects:

1. K is more concise – standard rewriting notation shows the left-hand side of a rule and the entire resulting right-hand side. In cases where parts of the left-hand side are just brought in for context (parts are used in the rule, but are not modified), they need to be copied to the right-hand side unchanged. This can make rules much larger and harder to understand, and can also lead to errors in future modifications when the left-hand side is changed but the right-hand side is not. Ideally, one would only need to indicate what is changing, which would then make the rules smaller and easier to understand and maintain. K allows this: term rewriting rules equivalent to K rules are often twice as large (or larger) because of the savings we get from the K notational conventions.

2. K is more modular – while standard term rewriting notation requires enough context to match an entire subterm, K allows parts of the subterm to be inferred. This allows the unmentioned parts of the subterm to change without requiring the rule to also change. If these parts represent parts of the computational state (memory, concurrency information, etc), this means that this state can change without requiring a change in the rules – only rules that need the changed state must be changed.

In K notation, changes are represented in rules by putting the changes to the term underneath the changed part of the term, with separating lines. For instance, a rule like this:

\[
E_1 E_2 E_3 E_4 \rightarrow E_1 V_2 E_3 V_4
\]

could be shown in K as:

\[
\frac{E_1 E_2 E_3 E_4}{V_2} \frac{V_4}
\]

Again, this allows the introduction of the necessary context without requiring the unchanged part of the context to be duplicated.

In many cases we deal with sets and lists – since we have a first-order representation, the environment, mapping names to locations in memory, is represented as a set of pairs, \( \text{Name} \times \text{Location} \), instead of as a partial function. Input and output can be represented as lists, where an input operation involves removing the first element from an input list and an output operation involves adding the output element to the end of the output list. Since these scenarios are all common in our rules, we have special notation:

- For lists, angle brackets are used to indicate the rest of the list. Thus, an input list of integers where we are interested in retrieving the first integer, \( N \), from the list, would be shown as \( (N) \), or \( N \) and “the rest of the list” (in the direction the “arrow” points), while an output list of integers would be shown as \( (N) \), or \( N \) and everything before it in the list. Lists are assumed to be associative, allowing us to group parts of the list together as needed, but are not commutative since they are ordered. In general, all lists are formed using the comma operation, and all lists have an identity list element “\( \cdot \)”.

- For sets, angle brackets are also used to indicate the rest of the set. A set of Name, Location pairs, with X standing for a name we are interested in looking up and L standing for a location, would be shown as \( \{X, L\} \). The brackets going either way are intended to represent everything in the set other than what is named – everything “on either side” of the matched item. Sets are assumed to be both associative and commutative, allowing us to rearrange and group parts of the set together as needed. Set formation uses an operation of the form \( \cdot \); two adjacent underscores, meaning the set is formed by just pushing things up against one another. All sets have an identity element “\( \cdot \)”.

Using the K notation, the K definitional technique is based on a first-order representation of continuations [38], in our case lists of tasks separated by \( \cdot \) (the one list commonly used that is not comma-separated). This representation allows easy access to the current control context, giving us the capability to grab it when needed and potentially save or replace it, a capability which is essential for defining some of the control-intensive features of standard programming languages such as loop break and continue, exceptions, call/cc, and others.

3. KOOL: A Simple Object-Oriented Language

We here define KOOL, a simple, dynamic object-oriented language, loosely inspired by, but not identical to, the Smalltalk language [17, 4]. KOOL has several core features, familiar from other object-oriented languages: all values are objects; all operations are carried out via message sends; message sends use dynamic dispatch; single inheritance is used, with a designated root class named Object; methods are all public, while fields are all private outside of the owning object; and scoping is static, yet declaration order for
classes and methods is unusual (all methods in a class see all other methods in the same class, for instance, and all classes see all other classes). KOOL is not defined with concurrency features in this section, but is extended to support concurrency in Section 4.

KOOL includes support for standard imperative features, such as assignment, conditionals, and loops with break and continue, as well as features found in many OO languages such as exceptions and run-time type inspection of objects via a typecase construct. Message sends are specified in a Java-like syntax except for methods named after operators, which are always binary and can be used infix (such as a + b instead of a+(b)). Because of this, very few operators are predefined.

Sends with no parameters do not require parents except for calls to parent constructors which do not take parameters, which are of the form super(). The syntax of KOOL is shown in Figure 1. The lexical definitions of literals are not included in the figure to limit clutter, but are standard (for instance, booleans include both true and false, strings are surrounded with double quotes and characters with single quotes, etc). Single line and block comments are both supported, using the same syntax as JAVA or C++, with the addition that block comments can be nested. Finally, semicolons are used as statement terminators, not separators, and are only needed where the end of a statement may be ambiguous (at the end of an assignment, for instance, or at the end of each statement inside a branch of a conditional, but not at the end of the conditional itself, which has a keyword fi to designate its end).

To get a feel for the language, two sample programs are presented in Figures 2 and 3. In Figure 2, a new class Factorial is defined with a method Fact that calculates the factorial of the parameter n. After the class definition is the main program expression, console << (new Factorial).Fact(200), which creates a new object of class Factorial, invokes method Fact with the parameter 200, and then writes the output to the predefined console object using the output operation, << (borrowed from C++). This operation invokes the toString method on any parameters and returns itself as the method result, allowing chaining of output operations (such as console << "Value = " << 3).

The second program, in Figure 3, provides a simple example of inheritance and calls to super-methods using a familiar Point/ColorPoint example. Note that here + is defined in the String class as string concatenation.

There is an initial implementation of KOOL available at our website [22], as well as a companion technical report [20] that explains the definition in detail and includes the current code. Programs are parsed using SDF [46] and then executed using Maude [8, 9]. The core of the language is finished (including all semantics discussed here), and we are currently adding additional functionality to the prelude (which includes classes such as Object, Integer, String, and Console) as well as using KOOL as a basis for both teaching and research in semantics and OO languages.

Figure 1. KOOL Syntax

```
class Factorial is
    method Fact(n) is
        if n = 0 then return 1;
        else return n * self.Fact(n-1);
    fi
end
end
class ColorPoint extends Point is
    var c;
    method ColorPoint(x, y, c) is
        super(x, y);
        c <- c;
    end
method toString is
    return (super.toString() + " and c = " + c.toString());
end
method write is
    console << self;
end
end
Console << (new ColorPoint(20,30,5)).write
```

Figure 2. Recursive factorial in KOOL

```
class Point is
    var x, y;
    method Point(x, y) is
        x <- x;
        y <- y;
    end
method toString is
    return ("x = " + x.toString() + " and y = " + y.toString());
end
end
class ColorPoint extends Point is
    var c;
    method ColorPoint(x, y, c) is
        super(x, y, c);
        c <- c;
    end
method toString is
    return (super.toString() + " and c = " + c.toString());
end
method write is
    console << self;
end
end
(new ColorPoint(20,30,5)).write
```

Figure 3. Inheritance and Built-ins in KOOL
3.1 State Infrastructure

One of the key design decisions for a language making use of K is the structure of the state. The K rules make use of this structure to determine the contexts within which the rules are applied, including matching over sets of terms and gathering like elements together into a single subterm that can be manipulated as a whole. It is important then to ensure that all needed information is available and organized into appropriate groups and that the structure is extensible, allowing changes to the semantics that require additions to the infrastructure without breaking existing rules in the semantics.

The KOOL state is broken into several distinct pieces, and uses a single explicit layer of nesting to group like components together. A visual depiction of the state is shown in Figure 4.

During program execution, we keep track of names that are in scope and their current memory locations. This is stored in env. These memory locations then map to values in mem, with the next free memory location in nextLoc. We assume garbage collection in KOOL, but do not define it here. Input and output are stored in the input and output state components, respectively.

Those state components related directly to execution control are stored in control. This includes several stacks that are used to quickly recover the program to a state saved at a prior point in time: the method stack (mstack), exception stack (estack), and loop stack (lstack). While not strictly necessary, they save the effort of having to selectively unwind the control context to get back to the proper context for handling a method return or exception catch, for instance. Also included is the current continuation, or k, which provides an explicit representation of the current stream of execution and also gives its name to our definitional approach.

Finally, we have several components needed just for the object-oriented features of the language. These include the current object (obj) and current class (class), which model the object-related portion of the execution context, and the class set (cset), which contains information on all classes that have been defined. The class definitions themselves contain information structured as sets, with items representing the class name, parent class name, and sets of methods, among others. Sets are used because of their flexibility; tuples would need to be changed if more information needs to be added to the tuple in an extension to the language, while sets do not, since we can simply match the parts that we want.

3.2 Dynamic Semantics

As with any non-trivial language, there are actually a fair number of K-rules needed to give the semantics of the language. To allow for a fuller explication of the language features in our framework, we have selected several areas that are most illustrative of our technique and are most interesting from an object-oriented perspective. Full details on the language can be found in the companion technical report [20].

The semantics for each area of functionality are separated into individual figures. Of the operators that are used, most are left undefined, since the definition can be derived easily from the context in which the operator is used. For instance, an operator op(X) takes a name as a parameter and, if it is on the continuation, is a continuation item. Thus, it has signature op : Name → ContinuationItem.

There are two exceptions to this. First, operators are defined for all syntactic constructs in the language in the figure in which they are used. This helps make the leap from the syntax of the language to the semantics. Second, operators are defined if they have attributes, since there would be no other way to know that they have the attributes they have been given. The K attributes in the rules below include ! and Memo.

The first, ′!, specifies that arguments to an operator are automatically put on the continuation for evaluation on top of a new continuation item representing the operator. An example is the return E statement, where we want to return the value of the expression E as the result of the message send. Since we need to evaluate E first, we would want to rewrite return E to E \after\ return, and then actually do the return once E evaluates to a value. This is a common enough scenario that having ′! saves us from having to write a number of rules that all follow this standard form.

The second, Memo, just says that we should "Memo-ize" the result of the computation, a feature available in many rewriting systems. This can be seen as an optimization, and does not really impact the semantics. It does, however, allow us to structure the rules in ways that are more natural, without being concerned about having to introduce optimizations into the form of the rules (such as having subterms in the rules that are used to cache results).

When possible, in the rules that follow we make heavy use of matching across contexts. This generally keeps the rules shorter and allows us to focus only on the important elements of the rule and context, without needing to navigate explicitly across intervening parts of the state. Also, rules are over a slightly more abstract version of the syntax, the main differences being that all message sends are transformed into dot notation with explicit (even if empty) parameter lists and terminating semicolons are dropped. All language syntax is presented in a sans serif font, while semantics are presented in italics.

3.2.1 Common Operations

Figure 5 shows some K definitions that are used in the definitions of other features, the first two being common to all the programming languages we have defined so far in K. The first contextual rule, Rule (1), defines how the value (V) corresponding to a location (L) is retrieved from memory, when the lookup operation is the next task on the continuation. Note the “⟨” angle bracket to the right of the continuation, saying that the rest of the continuation does not matter here, and the “⟨” and “⟩” brackets used to “extract” the pair (L, V) from the store, saying that it does not matter what
other pairs are in the store (a set of such pairs). Once the value is found, the lookup operation is replaced by the expected value, which is then passed to the rest of the continuation.

Rule (2) has a two-hole context, one identifying the value-to-location-assign task on top of the continuation and the other identifying the pair corresponding to the location in the store; once matched, the assign task is eliminated (hence the use of the identity "\(\cdot\)"").

While we could perform some optimizations (such as flattening the class definitions to bring in all “reachable” methods), we believe this allows us to leave rules structured in a more intuitive fashion.
The rules that actually create the object start with Rule (12). As we create each layer, we want to allocate space for any field names which become visible at this layer. By default, this adds the names to the environment. To ensure we don’t leak names out, or add names in inadvertently, we first want to save the environment so we can recover it when we are finished and also clear it, so we start with an empty environment and just include field names. This is done by putting the environment Env on the continuation (when an environment is encountered at the top of the continuation it is recovered) and setting the env state attribute to .

Now, we construct the object in an iterative fashion. Rule (13) shows the base case of the recursive creation, which is when we reach class Object. Here, we just take the current object and return this as the result of mkObj. Rules (14) and (15) show how the environment layers are configured for classes other than Object. In Rule (14), for class C, we want to allocate space for all fields in the class and store them in the environment layer assigned to this class in the object being created. To allocate space for the fields, the bind continuation item is used. This item is defined to take a list of names, add the names to the environment, and allocate storage for each name. Since there are no values on top of the bind, each name will be assigned the initial value nil in the store. flds is used to retrieve the fields of class C, as defined in class set CSet.

In summary, for each layer, we grab back the fields available in the class for that layer. We then allocate space for them, and initialize them to nil. Finally, we save this environment, which just contains the field names and memory locations for this layer, into the object environment (oenv), tagging them with this layer’s name, then clear out the environment and continue by adding a layer for the parent.

Rules (3) and (4) show the process of getting the parent class and the fields for a given class and class set, respectively. In Rule (3), the class name is used to match against the parent class name in the set representing the class, while in Rule (4) the class name instead matches against the list of names representing the fields of the class.

An example object creation can be seen in Figure 7. The class, ColorPoint, contains two fields, c and p. It extends class Point, which contains three fields, x, y, and p. This class extends Object by default, which has no fields. As can be seen in the Figure, the continuation item createObj(ColorPoint) will lead to the continuation item mkObj with the initial class and an initial version of the object. Each step will then either bind fields from the class or add those fields as a new layer in the object environment. Note that there are two copies of field p, one at location L3 and one at location L5. The copy chosen will depend on the method being executed – a method from class Point will use the copy of p at L3, while a method from class ColorPoint will use the copy of p at L5. Once the creation reaches Object, the new object has been created and is returned. The next step, sending the ColorPoint message with the constructor arguments, is not shown.

### 3.2.4 Message Sends

Message sends are by default dynamic in KOOl. Because of this, lookups for the correct method to invoke should always start with the dynamic class of the object, working back up the inheritance tree towards the Object class. There are two exceptions to this rule. First, with super calls, the correct instance of the method to call should be found by starting the search in the parent class of the current class in the execution context (in other words, the parent class of the class which contains the currently executing method). Second, with constructor calls, the lookup order is the same, but the method name will change, since constructor method names match...
the class name in which they are defined. The first exception is part of the semantics for super, which are separate; the second is part of the core send semantics, but is not shown here. The rules for message sends are shown in Figure 8.

The first rule, Rule (16), is used to start processing the message send. The message target, $E$, and the message parameters, $E_i$, are evaluated, with the name of the message, $X$, saved in the invoke continuation item. In Rule (17), given the result of the evaluation of $E$ and $E_i$, the current stream of execution from the continuation (K), the control state (Ctrl), and the current environment (Env), object ($O'$), and class (C') are pushed onto the method stack (with the environment on top of the remaining continuation, so it will be recovered when this continuation is run), ensuring that the current execution context can be quickly restored when the method exits. The continuation is changed to put the value list (Vl) that resulted from evaluating the message parameters on top of the getMthd continuation item, which is on top of a different invoke continuation item that takes no parameters. This indicates that we want to find the method to invoke, based on the method name, class name, and class set, and then invoke it with actual arguments Vl. The environment is cleared to ensure names in the current environment aren’t introduced into the environment of the executing method, the current object is replaced with the object the message target evaluated to, and the current class is replaced with the dynamic class of the target object (stored in the myclass attribute of the object), forcing method lookup to start in the dynamic class.

Rule (18) shows the result of finding the method. A pair of the class name in which the method was found and the method itself are on top of the invoke continuation item. This will be replaced with a bind of the method parameters and declarations ($XlXl'$), followed by the method body ($K'$). The values in Vl will then be bound to the names in Xl, with the declarations $Xl'$ bound to nil, giving us the proper starting state for executing the method body (by default declarations are assigned a value of nil until they are assigned into). The class context is changed to the class, C', in which the method was found.

Rule (19) shows the result of reaching the end of a method. All methods are automatically ended with a "return nil," statement when they are preprocessed, so even method bodies without an explicit return will eventually encounter one. When return is encountered, the return continuation item and the rest of the continuation following return are discarded, replaced by the continuation on the method stack. The rest of the control state, the current object, and the current class are also reset to the values from the method stack.

This will set the execution context back to what it was at the time the message was sent — back to the context of the invoking object. The value on top of the continuation is left untouched, however, since this will be returned as the result of the message send.

3.2.5 Exceptions

KOOL includes a basic exception mechanism similar to that in many other OO languages, such as JAVA or C++. Code can be executed in a try block, which has an associated catch block. When an exception occurs, control is transferred to the first catch block encountered as the execution stack is unwound. The exception, represented in KOOL as an object, is bound to a variable associated with the catch, with different classes of exceptions used for different exception conditions (nil reference, message not supported, etc.). Along with system-defined exceptions, custom exception classes can be created, and both can be thrown using a throw statement. The semantics for Exceptions can be seen in Figure 9. One important point is that exceptions are not just added by the programmer — they are used in the language semantics as well. For instance, although not shown in the rules for message sends, several possible exceptions can be raised, including an exception generated when a nil variable is used as a message target and an exception thrown when a target object does not support a message (the name and arity must match those in the call). An example where an exception is thrown by the semantics rules can be seen in Figure 12 in Section 4, where an exception is thrown on a lock release when the lock was not already held.

Rule (20) shows the semantics for a try-catch statement. The current control context (Ctrl), environment (Env), object ($O$), and class (C), along with an exception continuation, are all put onto the exception stack. The exception continuation is made up of a binding to the name X from the catch clause, the statement S' associated with the catch clause, the current environment Env (so we recover the current environment and remove the binding of the caught exception to X), and the current continuation, K. Finally, the try-catch block is replaced with the statement (S) from the try clause and the popEStack continuation item. So, for a try-catch block, we will execute the statement in the try clause. If this finishes, we will pop the exception stack and continue running. If an exception is thrown, we will instead want to execute the catch clause, binding the exception to the name in the clause, running the body of the catch, and then continuing with the remainder of the computation after the end of the try-catch statement.

The left-hand side of Rule (21) handles the no exceptions case, where the pop marker is found during normal execution. In this case, the top of the exception stack is popped, but no other changes occur. When an exception is thrown, the right-hand side of Rule (21) is used. In this case, the current context information is replaced with the information that was saved on the exception stack, and the exception stack is popped, essentially "unrolling" the execution stack in one shot. The value V that represents the exception is left on top, which will cause it to be bound correctly to the catch variable and made available to the catch statement (in Rule (20) the top of the stored continuation was a bind, so the value will be
(k(try S catch X S' end ∨ K) estack(klopEStack)) estack(klopEStack) estack(klopEStack)

\[\text{Figure } 9. \text{ Exception handling rules}\]

\[
\begin{align*}
\text{op try:} & \text{catch:} & \text{Statement} \times \text{Name} \times \text{Statement} \rightarrow \text{Statement} \\
\text{op throw:} & \text{Expression} \rightarrow \text{Statement}[!] \\
\end{align*}
\]

\[
\begin{align*}
\text{typecase } C & \text{ of } S & \text{(22)} \\
\text{case } C & \text{ of } S & \text{(23)} \\
\text{case } C & \text{ of } S & \text{(24)} \\
\text{case } C & \text{ of } S & \text{(25)} \\
\text{case } C & \text{ of } S & \text{(26)} \\
\end{align*}
\]

\[\text{Figure } 10. \text{ Typecase rules}\]

bound to the name from the catch clause). Since the rest of the computation after the end of the try-catch statement was saved as part of the exception continuation, the computation will continue correctly after the end of the exception handler.

3.2.6 Runtime Type Inspection

KOOL allows the dynamic type of an expression to be checked at runtime using a typecase construct. This construct contains a sequence of cases, each with a class name and a statement. If the class name in the case matches either the dynamic class type of the expression or a superclass of the dynamic class type, the statement is executed. Cases are evaluated from top to bottom, with an optional else case that always matches. The rules for runtime type inspection are shown in Figure 10.

Since the parsing step can convert the else case to a case matching object, we assume in the semantics that there is no longer a designated else case. When a typecase is encountered, Rule (22) shows that this is replaced with an evaluation of the expression \(E\), on top of the getInheritsSet continuation item, followed by the cases that will be checked. When the expression \(E\) is evaluated to an object value, Rule (23) shows the start of building the set of class names that will be used in the check against the cases. The getInheritsSet continuation item is changed to another item with the same name but three parameters, a class name, a set of class names and a set of classes, with the first two parameters set to the dynamic class of the expression result, \(C\). The inherits set is built according to the rules in Figure 5.

With the set of classes for the expression calculated, the remaining three rules, Rules (24), (25) and (26), apply sequentially to process the cases. In the first, a matching case is found, so the class name set \((C)\) and the remainder of the cases list are both discarded, replaced by the statement \(S\) from the matched case. In the second, the case does not match, but there are cases left in the list, so the current case is removed, allowing the next to be tried. In the third, there is no match, and there are no cases left in the list, so both the cases list and the class name set are discarded, allowing control to fall through to whatever was after the case statement. This provides for the intended semantics – the statement of the first matching case (if any) will execute, then control will pick up with the next statement after the end of the typecase.

3.2.7 Primitives

Since all operations are modeled as message sends, there isn’t a native way in the language to, for instance, add two numbers, or output a string. Yet, at some point, we need primitive operations. This is done using primitives, a concept similar to that used in Smalltalk. Each class which is used to represent a primitive value, such as Integer, contains a field that stores the primitive value. This field can be accessed by the primitive operations to either take out the existing primitive value or put a new one in. For instance, for \(S + 3\), primitive operations would take out the value 5 and the value 3, add them using the system version of integer addition, create a new Integer object, and put the primitive value 8 into the new object’s primitive value field. All “system” operations, including input and output, are handled using primitives, providing the programmer with an object-level view of the primitive operations.

4. Extending KOOL with Concurrency

The dynamic semantics from Section 3.2 does not support any concurrent operations – as defined, KOOL is a sequential language, with a single thread of execution. In this section we illustrate the process of extending a language defined with \(K\) by adding concurrency support to KOOL. Although there are many features we could add, concurrency seems to be an especially useful feature to prototype. Not only is there increasing interest in adding concurrency to a native (not library supported) feature of languages, but it is also a non-trivial feature with many design options. In fact, the first prototype of concurrency in KOOL was quite different from what is shown below.

To support concurrency, a new statement, spawn, will be added to create new threads; threads will be able to acquire and release locks on specific objects (similarly to the Java language) using acquire and release statements; and accesses to shared memory locations should compete – if two threads both assign a value to a shared variable, the resulting value should be nondeterministic, based on the actual execution order of the threads.

With multiple threads, and thus multiple concurrent streams of execution, some of the state components will need to be duplicated. This includes any components which provide context to the current thread of execution: the current object, the current class, the entire control, and the environment. This allows each thread to have enough local information to execute without interfering with the execution of other threads. For instance, threads should not share the current class, since a message send in one thread would potentially interfere with a message send in the other if they did. However, some information, such as the set of classes and the store, will be global to all threads. The grayed sections of Figure 11 represent the changes in the state from Figure 4 to enable concurrency.

The additional syntax and new rules for the dynamic semantics for concurrency in KOOL are shown in Figure 12. It is important to note that, even though we are adding a significant new feature and making significant changes to the state infrastructure, most of the rules are new – very few existing rules need to be changed. Two rules, Rule 27 and Rule 28, are concurrent versions of Rule 1 and 2, respectively, and are changed by simply boxing them, which in
Figure 11. KOOL state infrastructure, with concurrency

\[
\begin{align*}
&k(\text{lookup}(L)) \text{ mem}(\langle L, V \rangle) \quad (27) \\
&k(V \otimes \text{assign}(L)) \text{ mem}(\langle L, V \rangle) \quad (28) \\
&\text{eval}(\text{Classes E, SL}) \quad (29) \\
&\text{newThr}(E, \cdot, \cdot) \text{ mem}(\cdot) \text{ nextLoc}(0) \\
&\text{cset}(\text{process}(\text{Classes}))(\cdot) \text{ input}(\text{SL}) \text{ output}(\cdot) \text{ busy}(\cdot) \\
&t(k(\text{spawn} E) \text{ env}(\text{Env}) \text{ obj}(O) \text{ class}(C)) \quad (30) \\
&\text{newThr}(E, \text{Env}, O, C) \\
&\text{h}(\text{control}(E)) \text{ mstack}(\cdot) \text{ estack}(\cdot) \text{ stack}(\cdot) \text{ env}(\text{Env}) \text{ obj}(O) \text{ class}(C) \text{ holds}(\cdot) \\
&t(k(\cdot) \text{ holds}(\text{LTS})) \text{ busy}(\cdot) \quad (32) \\
&k(V \otimes \text{acquire}) \text{ holds}(\langle V, N \rangle) \quad (33) \\
&k(V \otimes \text{release}) \text{ holds}(\langle V, 1 \rangle) \quad (34) \\
&k(V \otimes \text{release}) \text{ holds}(\langle V, s(N) \rangle) \quad (35) \\
&\text{throw} \text{ new LockNotHeldEx} \quad (36) \\
\end{align*}
\]

Figure 12. Concurrent KOOL rules and added syntax

K indicates that the rule can compete with other boxed rules. One rule, Rule (29), actually does change to take account of the new state infrastructure. This is the concurrent version of Rule 9. Rule 29 makes use of the newThr continuation item to create a new execution thread and set up the starting state appropriately.

The spawn statement creates a new thread based on a provided expression. The expression is evaluated in the new thread, meaning any exceptions thrown by the expression when it is evaluated will be handled in the new, not the spawning, thread. This is a design decision, and has been made to simplify the semantics; the original rule assumed that only method calls could be spawned, and evaluated all method arguments in the current thread, providing different exception behavior. Rule (30) shows the semantics of spawn. Here, the expression E in the spawn statement is given to the newThr item, along with the current environment(Env), the current object (O), and the current class(C). spawn returns no value, so it is just removed from the continuation. Rule (31) shows how the new thread is actually created. The passed values for expression, environment, object, and class are plugged into the proper state components nested within the new thread. This will start the new thread for expression E running in the proper environment. When the thread finishes, it needs to be removed, with any locks it holds being removed from the global busy lock set. This is illustrated in Rule (32).

Along with the ability to create new threads, we also need to be able to acquire and release locks. This is done using the acquire and release statements. The semantics for acquire is shown in Rules (33) and (34). In Rule (33), a lock is acquired on an object V that the current thread already holds a lock on. This just increments the lock count on this object from N to the successor of N. In Rule (34), a lock is acquired on a value V that no thread already holds a lock on a given object can compete. Also, a lock count is necessary to ensure that lock acquires and releases are balanced – a thread can acquire a lock multiple times, with a recursive method call for instance, and we need to ensure that a lock is not inadvertently released too soon.

The semantics for release is shown in Rules (35), (36), and (37). In Rule (35), a lock on value V with lock count 1 is released. This removes the lock from both the local holds set and the global busy
class ThreadGame is
  var x;
  method ThreadGame is
    x <- 1;
    end
  method Add is
    while true do x <- x + x; od
    end
  method Run is
    spawn(self.Add); spawn(self.Add);
    end
  (new ThreadGame).Run

Figure 13. The Thread Game in KOOL

set. Rule (36) shows what happens when a lock on value V with
lock count greater than 1 is released – here, the count simply goes
from \( s(N) \) (the successor of \( N \)) to \( N \). Finally, if there is an attempt
to release a lock that the thread does not hold, an exception
should be thrown. This is shown in Rule (37), where an attempt to release
a lock on \( V \) not held by the thread results in a LockNotHeldEx
exception being thrown.

A sample concurrent program, the thread game, is shown in
Figure 13. In this program a new class, ThreadGame, is defined.
The constructor for this class sets field \( x \) to the value 1. The Add
method then includes an infinite loop that, during each execution of
the loop body, issues a single statement, adding \( x \) to \( x \) and assigning
the result back to \( x \).

If this program were not concurrent, this would just double the
value of \( x \) each time through the loop. However, the Run method
spawns two threads, each of which will execute the Add method.
Because there is no synchronization used to prevent data races, the
two threads can easily interfere with one another. In fact, it has been
proved that the variable \( x \) can take the value of any natural number
greater than 0 [33].

5. Other Language Case Studies

The KOOL language discussed in Sections 3 and 4 illustrates a part-
cicular language specification, which is just one example within a
much broader language specification methodology, based on a first-
order representation of continuations. A key point worth making is
that this methodology scales up quite well to real languages with
complex features, both in terms of still allowing very readable and
understandable specifications, and also in being capable of provid-
ing high performance interpreters and competitive program analysis-
tools.

For example, Java 1.4 (see also [7] for a complete formal seman-
tics) and the JVM have been specified in Maude this way, with the
Maude rewriting logic semantics being used as the basis of Java
and JVM program analysis tools that for some examples outper-
form well-known Java analysis tools [12, 11]. In fact, the semantics
of large fragments of conventional languages are routinely devel-
oped by UIUC graduate students taking programming language de-
sign and semantics classes, as course or short research projects, in-
cluding, besides Java and the JVM, languages like (alphabetically),
Haskell, Lisp, LLVM, Pict, Python, Ruby, Scheme, and Smalltalk
[39].

Typically, one needs two equations or rewrite rules to define the
semantics of each language construct: one to divide the evaluation
task into evaluation subtasks, and the other to conquer the task by
combining the values produced by the evaluations of the subtasks
into a resulting value for the original task. However, there are
language constructs that can be translated into other, more general
constructs with just one equation (e.g., for loops into while loops),
but also language constructs that need many equations or rules. For
example, the creation of a new object in Java needs more than 10
equations. Each equation defines a meaningful and different case
to analyze, which cannot be avoided or collapsed as a special case
of a more general case neither technically nor conceptually; this is
due to the inherent complexity of object creation in the presence of
inner classes.

A semantics of a Caml-like language with threads was discussed
in detail in [31], and a modular rewriting logic semantics of a subset
of CML has been given by Chalub and Braga in [6]. Following
a continuation-based semantics similar to the one in this paper,
D’Amorim and Rougui have given a definition of the Scheme lan-
guage in [10]. Other language case studies, all specified in Maude,
include BC [3], CCS [48, 3], CIAO [44], Creol [23], ELOTOS [47],
MSR [5, 42], PLAN [43, 44], the ABEL hardware description lan-
guage [24], SILF [19], FUN [40], SIMPLE [32], and the \( \pi \)-calculus
[45]. Some of these rewrite logic language definitions do not obey
the continuation-based style advocated in this paper. That is be-
cause those languages lack complex control statements, such as ex-
ceptions, or break/continue of loops, or abrupt return from func-
tions, or halt, or call/cc, which the continuation-based style can
handle naturally. Nevertheless, those languages can also be given
a continuation-based semantics.

6. Other Related Work

There is much related work on defining programming languages
in various computational logical frameworks and inside other lan-
guages, allowing the defined language to be used for formal analy-
sis, evaluation, and prototyping. We cannot mention all these here,
but we refer the interested reader to the rewriting logic semantics
project [32, 33, 31] and to the K report [40] for a comprehensive
discussion, focused on computational logical frameworks, of the
various techniques, comparisons, their advantages and limitations.
We here only list a few of them which are, in our view, closer in
purpose to our approach.

On the foundational, computational logical side, reduction-
based semantics such as SOS [37] and context reduction with eval-
uation contexts [13] (sometimes called reduction semantics) appear
to be quite related to rewriting logic semantics, including \( K \). This
is especially true of context reduction. There are, however, several
crucial differences. In addition to the complete model-theoretic sem-
antics that endows rewriting logic, the main operational distinc-
tion between rewriting logic semantics and reduction semantics
is that, in reduction semantics, the applications of reductions are
context-sensitive, and are sequential in nature (leading naturally
to an interleaving semantics for concurrent operations). In rewrit-
ing logic semantics they can, and are encouraged to be, applied in
an unrestricted fashion and in parallel, wherever the rewrite rules
match, leading to a "true concurrency" semantics for concurrent
operations.

Leaving aside the distinctions between the underlying seman-
tics models and the models of concurrency, one could say that,
in principle, rewriting logic is a special case of reduction semantics,
namely one where contexts are ignored when reduction rules
are applied. From this perspective, the complexity and diversity
of languages that have been defined so far using rewriting logic
[32, 33, 31, 21] can be regarded as empirical evidence that con-
textual restrictions may be avoided in practice when defining and
designing programming languages. The key in achieving this is to
apply the reductions not on the original program, but on a trans-
fomed, computationally equivalent structure, which is shown in
our rules as the continuation wrapped by \( k(\cdots) \). Indeed, a struc-
ture of the form \( k(E \bowtie K) \) appearing during the execution of a
program can be thought of as \( C_K[E] \), where \( C_K \) is the "evalu-
tation context" corresponding to \( K \). The advantage of "flattening" and "maintaining" contexts as first order continuation structures in \( K \) is that contextual matching is never needed; standard matching and term rewriting alone become sufficient. This opens the door to using standard term rewriting engines, which can achieve remarkable speeds on ordinary machines today – on the order of millions and tens of millions of rewrite steps per second. This is comparable to the speed of conventional programming languages, sometimes very favorably comparable[40]. Other existing tools developed for rewriting logic theories, such as model checkers and path exploration tools, many of which are highly efficient, also become available, providing methods to analyze programs without the need to write tools from scratch.

Turning to more of a focus on language design and prototyping, among the approaches based on term rewriting and related techniques, the first extensive study on defining a programming language equationally, with an initial algebra semantics, was performed in the context of formal reasoning about imperative programs[15]. OBJ [16] was used to execute the language specifications via term rewriting. Interesting work in not only defining languages via term rewriting but also in compiling the definitions has been investigated under the ASF+SDF project [46]. Stratego [49] is a program transformation framework also based on term rewriting. Besides the development and use of the \( K \) framework, what distinguishes our work is precisely the use of a first-order representation of continuations and of associative/commutative (AC) matching. Our goals are also somewhat different; ASF+SDF and Stratego have focused more on program transformation and compilation, while OBJ was used to define much simpler languages. We are instead focusing on executability, prototyping and formal analysis of languages with potentially complex features.

Our approach is also similar to that taken by the SECD machine [26], especially in our explicit representation of control and our use of stacks (which are equivalent to SECD dumps). A fundamental difference between the two is that all rules are applied at the top in SECD machines, while rules in \( K \) are not similarly restricted, giving us the opportunity to apply rules (for garbage collection, for instance) wherever they match, including in the middle of a continuation. Also, we tend to model more complex languages with more involved configurations (see Figure 11), and our configurations can be dynamic, with new state components added and removed based on operations like thread creation and termination. This leads to natural extensions for concurrency. There are some minor differences as well, including the fact that we keep values directly on the continuation instead of on a separate stack.

There is some similarity between our approach and monads [27, 34]. The monad approach gains modularity at the denotational level by using monad transformers to lift program constructs from one level of specification to a richer one. Haskell was used in an interesting example of building a language interpreter in this monadic style [18]. In our case, modularity is achieved by the use of AC matching and context transformers based on the structure of the state, which allow selecting from the state "soup" only those attributes of interest. The complete enumeration of the state attributes is done only once, when defining the eval command.

Other examples define languages inside other, functional or logic languages. One example of this is PLT Redex [29], a Scheme-based tool for defining languages using context reduction. Other examples include definitions of language semantics in Prolog [41], and definitions in functional languages like Scheme [14], where language-level features (Scheme functions and lists, for instance) are used directly to model the language semantics. The Centaur project [2] was very ambitious, allowing definitions in a Prolog-like language and generating language tools and processors. We believe that our independence from a specific language or language implementation is a benefit, allowing us to target rewriting platforms based on feature set and tool support. We also believe this makes the semantics somewhat cleaner, in that we aren’t defining a language in terms of another, potentially complex language. However, this comes at the price of not having access to the built-in capabilities of a language such as Scheme, ML, or Prolog.

7. Conclusion and Future Work

In this paper we showed how the \( K \) rewrite logic framework and methodology can be used for rapid prototyping, design and experimentation with object-oriented programming languages by defining KOOL, an experimental, sequential object-oriented language, and by then extending KOOL with concurrency. Although this paper has focused specifically on those characteristics that make this technique suited for language prototyping and design, we believe that in general the \( K \)-based approach discussed in this paper gives a good balance among often opposite factors such as: mathematical rigor (it is denotational and its initial model semantics is open to inductive reasoning), executability (it is operational by term rewriting), formal analysis, ease of understanding and teaching, tool support, and scalability.

We intend to implement a parser for \( K \) and a translator into rewriting logic in the near future. However, as explained in [40], this task is much harder than it may seem and involves researching several important and interesting problems, such as: sort inference, because, for elegance and especially for modularity reasons, we’d like to avoid declaring variables whose sorts can be inferred from contexts - this is a non-trivial problem in the context of suborting and overloading operation names; tuple operation inference, because, for the same reasons, we’d like to avoid declaring operations needed only for tupling, such as those placing information in stacks. Also, once a parser is implemented, the next step is to mechanize the compilation technique outlined in [19].

Along with these utilities, we also plan to provide animation support for executions in the semantics, allowing users to view which rules are used in what orders during program executions. We would also like to provide an enhanced environment, potentially based on Eclipse, for working with language definitions. These would be especially useful during the language design process and in classroom settings.
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