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Abstract—Register allocation is a crucial and complex phase of any modern production compiler. In this work, we present a translation validation algorithm that verifies each single instance of register allocation. Our algorithm is external to the compiler and independent of the register allocation algorithm. We support all major register allocation optimizations such as live range splitting, register coalescing, and rematerialization. We developed a prototype of this approach for the production-quality register allocation phase of LLVM. We evaluated this prototype for compiling the source code of SPECint 2006 benchmark, and we were able to verify the register allocation of over 88% of supported functions in the benchmark, using all 4 register allocators available in LLVM 5.0.2.

I. INTRODUCTION

Register allocation is a phase present in every modern optimizing compiler to determine the mapping from program variables to physical registers of the target instruction set architecture (ISA). In general, register allocation is NP-complete by a reduction from graph coloring [6], and modern compilers use sub-optimal heuristics together with a complex set of transformations that aim to give a best-effort solution: spilling [5], register coalescing [11], live range splitting [8], and rematerialization [4].

Since register allocation is often an essential and complex phase of the compilation pipeline, it is paramount to ensure its correctness. An ideal approach would be to develop the register allocator along with a formal correctness proof. However, due to the complexity of register allocation algorithms, this is not even done for the state-of-the-art verified C compiler, CompCert [21]. A far more serious limitation is that such verified compilation approaches are usually impractical to apply to existing, widely used production compilers such as GCC and LLVM, due to their large code base that is not designed with verification in mind.

In this paper, we study an alternative approach, translation validation (TV), to ensure the correctness of register allocation. Instead of proving the correctness of a compiler uniformly for all input, translation validation aims at proving the correctness of a single instance of compilation, by showing that the generated output program after register allocation refines (or is equivalent to) the input program. Such a proof can be done with few or no changes to the compiler, thus providing a practical verification solution for existing compilers.

Previous work on TV mostly focuses on validating the end-to-end compilation pipeline, including many optimization and code-generation passes (sometimes hundreds, as in GCC) [9], [12], [26], [32]. These systems are too complex for the purpose of validating individual phases, generally more computationally expensive, and also are not modular, so they are unable to isolate failures to individual compiler passes, which can be crucial during compiler development. See Section V for more details on related work.

In this work, we present a TV system that can prove the correctness of register allocation in a full-fledged production compiler system, such as LLVM. The key to our system is an inference algorithm based on dataflow analysis that generates verification conditions (VC) which imply the correctness of register allocation. Such VC is then verified by a previous developed proof checker KEQ [19] to ensure the soundness.

Our inference algorithm has three important features that make it practical and effective for use in production compilers. First, it is independent of the register allocation algorithm and can infer the correspondence between virtual registers in the input code and physical registers and/or spill memory locations in the output code solely by analyzing the input and output programs. Second, it does not require additional assistance from the compiler itself, making it especially easy to retrofit into existing compilers. Third, the algorithm is able to handle important and widely-used optimizations in register allocation, such as live range splitting, register coalescing, and certain types of rematerialization, as well as local optimizations done to reduce register pressure, like rescheduling and commuting of operands. Thus, we arrive at a highly practical compilation verification solution for the complex register allocation phase of a production compiler.

We have implemented our inference algorithm for register allocation in LLVM, and used it with the KEQ tool and the semantics definition of intermediate x86 programs, as described in [19]. We evaluated our TV System on 11 benchmark programs in SPECint 2006 [34]. The register allocation of more than 88% of all supported functions was successfully verified, using all four register allocators in LLVM 5.0.2. The remaining failures are discussed in Section IV-A; they are primarily due to inadequacies of our inference algorithm to handle specific edge cases as well as performance reasons.
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related with symbolic execution. So these failures can be fixed by mostly engineering effort. We also reintroduced two actual register allocation bugs to LLVM and verified that our system does not validate miscompilations resulting from these bugs, as discussed in Section IV-B.

To summarize, our main contributions in this paper are:

- A black-box algorithm (Section III) that infers verification conditions for the correctness of register allocation.
- The algorithm supports major optimizations such as live range splitting and register coalescing and does not require SMT solvers or other computationally expensive techniques. Combined with the previous work of KEQ and their x86 semantics, we derive a sound translation validator for register allocators in LLVM.
- Experimental results (Section IV) showing that Our TV system is able to validate the compilation of more than 88% of supported functions in eleven programs from the SPECint 2006 benchmark suite.

Furthermore, the KEQ algorithm and x86 semantics were previously used to prove the correctness of the Instruction Selection (ISel) phase of the LLVM system. Our work demonstrates that we can reuse these two components unchanged for register allocation as well, thus showing that it is possible to reuse a significant part of a TV system [19] for a completely different compilation pass. This reusability is important in the long-term to enable modular translation validation of complex production compilers.

We organize the rest of the paper as follows. We briefly introduce KEQ and its formalism for proving program equivalence in Section II. We describe our inference algorithm for VC generation, which is our main technical contribution, in Section III. We show the evaluation of our tool on the SPECint 2006 test suite and on the reproduced register allocation bugs in Section IV. Finally, we discuss related work in Section V and conclude the paper in Section VI.

II. PRELIMINARIES

A. KEQ: A Transformation-Independent Equivalence Checker

In this work, we take advantage of the modular TV system presented in [19]. Specifically, the system is based on KEQ, a language- and transformation-independent equivalence checker. KEQ is implemented as a tool within the K framework [29], which is a language framework for defining operational semantics of programming languages. These semantic definitions are used to automatically derive tools for the defined language, and KEQ also follows this methodology.

KEQ accepts the input and output language semantics (written in K), an input program, an output program (potentially after some transformations), and a set of verification conditions (VCs). The VCs are in the form of synchronization points: pairs of symbolic states for the input/output programs that are known to be related, along with a set of constraints on the variables in the two programs. We will refer to these constraints as invariants.

An example input/output program pair before and after register allocation is shown in Figure 1 with the locations of synchronization points marked ($p_1$ through $p_4$). The invariants for these synchronization points are shown in Figure 3. Each synchronization point symbolically describes pairs of states of program (a) and (b). For example, the synchronization point $p_2$ is placed at the edge from the basic block .main to .loop, and the invariant says that $p_2$ describes pairs of concrete states of program (a) and (b) at $p_2$ satisfying $%vr5 = eax' \land %vr4 = edi'$. KEQ would then check whether, starting from any synchronization point (i.e., any pair of concrete states satisfying the invariant), the two programs would always reach another synchronization point in finite steps. So by a coinductive proof, one can conclude that starting from any pair of concrete states satisfying $p_1$, either both programs do not terminate, or they reach $p_4$. Finally, the invariants at $p_1$ and $p_4$ ensure exactly that the two programs have the same return value eax if they have the same input argument edi.

KEQ formalizes this idea using cut-simulation, proposed by Kasampilas et al. [19], which is a weaker variant of simulation [31] to capture more transformations. We review some definitions and results in the following. For simplicity, we only informally define these notions and we refer readers to [19] Section 7 for more formal definitions.

Definition 1 (Cut): Given a program $P$ (as a transition system), a set of states $C$ is a cut if for any complete trace $\tau$ from the starting state of $P$,

- If $\tau$ is finite, then $\tau$ starts and ends in $C$.
- If $\tau$ is infinite, then $\tau$ visits $C$ infinitely often.

Definition 2 (Cut-simulation): Given two programs $P$ and $P'$ and let $C$ and $C'$ be cuts for their transition systems, a relation $R \subseteq C \times C'$ between the cut states of $P$ and cut states of $P'$ is a cut-simulation iff for any $(s, s') \in R$ such that $s$ reaches some state $t \in C$ through non-cut states, $s'$ also reaches some state $t' \in C'$ through non-cut states and $(t, t') \in R$.

The above definitions are given in a language-independent manner. When we specialize KEQ to a specific pair of languages and programs, we would first define a binary relation $A$ called the acceptability relation that restricts the pairs of states allowed to appear in any proposed cut-simulation. For instance, in the case of x86 programs, we relate in $A$ all pairs of states that are not entry or exit points of the programs, and only relate entry points that have the same input and memory (such as $p_1$), and output points with the same memory and return value (such as $p_4$).

Then as a direct consequence of [19] Theorem 7.9], if we can find a cut-simulation between two programs contained in such $A$, we have the following notion of program equivalence:

Theorem 1 (Soundness): Given two x86 programs $P$ and $P'$, if there exists a cut-simulation $R \subseteq A$ between the transition systems induced by $P$ and $P'$, then for any two complete traces $\tau$ and $\tau'$ of $P, P'$, if $\tau$ and $\tau'$ start in $A$ (i.e., they begin with the same input arguments, memory, stack, etc.):

- If $\tau$ terminates in a state $s$, then $\tau'$ terminates in a state $s'$, in which case $s$ and $s'$ have the same memory and return value.
Fig. 1: A simple program that computes the sum of $1 + \cdots + \text{edi}$ in Virtual x86 before and after Register Allocation (with the greedy allocator of LLVM under -O2). Comments in red show the program points for which synchronization points are placed by our inference algorithm.

(a) Before Register Allocation

(b) After Register Allocation

Fig. 2: Invariants after the first iteration.

Fig. 3: Invariants at synchronization points for the programs in Figure 1, where $\text{eax}'$ and $\text{edi}'$ refer to the registers in the second program.

• If $\tau$ is infinite, then $\tau'$ is infinite, and they synchronize in $\mathcal{A}$ infinitely often.

Moreover, the intuitive verification algorithm described in the example above is generalized in [19] and proven sound. This reduces the work to finding a cut-simulation $\mathcal{R}$ that satisfies our acceptability $\mathcal{A}$. In our implementation, the inference algorithm proposes a set of synchronization points that symbolically describe $\mathcal{R}$. If KEQ can verify that $\mathcal{R}$ is indeed a cut-simulation, then the above notion of equivalence holds.

B. Virtual x86

In LLVM, the input and output programs of register allocators are represented in Machine IR [23]. Machine IR is a generic low level representation that can be parameterized by the specific opcodes of a target instruction set architecture and retains some higher-level features such as an infinite number of (virtual) registers, SSA form, function signatures, etc. We use Virtual x86 to refer to the Machine IR specialized to the x86-64 instruction set [16]. We use the syntax illustrated by the example in Figure 1 to represent Virtual x86 code.

III. SYNCHRONIZATION POINT INFEERENCE ALGORITHM FOR REGISTER ALLOCATION

We use KEQ and the Virtual x86 semantics definition from [19] (summarized in Section II), both unmodified, to develop our TV prototype for the register allocation phase of the LLVM compiler [22]. The additional component required to arrive at a fully functional TV system is an inference algorithm for the synchronization points that witness the correctness of register allocation.

Our inference algorithm is a backward dataflow analysis and operates on the input and output programs without any assistance from the compiler. The main observation is that an optimizing register allocator only uses a limited portion of the full semantics of the input language, in particular copy and phi instructions, uses and definitions of other instructions, etc., but not necessarily the full semantics of every instruction. So in our inference algorithm, we only capture such necessary fragments, resulting in a more tractable and maintainable solution. Even though such underapproximation by itself is unsound, the use of KEQ ensures that no true-negatives occur.

We start with an overview of the algorithm in Section III-A then give a concrete example in Section III-B. We fill in the details of the algorithm in Section III-C and Section III-D. We discuss common register allocation optimizations we support in Section III-E and some limitations in Section III-F.

A. Overview of the Inference Algorithm

In this section, we give an overview of our algorithm for inferring synchronization points.
We will use $P$ and $P'$ to denote the input and output functions. We assume that $P$ and $P'$ have isomorphic CFGs; this is true in the LLVM register allocation phase, and is likely to be general enough for many register allocators in modern optimizing compilers. For simplicity of presentation we also assume that $P$ and $P'$ have disjoint register names. For example, we use names such as $eax$ to denote physical registers in $P$ and names such as $eax'$ to denote physical registers in $P'$.

The algorithm consists of the following steps:

1) We promote any spilled stack frames in Virtual x86 to virtual registers.
2) We place synchronization points at the following program points:
   - The entry and exit points of both functions.
   - Every incoming edge of a non-entry/non-exit block.
   - Before each call to an external function.
3) We combine the two CFGs into a more abstract product CFG with nodes being the synchronization points and an edge between any synchronization points $s_1$ and $s_2$ iff there are program paths from $s_1$ to $s_2$ in both $P$, $P'$. This is similar to the notion of product CFGs/programs defined in previous work such as [7], [12].
4) We perform a backward dataflow analysis on the product CFG until it reaches a solution that assigns an invariant to each synchronization point.

In a common form of a backward dataflow analysis [3], our algorithm uses the following semi-lattice and transfer function:

- The semi-lattice for the dataflow values is the set $Inv$ of invariants modulo equivalence, with the semi-lattice operation being formula conjunction, infimum being $\top$, and supremum being $\bot$. The syntax of invariants is shown in Figure 4.
- The transfer function $Trans_{s_1,s_2} : Inv \rightarrow Inv$ on each edge $(s_1,s_2)$ is described in Section III-C.
- The initial value at each synchronization point is $\top$.

Intuitively, $\top$ in our case means that the state at a particular point is unconstrained by any invariant, while a $\bot$ invariant appears in any reachable point then it means that our heuristics (as explained in Section III-D) is too strict and have not considered all possible states.

B. Example for Inferring Invariants

Recall the example in Figure 1 which is a simple arithmetic program that computes the sum $1 + \cdots + edi$. Functions (a) and (b) are respectively the input and output of register allocation in LLVM. Function (a) is still in SSA form and physical registers are only used for parameter passing (line 1) and return values (line 9). The two functions also use some of the so-called pseudo-instructions in Virtual x86, namely $COPY$ (which copies between registers) and $PHI$ (which denotes a phi node). The output function (b) uses only physical registers and the SSA form has been destructed.

The algorithm would first place synchronization points $p_1$ through $p_4$ as described in the overview in Section III-A. Then it would construct the product CFG as shown in Figure 5.

The transfer function for each edge $(p_i,p_j)$ (which is detailed in Section III-C) works by first computing a $Gen$ invariant (independent of the input invariant) by “matching” the pair of program paths connecting $p_i$ and $p_j$. For example, consider the edge $(p_2,p_3)$ associated with the program paths of lines 3-7 in function (a) and lines 2-4 in function (b). From these two lists of instructions, we would match the uses of line 5 in (a) with line 2 in (b), which gives us an inferred constraint

$$\phi := \%vr0 = edi' \land \%vr1 = eax'$$

This constraint is then transferred from the points at line 5 in (a) and line 2 in (b) backwards. When the transfer function encounters the $PHI$ instruction at line 4, it would substitute $\%vr1$ with its definition $\%vr5$ (because the predecessor of $p_2$ is .main). Similarly, when the transfer function encounters $PHI$ at line 3, it would replace $\%vr0$ with $\%vr4$. As a result, the $Gen$ invariant associated with $(p_2,p_3)$ would be

$$\phi[\%vr4/\%vr0][\%vr5/\%vr1] \equiv \%vr4 = edi' \land \%vr5 = eax'$$

Then for every input invariant, the transfer function performs the same operation backwards and takes the conjunction of the result with the $Gen$ invariant.

Therefore, after the first iteration (recall that the initial invariant at each synchronization point is $\top$), the invariant at each synchronization point is shown in Figure 2.

After the second iteration, the invariants at $p_2, p_3, p_4$ have no changes. For $p_1$, the invariant $\%vr4 = edi' \land \%vr5 = eax'$ at $p_2$ is propagated back. When the transfer function encounters the copy instructions ($COPY$ and $movl$), it replaces the the defined register with the source operand. So the resulting new invariant at $p_1$ is $edi = edi' \land 0 = 0$ which is simplified to $edi = edi'$.

Hence, the invariants converge after the second iteration to the final invariants in Figure 3 which concludes our example.

C. Transfer Function

For any edge $(s_1,s_2)$ in the product CFG, the transfer function $Trans_{s_1,s_2}$ has three components:

- Computing the $Gen$ invariant by matching the instructions in the pair of paths from $s_1$ to $s_2$. This is elaborated in Section III-D.
- Removing equalities that involves registers defined/killed by non-copy instructions using the $Kill$ function defined in Figure 7.
- Propagating the resulting invariant through a pair of program paths using the $Propagate$ function defined in Figure 6.

Since we placed synchronization points at each basic block, we can assume that for each edge $(s_1,s_2)$ in the product CFG, there are two unique program paths in $P, P'$ from $s_1$ to $s_2$. 
n \in \mathbb{N} \quad m \in \{1, \ldots, 64\} \quad r \text{ is a register in } P \text{ and } P' \quad t, t' \in \text{Term} := n \mid r \quad \varphi, \varphi' \in \text{Invariant} := T \mid \bot \mid \varphi \lor \varphi' \mid \varphi \land \varphi' \mid t = t' (\text{mod } 2^m)

Fig. 4: Syntax of invariants. We may omit \((\text{mod } 2^m)\) if the bit width is irrelevant or clear.

\[
\begin{align*}
\text{Transfer}_{s_1,s_2}(I,I',\varphi) := Gen(I,I') \land Propagate(s_1,I \cdot I', Kill(I,I',\varphi))
\end{align*}
\]

where \(\cdot\) denotes list concatenation and \(Propagate\) function is extended from the singleton version in Figure 5 inductively by \(Propagate(s,I \cdot I', \varphi) := \text{Propagate}(s,I, \text{Propagate}(s,I, \varphi))\) and \(\text{Propagate}(s, \bot, \varphi) := \bot\). The \(Gen\) function will be defined in Section III-D.

Intuitively, \(Propagate\) function captures the semantics of copy and phi instructions while \(Kill\) and \(Gen\) underapproximate the semantics of other instructions.

By definition, \(Propagate\) (which only does substitution) and \(Kill\) functions are distributive, while \(Gen\) is independent of \(\varphi\). So \(\text{Transfer}_{s_1,s_2}\) is distributive. Therefore, the dataflow analysis can be implemented using the usual fixpoint iteration algorithm and it would terminate [17].

D. Gen function

As aforementioned, \(Gen\) function is defined by “matching” the instructions in \(I\) and \(I'\). This serves as heuristics to underapproximate the semantics of non-copy and non-phi instructions.

More specifically, we say that \(I_i \in I \text{ matches some } I_j' \in I'\) if they have the same opcode and same number of uses. Suppose they do match, let their uses be \(r_1, \ldots, r_l\) and \(r_1', \ldots, r_l'\), respectively, and let

\[\phi_{I_i,I_j'} := r_1 = r_1' \mod 2^{k_1} \land \cdots \land r_l = r_l' \mod 2^{k_l}\]

where \(k_1, \ldots, k_l \in \{1, \ldots, 64\}\) are bit widths of the matches that can be inferred from the opcode or register names (if not we default it to 64). Then we use \(Propagate\) to transfer \(\phi_{I_i,I_j'}\) backwards to the synchronization point \(s_1\):

\[Gen_{I_i,I_j'} := \text{Propagate}(s,(I_1, \ldots, I_{i-1}, I_j', \ldots, I_{j-1}'), \phi_{I_i,I_j'})\]

In the example in Section III-B we match two \texttt{addl} instructions in Figure 1 at line 5 in (a) and line 2 in (b). Their uses are \%vr0, \%vr0 and \texttt{eax'}, \texttt{edi'} respectively, so the local constraint in this case is

\[\phi_{\text{line 5(a), line 2(b)}} \equiv \%vr0 = \texttt{edi'} \mod 2^{32} \land \%vr1 = \texttt{eax'} \mod 2^{32}\]

where the bit width 32 is inferred from the opcode \texttt{addl}. Then their \(Gen\) constraint is computed by propagating through the two PHI instructions:

\[Gen_{\text{line 5(a), line 2(b)}} \equiv \text{Propagate}(p_2, (\text{line 3(a), line 4(a)}), \phi_{\text{line 5(a), line 2(b)})} \equiv \%vr4 = \texttt{edi'} \mod 2^{32} \land \%vr5 = \texttt{eax'} \mod 2^{32}\]

Finally, to compute \(Gen(I,I')\), we find any matching \(M\) between instructions in \(I\) and \(I'\) in the sense defined above, and take

\[Gen(I,I') := \bigwedge_{(I_i,I_j') \in M} Gen_{I_i,I_j'}\]

In our implementation, as another heuristic, we take a maximal matching between the two lists of instructions.

The \(Gen\) constraint defined above is a sufficient condition for the results of two matched instructions to be equal. This heuristic can be improved if we consider more properties of the actual instructions being matched.

For example, \texttt{addl} in x86 is a two-address instruction where the first register is both a source and destination register. To reduce the register pressure and make the first register reusable, a register allocator may permute the operands of \texttt{addl} if the second operand is not live after the add instruction. To capture such commutativity, we can take the constraint to be a disjunction for two possibilities. Suppose we are matching \texttt{addl} \(r_1, r_2\) and \texttt{addl} \(r_1', r_2'\), we can take

\[\phi := (r_1 = r_1' \land r_2 = r_2') \lor (r_1 = r_2' \land r_2 = r_1')\]

In our implementation, we use the constraint above for commutative operations such as add and xor.

Another example is that we can match instructions with different opcodes but the same semantics. For instance, the
Propagate\((s, I, \varphi) := \begin{cases} 
\varphi[t/r_{dst}] & \text{I has the semantics of copying a register/constant } t \text{ to } r_{dst} \\
\varphi[r_{src}/r_{dst}] & I \equiv \text{PHI } r_{dst} \ldots (r_{src}, \text{Pred}(s)) \ldots \\
\varphi & \text{Otherwise} 
\end{cases}
\]

Fig. 6: The Propagate function, which takes input a synchronization point \(s\), an instruction \(I\), and an invariant \(\varphi\). Here \(\text{Pred}(s)\) is the predecessor basic block of the synchronization point \(s\). \(\varphi[t/x]\) is the result of substituting \(x\) in \(\varphi\) with a term \(t\).

\[
\text{Kill}(I, I', t = t') := \begin{cases} 
\top & t, t' \text{ are killed by some non-copy/non-phi instructions in } I \text{ or } I' \text{ after propagation} \\
\bot & \text{One of } t \text{ and } t' \text{ is killed in } I \text{ or } I' \text{ but not the other} \\
\bot & t = t' \text{ Otherwise} 
\end{cases}
\]

\[
\text{Kill}(I, I', \bot) := \bot \\
\text{Kill}(I, I', \top) := \top \\
\text{Kill}(I, I', \varphi \lor \varphi') := \text{Kill}(I, I', \varphi) \lor \text{Kill}(I, I', \varphi') \\
\text{Kill}(I, I', \varphi \land \varphi') := \text{Kill}(I, I', \varphi) \land \text{Kill}(I, I', \varphi') 
\]

Fig. 7: The inductively-defined \(\text{Kill}\) function that underapproximates the semantics of non-copy instructions. \(I\) and \(I'\) denote lists of instructions. By \(t, t'\) being killed after propagation we mean that if some register \(r\) is defined in a copy instruction \(I\) by another register \(r'\), which is killed by a non-copy instruction before \(I\), then we would still consider \(r\) being killed.

two-address \text{addl} instruction is sometimes translated to an equivalent version using \text{leal} in order to reduce register pressure. Therefore, we also consider such special cases in our implementation.

E. Optimizations in Register Allocation

Register allocators commonly use optimizations such as live range splitting [8], register coalescing [11], and rematerialization [4]. We discuss in this section whether our inference algorithm supports these optimizations.

1) Live Range Splitting and Register Coalescing: Live range splitting inserts a copy instruction within the live range of a register to split it into two distinct registers. As a result, interference between registers is reduced. Register coalescing, on the other hand, merges the source and destination registers of a copy instruction to simplify the interference graph. These optimizations will not affect our inference algorithm since only copy instructions are involved.

2) Rematerialization: Rematerialization recomputes the value of a register before its use, in the case when spilling is more costly than such recomputation.

A common case in the register allocators of LLVM is when a constant initialization of register is moved closer to the use of the register. Our inference algorithm supports this case since such initialization essentially has the semantics of copying a constant into a register and our invariant syntax includes constants as terms.

However, our inference algorithm does not identify which instructions are the results of rematerialization, thus not supporting this optimization in general.

F. Limitations

Our inference algorithm has two major limitations, which we leave as future work to solve.

1) Restricted to register allocation: Our current formulation only captures the semantics of copy and phi instructions, so it is limited to register allocation. Furthermore, in our algorithm, we make the assumption that the CFGs of two functions are isomorphic. This allows us to simply related basic block and construct a product CFG based on that. This strong assumption will likely not work for other global program transformations, which may techniques such as in [12] to search for a viable product CFG.

2) The \text{Gen} function requires engineering effort: In Section III-D we discussed a few examples of how the matching heuristics of the \text{Gen} function can be more close to the actual semantics of the instructions. We have not developed a general approach to do this automatically, so such heuristics have to be engineered manually.

IV. Evaluation of the TV System for LLVM’s Register Allocation

We evaluate the Translation Validation prototype in two ways. First, we apply the prototype to a substantial subset of the source code of SPECint 2006 benchmark [34] to evaluate its usefulness in a complex, real-world use case. Some of the test cases (like the widely used GCC compiler) are especially important for ensuring software reliability. Second, we reintroduced two register allocator bugs originally found in LLVM 3.5 and LLVM 7.0 in order to verify whether our prototype rejects translations affected by those bugs, and preferably also produces enough information for a compiler developer to diagnose the locations and potential causes of such failures.

A. Application on the SPECint 2006 Benchmark

In order to evaluate the Translation Validation prototype for a complex and important application, we applied it to a large
subset of the source code of the SPECint 2006 benchmark. We tested on 11 benchmark programs written in C and C++. For each program, we compiled the source code into LLVM IR using clang-5.0.2 at optimization level -O0, then translated to Virtual x86 using the default instruction selection (ISel) pass of LLVM 5.0.2. We are using this setting because it has previously been verified [19] for a number of programs, including the 403.gcc benchmark from SPECint 2006.

The output of ISel in Virtual x86 forms the input for our validation experiments. We applied the following combinations of register allocators and optimization levels. Note that these are widely used in production and well-tuned allocators with complex logic.

- fast -O0: Default register allocator at -O0. This is a local register allocator specifically aiming for speed. Registers are assigned on a greedy basis, and all live registers are spilled at the end of each block.
- basic -O2: A register allocator similar to linear scan, but visits live intervals in a different order.
- greedy -O2: Default register allocator when optimization is enabled. Similar to the basic allocator but uses more complicated heuristics and supports global live range splitting.
- pbq -O2: A register allocator that reduces the allocation problem to partitioned boolean quadratic programming (PBQP) [13].

For each verification run, we allocated 2 Intel Xeon CPU E7-8837 processors at 2.67GHz and 10GB of memory, with a 120-second timeout on the inference algorithm, and a 60-minute timeout on KEQ.

An overview of the results is shown in Figure 8. Out of a total of 14,542 functions, our Virtual x86 semantics support 12,731 functions. The unsupported features include jump tables, floating point instructions, vector instructions, and indirect jumps. Overall, our tool is able to validate the register allocation for a large fraction of the supported functions, ranging from 88.1% in basic -O2 to 92.2% in fast -O0, with the other two falling in between. Moreover, Figure 9 shows the distributions of LLVM IR LOC. KEQ verification time (mean 58.9s), and inference algorithm time (mean 1.32s) for the tests using greedy -O2. These results indicate that our approach is highly successful at validating most of the code in modern, production-quality register allocators unmodified, using a fully automatic inference algorithm that requires no explicit support from the compiler.

The main reasons of failure for the remaining supported functions are summarized below. We use the statistics from tests on the greedy allocator and the percentages are taken with respect to the number of supported functions.

1) Limitation in the inference algorithm: There are in total 895 (7.0%) functions failing due to errors in the inference algorithm, in which case the inference algorithm fail to produce valid invariants at synchronization points. One of the reasons is that the Gen function described in Section II-D employs incomplete heuristics to match instructions, which were not sufficient for some examples. Another 149 tests failed with timeout in the inference algorithm: this is primarily due to our current inefficient implementation, and we expect to solve it by future improvements. The rest of the failed tests in this category can be summarized as edge cases that our implementation is not handling correctly. For example, 72 of them use the x86 register AH, while our current allocator only models sub-registers that are lower bits of the full-sized registers (e.g. eax, ax, al).

Furthermore, some VCs are rejected by KEQ, which accounts for 272 (2.1%) cases. This can be caused by incorrect synchronization points generated by the inference algorithm, or issues in the Virtual x86 semantics.

2) Timeouts and out of memory: 222 (1.7%) tests failed due to timeout or out-of-memory in KEQ. Sometimes this happens during parsing, since KEQ has a general ambiguity resolving mechanism that does not scale well. In other cases, we may encounter this problem in the SMT solver (for which we currently use Z3 [10]) or symbolic execution due to the complexity of path conditions and invariants.

Overall, the failure rate of the algorithm can be significantly reduced by a more mature implementation. Moreover, an important encouraging sign is that the algorithm is uniformly strong for all four (very different) allocators, achieving roughly 90% coverage in all cases, which bodes well for the usefulness of the algorithm.

B. Evaluation with Real-World LLVM Bugs

We tested KEQ on two bugs found in the fast register allocator in LLVM-7.0 and -3.5.

The first bug [2], reported and fixed in LLVM-7.0 (but present in earlier versions), happens when an instruction defines (at least) two registers, with a virtual register definition appearing before a physical register definition in the operand list. In such cases, the buggy version of the allocator could potentially use the same physical register for both definitions. An example is shown in Figure 10. The instruction mulpq multiplies rdx with the third operand, and stores the high and low half of the result to the first and second operands, respectively. When the first two operands are the same, they will both contain the high half of the result. So it is incorrect to assign rax to %vrl. KEQ detected the problem during symbolic execution of the two versions of code, because the equality constraint for rax fails to match between the two versions at the point just before the retq instruction. Besides detecting the bug, this information would help guide a compiler developer debugging the problem by pinpointing the program interval in which the faulty allocation occurs.

The second bug [1], reported and fixed in LLVM-3.5, causes incorrect computation of live ranges of physical registers in the input code when the physical registers appear as implicit definitions. An example is shown in Figure 11. Various x86 instructions have implicit operands that do not appear in the assembly syntax but are well-defined in its semantics. In this particular case, the implicit use of rax of a signed division instruction idiv is ignored, resulting in potentially different division result, and is detected by KEQ in a Z3 query.
<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Tot</th>
<th>Uns</th>
<th>fast -O0</th>
<th>basic -O2</th>
<th>greedy -O2</th>
<th>pbqp -O2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>F</td>
<td>P/S</td>
<td>P</td>
<td>F</td>
<td>P/S</td>
</tr>
<tr>
<td>perlbench</td>
<td>1859</td>
<td>277</td>
<td>1363</td>
<td>276</td>
<td>86.2%</td>
<td>1306</td>
</tr>
<tr>
<td>bzip2</td>
<td>100</td>
<td>16</td>
<td>75</td>
<td>9</td>
<td>89.3%</td>
<td>74</td>
</tr>
<tr>
<td>gcc</td>
<td>5572</td>
<td>505</td>
<td>4719</td>
<td>348</td>
<td>93.1%</td>
<td>4634</td>
</tr>
<tr>
<td>mcf</td>
<td>24</td>
<td>3</td>
<td>19</td>
<td>2</td>
<td>90.5%</td>
<td>18</td>
</tr>
<tr>
<td>gobmk</td>
<td>2679</td>
<td>192</td>
<td>2421</td>
<td>66</td>
<td>97.3%</td>
<td>2377</td>
</tr>
<tr>
<td>hmmer</td>
<td>538</td>
<td>210</td>
<td>288</td>
<td>40</td>
<td>87.8%</td>
<td>286</td>
</tr>
<tr>
<td>sjeng</td>
<td>144</td>
<td>31</td>
<td>100</td>
<td>13</td>
<td>88.5%</td>
<td>99</td>
</tr>
<tr>
<td>libquantum</td>
<td>115</td>
<td>59</td>
<td>53</td>
<td>3</td>
<td>94.6%</td>
<td>53</td>
</tr>
<tr>
<td>h264ref</td>
<td>590</td>
<td>127</td>
<td>397</td>
<td>66</td>
<td>85.7%</td>
<td>382</td>
</tr>
<tr>
<td>omnetpp</td>
<td>2761</td>
<td>351</td>
<td>2191</td>
<td>219</td>
<td>90.9%</td>
<td>1874</td>
</tr>
<tr>
<td>astar</td>
<td>160</td>
<td>40</td>
<td>118</td>
<td>2</td>
<td>98.3%</td>
<td>116</td>
</tr>
<tr>
<td>Total</td>
<td>14542</td>
<td>1811</td>
<td>11744</td>
<td>987</td>
<td>92.2%</td>
<td>11219</td>
</tr>
</tbody>
</table>

Fig. 8: Overview of the evaluation on SPECint 2006, where the columns are (Tot)al number of functions, (Uns)upported, (P)assed, (F)ailed, (P)assed/(S)upported. omnetpp and astar are written in C++ while others are written in C.

Fig. 9: Statistics for the tests using greedy -O2. Left: cumulative histogram of LLVM IR LOC of functions with different results. Right: performance statistics for 11,273 successfully verified functions, where KeQ verification time is cut off at 300 seconds with 439 outliers (max 3295.6s), and inference algorithm time is cut off at 5 seconds with 579 outliers (max 55.4s).

V. RELATED WORK

Translation Validation was first proposed by Samet [30] and was rediscovered by Pnueli et al. [27]. Translation Validation has been often used to assist the compilation process. There are examples for validation of specific optimizations [18], [20], [24], [26], [33], [35]–[38], for discovery of compiler bugs [14], and even for validation of end-to-end compilation [7], [9], [12], [32], [33].

The works that are more closely related to ours target the register allocation and related transformations. Huang et al. [15] propose a static analysis approach that guarantees no false alarms and generates informative messages when detecting errors in the output of the allocator. This approach is useful for discovering bugs in the compiler but cannot be
used in a setting where formal guarantees for the compilation process are needed, since the underlying static analysis does not guarantee correctness when no errors are reported. Moreover, the analysis is not accompanied by a correctness proof. Such proofs do not seem trivial as it would require a formal definition of global value numbering, a complex analysis that is part of this system’s static analyser.

On the other hand, Rideau et al. [28] present another static analysis approach for register allocation that is proven correct in both algorithm and implementation (using Coq), and provides a formal guarantee of correctness for validated compilations. This system is used in the CompCert verified compiler [21] as a replacement for a verified register allocator, since the latter was constrained to a rather naive spilling heuristic that negatively impacted the quality of the compiled code. The Translation Validation approach allows CompCert to use an untrusted and more aggressive spilling algorithm, while maintaining the correctness guarantee for the compilation result. The static analysis used in this work makes similar assumptions to our inference algorithm (i.e. 1-1 correspondence of basic block and non-copying instructions) and manages to validate register allocated code without any symbolic execution. However, the analysis (and its correctness proof) are specific to register allocation, while the KEQ equivalence algorithm (and its correctness proof) can be reused for validation of different transformations. In short, the static analysis in [28] has the advantage that it is a lightweight and fast analysis, but would be impractical to design separately for all the phases of an existing production compiler. Our approach is better suited for existing compilers, by purely reusing the theoretical results and tools across different transformations.

Nandivada et al. [25] proposes RALF, a framework for easy development and evaluation of register allocation algorithms. The framework consists of two languages, MIRA and FORD, and a type system for checking correctness of register allocation. MIRA is an intermediate level language designed to represent programs before register allocation. MIRA programs contain architectural information such as the register file, calling convention, etc., as well as static analysis information such as def-use chains, control flow, etc. FORD is a language for register allocation directives such as directives for spills, register/variable mappings at different program points etc. Finally, the type system is designed to ensure that a type-correct FORD program preserves the values alive in the underlying MIRA program. The proposed framework is mainly intended for fast implementation and testing of register allocation algorithms, since it allows for easy plugging of said implementations into the GCC compilation path and offers built-in validation of the allocator’s output. It cannot however be used for translation validation of an existing register allocator within a production compiler, as it only supports allocators that work with the MIRA/FORD intermediate representations.

In a more general setting than register allocation, Necula [20] proposes a Translation Validation system for the GCC compiler that tackles register allocation as one of the many supported transformations. Similar to our approach, the system uses no compiler-generated information but rather employs an intricate inference algorithm to produce equality constraints for each basic block of a function. The inference algorithm uses transfer functions to describe the effect of each basic block, which are generated using symbolic execution of the RTL representation on which the system operates. Various other techniques have also been proposed to check the equivalence of programs in a black-box manner, and potentially across multiple compilation passes. Daihya et al. [9] uses brute-force search of a joint transfer function graph (JTFG) and invariants. Churchill et al. [7, 33] uses concrete traces to infer alignment and invariants between two x86 programs. Gupta et al. [12] uses counterexamples guide the incremental construction of a product-CFG. In comparison to the work above, our inference algorithm is more light-weight because it uses a static, intraprocedural dataflow analysis rather than a SMT solver or concrete test cases, since we are able to focus our effort on a specific transformation as opposed to a wide set of optimizations (the proof system in Keq of course uses an SMT solver). By using a general equivalence checker, Keq, we are essentially refactoring the demanding workload of such automated equivalence proofs (symbolic execution, SMT solvers) out of the inference logic that drives the verification conditions (VC) and needs to take transformation-specific characteristics into account. This is especially important because the VC generator is the only part that must be modified as passes are modified or added to a production compiler, and a simple (yet automatic) VC generator like ours is far easier for

---

1The register allocation specific part of our system, our inference algorithm and the VC generator, is not proven correct but need not to be trusted: Keq will reject bogus synchronization points as explained in Section II.

2Of course, a type-checker using the proposed type system could be implemented for the intermediate representation of a target production compiler to be then used for validation of its register allocator.
compiler teams to develop and maintain than one that requires a significant amount of knowledge of formal methods.

VI. Conclusion

In this work we present a Translation Validation system for the register allocation phase of the LLVM compiler, for four different allocators. We based our system on a language- and transformation-independent program equivalence checker, KEQ, and it required no modifications for this work (neither did the Virtual X86 language semantics). The inference of verification conditions is the only part that is specific to register allocation, and this part is fully automated, i.e. it does not require any support from the compiler itself; instead, it operates solely on the input and output programs. In particular, we developed a black-box verification condition generator for use with KEQ that is specific to register allocation, and which uses an inference algorithm for matching live registers between the input and output program. Our prototype system is able to prove the correctness of register allocation for over 88% of supported functions from the SPECint 2006 benchmark on four different production-quality register allocators (some of them quite sophisticated) in LLVM 5.0.2.
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