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Abstract

Promotion is one of the most important elements in marketing. It is often desirable to find merit in an object (e.g., product, person, organization, or other business entity) and promote it in an appropriate community confidently. In this thesis, we motivate and discuss a novel class of data mining problems, called promotion analysis, for promoting a given object in a multi-dimensional space by leveraging object ranking information. The key observation is that most objects may not be highly ranked in the global space, where all objects are compared by all aspects; in contrast, there often exist interesting and meaningful local spaces in which the given object becomes prominent. Therefore, our general goal is to break down the data space and discover the most interesting local spaces in an effective and efficient way. We formally present the promotion analysis problem and formulate its variants and related notions.

The promotion analysis problem is highly practical and useful in a wide spectrum of decision support applications. Typical application examples include merit discovery, product positioning and customer targeting, object profiling and summarization, identification of interesting features, and explorative search of objects. In fact, these applications are not new as they have been extensively studied and practiced in the marketing field. While existing commercial database and business intelligence systems can well support the functionality of retrieving the most highly ranked objects in some local space, there exists no multidimensional ranking analysis study for promotional purposes. Supporting effective and efficient online promotion analysis, nevertheless, presents many technical challenges, such as the spurious promotion problem, explosion of search space, and the high complexity of aggregation. Toward this end, we systematically study the problem and develop a general, principled promotion analysis framework. In terms of the search space, both subspaces formed on categorical dimensions and regions formed on continuous dimensions are examined. In terms of the object domain, both uniform object collection and multidimensional object space are
studied. Moreover, we propose a unified query model to accommodate various scoring functions and redundancy-aware semantics. We also develop a statistical method to avoid spurious promotion results. For efficient query processing with a desirable balance between online and offline costs, we investigate exact algorithms as well as approximate algorithms with probabilistic guarantee.

The promotion analysis framework not only provides an integrated solution for decision support applications, but also opens up new horizons for future research in other areas like information network analysis, text mining, and probabilistic data management.
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Chapter 1

Introduction

Promotion has been playing a key role in marketing. It is always desirable to identify the competitive strengths of a product and promote it on the market. Existing decision support systems, equipped with online analytical processing (OLAP) and multidimensional analysis engines, can accommodate marketing and business intelligence applications by helping users conduct explorative analysis and gain insights from data. They enable various aggregation techniques as well as basic operations like roll-up and drill-down. However, none of these systems is able to help users navigate and analyze data for promotional purposes; there is still a need to systematically support a function that automatically discovers interesting and meaningful information for a given object so that it can be promoted confidently.

In this thesis, we propose and study a novel data mining problem, called promotion analysis through ranking, that will be useful for many decision support applications. In a nutshell, we exploit a common fact that ranking information, in particular top ranks, of a target object (e.g., product or person) can serve as effective means for promotional purposes. For example, “Fortune 500” could deliver a positive image of an enterprise to its customers, and the fact that a book seller has the third largest readership among college students can also guide marketers’ strategies. Because this type of interesting ranks can be clearly valuable to promote a given object in a number of practical scenarios, our goal here is to leverage the ranking information for object promotion. Unfortunately, observe that in many cases such “highly ranked” information would be simply impossible to obtain for a majority of objects since they may not be prominent globally; that is, when comparing to all their competitor objects in regard to all aspects. Thus, toward our goal, ranking analysis in subspaces or local regions in the multidimensional data space must be carried out to mine useful knowledge for promotion. Let us first consider several examples.
Example 1 (Product Promotion) A book retailer manager intends to promote their brand. Unfortunately, in terms of book sales, they are ranked lower than 30-th among all retailers. However, when breaking down the market into segments, such as Year, Category, and Readership, she finds out that they are in fact the top-1 bookseller in the \{Readership = College Students, Category = Science and Technology\} segment. This piece of information can be then used for making advertisement and allocating marketing resources to seek profits.

Example 2 (Person Promotion) An NBA manager would like to promote Michael Jordan as a superstar. Having checked the statistics, he realizes that Jordan is only ranked as the 3rd all-time leading scorer. However, further analysis suggests more exciting results: Jordan is the top scorer in the guard position, the top scorer on the Chicago Bulls team, as well as 11 individual years’ scoring champion.

Example 3 (Promotion in Continuous Space) To promote a hybrid car model, a data analyst may discover an interesting promotion region to be \{Year = 2008 \sim 2010; Price = $15K \sim $20K\}, in which it receives the highest customer rating among all cars. Another example region could be like \{CustomerIncome = $20K \sim $30K\}, where the car model is in the top-3 by rating. These regions, in contrast to the global region in which the car model has a much lower rank, provide more concrete and insightful information for product positioning.

The above examples illustrate typical applications of the promotion analysis function. The strategy adopted here is to break down the data space into local spaces so that a globally low-ranked object becomes prominent in some interesting subspaces, which can be then used for promotion. In fact, this strategy is not new as it has been extensively studied and practiced in various marketing applications [49, 37]. Unfortunately, while existing commercial database and data warehouse systems can well support the functionality of “retrieving the top-ranked objects in some subspace”, there exists no subspace ranking analysis method for promotional purposes. It would be prohibitively difficult for users to navigate large data sets because of two reasons. First, there is potentially an exponential number of local spaces with respect to the total number of dimensions, so it is impossible to exhaustively enumerate each one. Second, the aggregation and ranking of objects often incur high computational cost, making the overall computation process inefficient.
What happens to users of a conventional database or data warehouse system is that they would need to go through a trial-and-error process to manually search for interesting local spaces, meaning that they have to heavily rely on their prior knowledge. The results obtained in this way, however, could be rather incomplete or even misleading.

Figure 1.1 displays a snapshot of a product web page from Amazon.com, where the sales ranking information of the product is highlighted in the red rectangle. We can see that the product’s ranks in two local spaces, namely “Electronics” (6996th) and “Digital SLRs” (80th) are shown. However, these ranks may not be the best to promote the product or impress customers as they are more inclined to choose the top-ranked ones. This motivates us to thoroughly explore the ranking space and identify the most interesting ranked results. In the thesis work, we will systematically study the following problem, which, to the best of our knowledge, has not been studied before.

**Definition 1 (The Promotion Analysis Problem)** Given a target object of interest, our goal is to discover its top-k interesting local spaces for promotion.

To formulate this problem, a data context and proper query semantics must be defined. We use the multidimensional data model to accommodate typical decision support data. The multidimensional model consists of three types of dimensions, subspace dimensions, on which local spaces or regions are defined, object dimensions, which contain a collection of objects and object
groups/features, and score dimensions, from which object rankings are derived. An example multi-dimensional data set is displayed in Table 1.1. In the table, the categorical dimension Location and the continuous, ranged dimension Year are the subspace dimensions. An example local space could be \( \{L_1, 2009 \sim 2010\}\). Product and Feature are the object dimensions, where each product may have multiple features. Finally, Sales and Rating are two score dimensions; objects can be ordered ascendingly or descendingly according to these criteria. In different contexts, two types of object rankings can be distinguished. (i) Aggregate score-based: the computation of an object’s rank in any local space involves dynamic score aggregation; (ii) Constant score-based: each object’s score is constant across all local spaces, so objects’ relative ranking will be fixed in any space. We focus on the former case, which is more general.

In order to quantify the promotional value of a local space, we need to have an interestingness measure. The interestingness measure in principle should consider the following major factors. First and foremost, the target object’s rank is a decisive component to judge a local space because our promotion analysis focuses on the ranking aspect of the object. Second, we consider the rank-independent significance of the local spaces themselves since not all spaces are equal. Users may assign ad-hoc weights to measure the interestingness. Third, more complex query semantics may be adopted, such as ensuring that the top-\(k\) spaces discovered do not contain any redundancy. We will elaborate on different problem formulations and variants in the subsequent chapters.

The promotion query function can benefit many applications. In business intelligence applications like marketing, it is able to assist data analysts to quickly locate and understand which spaces are the most likely to promote some specified product or business object among a myriad of candidate spaces, and then they can leverage the query results to serve decision making purposes.

<table>
<thead>
<tr>
<th>Location</th>
<th>Year</th>
<th>Product</th>
<th>Feature</th>
<th>Sales</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L_1)</td>
<td>2010</td>
<td>(P_1)</td>
<td>(f_1)</td>
<td>120</td>
<td>3.7</td>
</tr>
<tr>
<td>(L_3)</td>
<td>2009</td>
<td>(P_1)</td>
<td>(f_1)</td>
<td>150</td>
<td>3.0</td>
</tr>
<tr>
<td>(L_2)</td>
<td>2010</td>
<td>(P_1)</td>
<td>(f_2)</td>
<td>200</td>
<td>4.0</td>
</tr>
<tr>
<td>(L_2)</td>
<td>2010</td>
<td>(P_2)</td>
<td>(f_2)</td>
<td>220</td>
<td>4.6</td>
</tr>
<tr>
<td>(L_3)</td>
<td>2010</td>
<td>(P_2)</td>
<td>(f_2)</td>
<td>160</td>
<td>5.0</td>
</tr>
<tr>
<td>(L_1)</td>
<td>2009</td>
<td>(P_2)</td>
<td>(f_2)</td>
<td>180</td>
<td>4.3</td>
</tr>
<tr>
<td>(L_2)</td>
<td>2010</td>
<td>(P_2)</td>
<td>(f_3)</td>
<td>230</td>
<td>3.5</td>
</tr>
</tbody>
</table>

Table 1.1: An example multidimensional data set.
Figure 1.2: The search space of the promotion analysis problem.

Generally, the promotion analysis function has the following uses.

- The promotion analysis results can be directly used to find merit and identify competitive strengths of a target object, raising its image and profile;

- Helps discover the right market segment for resource allocation, positioning, and targeting (e.g., a bestselling product in a particular product category or customer space). Such market segments can be defined over both categorical or continuous ranged dimensions;

- Delivers more specific and informative results (e.g., “a university ranked top-3 in biomedical research” could be more informative and useful than a general report that “it is ranked top-15 among all universities”);

- Summarizes interesting object groups and features (e.g., one may find that the PC retailer Dell’s best product feature in comparison to all other retailers to be “small business desktop”, or that certain product packages are more liked by customers than others).

Technically, the promotion function can also help detect anomaly or extreme aggregates across different spaces. Although the need for such a data mining functionality is ubiquitous, no previous work is able to address this problem. Figure 1.2 illustrates the distinction between this problem and previous ones. Conventional ranked query problems focus on retrieving the highly ranked objects in a particular local space specified by the user, and thus the search space is the object space, whereas in the promotion analysis problem, we focus on discovering the most interesting local spaces, and thus the search space is the multidimensional data space. Despite the similarity with previous studies in terms of modeling the data and object spaces, the promotion analysis
problem presents significant new research challenges in both query semantics and computation as follows:

- **(Search Space Explosion)** In a $d$-dimensional data set, there is potentially an exponential number of local spaces. A naive approach that enumerates all local spaces and computes the rank in each one would be prohibitively expensive;

- **(Non-Monotonicity)** To produce object rankings, an aggregation measure must be used. This measure, however, may or may not be monotonic. For example, the *Average* measure does not satisfy the monotonicity property (i.e., the measure value in a parent space may or may not be larger than that in its child spaces). This non-monotonicity property of the aggregation measure prevents us from utilizing existing aggregate computation methods;

- **(Holistic Measure)** The rank measure is holistic [35], which means that computing object ranking incurs high aggregation cost because scores must be aggregated for all objects in order to derive the query object’s rank;

- **(Spurious Promotion)** Sometimes, a seemingly interesting local space where an object is highly ranked might be caused by random perturbation and is therefore meaningless for promotion. Such spurious promotion needs to be avoided from query results;

- **(Query Semantics)** Different spaces may not be equally interesting; specifically, they may have (i) dramatically different sizes, and (ii) containment relationships or overlaps that lead to redundancy in query results. To this end, the semantics of the model must incorporate rank-independent weights and make the results discriminative.

We will investigate the principles and methodologies for the promotion analysis problem. Our study will be twofold: (i) to develop effective query models for mining interesting and meaningful patterns, and conduct case study to validate the mined results; and (ii) to develop efficient, scalable algorithms for answering promotion queries.

Specifically, we will focus on the following research issues. In Chapter 3, we study the promotion analysis problem in the multi-dimensional, categorical space, where the subspace dimensions considered in the problem contain only discrete values [88]. A unified interestingness measure is
proposed to model various scenarios such as simple ranking and percentile ranking. Both online and offline techniques are developed and integrated into a recursive aggregation framework for query optimization. Moreover, we also introduce the spurious promotion problem: a local space in which the target object is highly ranked may not be meaningful due to that this local space contains at least one spurious dimension. Since spurious dimensions have no correlation with the object rankings, they can be detected and removed using statistical methods. We conduct a case study on two real data sets to demonstrate the effectiveness of the results and the efficiency of our proposed methods.

In Chapter 4, the region-based promotion query problem over continuous, ranged dimensions is examined [86]. The query model incorporates ad-hoc weights over different regions and the redundancy-aware semantics. This problem introduces several major new challenges due to a significantly larger the search space (i.e., the number of regions) and a more flexible query model in comparison to the previous problem. To solve it, a region-based promotion cube framework is developed using a solid theoretical analysis. We develop a structure to yield the provably optimal pruning power and a relaxed structure to further optimize the storage overhead. Experiments show that the methods can achieve a much better tradeoff between the offline and online costs.

In Chapter 5, we further extend the data space to handle multidimensional object relationships. Instead of treating objects as a single-typed, homogeneous collection, objects are allowed to form hierarchical or interrelated relationships. Therefore, objects can be ranked at different levels through the comparison of different features or groupings. We formulate the promotion analysis problem over such a multidimensional object space and study approximate query processing techniques with precision guarantee. A regression-based structure and a probabilistic pruning algorithm are proposed. Our experiments show that these techniques significantly outperform exact techniques while sacrificing very little accuracy in query results.

The remainder of the thesis is organized as follows. Chapter 2 provides an overview of the related work. Chapter 6 summarizes our study and outlines the directions for future work.
Chapter 2

Related Work

In this chapter, we review the related work of the promotion analysis problem. We first overview a collection of data mining methods driven by various marketing applications. Then, we survey the literature on online analytical processing (OLAP) and decision support, which are closely related to our problem. Also, we will discuss existing work on ranked query processing, which present similar technical challenges.

2.1 Data Mining for Marketing

Promotion is one of the four key ingredients (i.e., four P’s) in marketing: Product, Price, Place, and Promotion [49], which serves for the purposes of developing brand, building awareness, and obtaining and retaining customers. It has been recognized that data mining methodologies play an important role in promotion as well as other marketing applications. Because businesses are accumulating increasingly large amounts of data, there comes a strong need to analyze the data, discover hidden patterns and useful insights from it, and generate actionable plans and profit. Systematic research and development of data mining methodologies will help achieve this goal by transferring such large amounts of data into knowledge and actionable plans [7, 75, 4, 72, 37]. Many methods have been developed and shown to be beneficial to a wide variety of applications, including sales and customer support [7], viral marketing [72], marketing in social networks [61, 40, 34], and product recommendation and positioning [53, 50, 53, 66, 82]. These methods have also employed techniques from database systems, machine learning, information retrieval, human-computer interaction, and social sciences.

In [48], the authors study the utility of data mining operations like association rule mining and clustering for decision making. It presents a general theoretical framework to model the usefulness
of the operations from a practical point of view. In the area of online search-based advertising, new recommendation models have been proposed [73, 10] to optimize keyword selection and bid strategies, whose objective is to maximize the profit from advertising. In the database community, the dominant relationship analysis problem is proposed [53]. Given a large data set, this work aims at modeling the relationships between product attributes and potential customers in order to position the product appropriately. In addition, [82] discusses the problem of creating competitive products among a large number of candidate products. Its objective is to ensure that a newly created product be no worse than any existing product in terms of a set of attributes.

Another fruitful area of data mining research that marketing applications have benefited from is the association rule analysis problem [37, 50, 83, 84]. Given a market basket data set such as the Walmart transaction data, the problem aims at discovering interesting associations rules between sets of items. Dozens of measures, such as support and confidence, have been proposed [37, 83, 84] to judge the interestingness of association rules. For example, a data analyst may find that an item milk is highly associated with another item bread in that they appear together frequently; subsequently, marketing activities like promotional pricing and product placements can be performed to seek profit.

The promotion analysis problem is related to the above problems as far as the high-level marketing goals are concerned. However, promotion analysis cannot be replaced by any existing data mining method since its main objective is to leverage highly ranked results for promotion, which has never been studied before.

2.2 Online Analytical Processing (OLAP) and Decision Support

The promotion analysis problem is closely related to online analytical processing (OLAP) and decision support systems, which aim at supporting flexible and efficient multidimensional analysis [17, 37]. In a typical decision support system, the multidimensional or data cube model is used [35], which consists of a collection of fact dimensions such as location, year, and other product attributes. Also, there could be one or more numerical measure dimensions, such as product price, sales, and user ratings. The metadata of the multidimensional data model is often maintained using a star schema or a snowflake schema. This model, along with a set of primitive OLAP operations
(e.g., roll-up, drill-down, slice, and dice) allows users to aggregate the data and generate summary reports in a convenient way. For example, a data analyst may first check the aggregated sales data of the recent year and then drill down to selectively explore certain locations and months she is interested in. Since the OLAP approach is integral to decision support systems, it is shown to be a powerful tool for business intelligence applications.

To enable efficient OLAP operations, aggregates are often precomputed across different cube (or group-by) spaces. Such precomputation can greatly speed up online query processing, thereby facilitating interactive data exploration. Note that different aggregate measures have different computational complexities; specifically, three categories of measures can be distinguished. First, a distributive measure (e.g., \textit{SUM}) can be computed in a bottom-up fashion such that the aggregate of a cube cell can be derived from its children cells. Second, an algebraic measure (e.g., \textit{Average}) can be computed using some other measures (e.g., \textit{SUM} and \textit{COUNT}). Third, a holistic measure (e.g., \textit{Rank}) of a cell cannot be derived from its children cells using a constant amount of space. It is often much more costly to compute a holistic measure than a distributive or algebraic measure. Since fully materialize all aggregates would be prohibitively expensive, many algorithms have been proposed to further optimize the time- or space-efficiency of multidimensional analysis. For instance, [39] proposes an approximation method to choose the best set of materialized views for maximizing online query processing efficiency, and [41] aims at optimizing range aggregate queries. [56] further proposes to use inverted indices for supporting high-dimensional OLAP operations.

Instead of computing exact answers, approximate OLAP results are often acceptable for exploration purposes. Among the approximate techniques, [80, 79] propose to reduce the storage overhead using wavelets, whereas [74] employs the Gaussian mixture model to approximate continuous dimensions.

A variant of the OLAP cube computation problem is called the iceberg queries [30]. By introducing an iceberg threshold, sparse aggregates will be filtered and only those passing the threshold will be computed so that the CPU cost and storage space will be greatly reduced. Note that finding frequent items [14] can be considered as a closely related problem. Many algorithms are developed for computing iceberg cubes. In [8], a recursive bottom-up aggregation method is developed to compute an iceberg cube, whereas [38] studies efficient methods for computing complex measures.
The key thrust of these methods lies in the *monotonicity* property of a measure. For example, for a measure like *SUM*, the measure of a cell must be no smaller than that of its children cells. Therefore, for any aggregated cell that cannot pass the iceberg threshold, all of its children cells can be pruned.

Another way to approximate the aggregated data is to compute and maintain quantiles. A quantile is simply a set of values (or order statistics) taken at evenly spaced intervals from a distribution. In OLAP, quantiles can be used to provide good approximation of the distribution of aggregates while using very small storage space. The quantile computation and maintenance problem has been thoroughly studied in the database field. Many researchers investigate time- and space-efficient algorithms for exact or approximate quantile computation [62, 63, 36, 32, 21, 77]. For the promotion analysis problem, we also develop quantile-like data structures for efficient online query processing. However, the use of our data structures is not for approximating the distribution, but for bounding the ranks of a query object. We will model the utility of the data structures for promotional purposes and construct optimal structures; these objectives have not been considered before.

Besides supporting basic aggregate measures, various data mining functions can be integrated with OLAP to support other applications. For example, [69] studies predictive model construction in the cube space and [55] investigates the anomaly detection problem for multidimensional time-series data. For regression analysis, efficient computation methods are proposed in [19]. Moreover, OLAP on RFID flow data and graph data is discussed in [33, 18]. [20, 59] aim at supporting OLAP operations for sequence databases and [93] provides operations for search engine logs. The multidimensional analysis has also been extended to the unstructured data domain. Efficiently computing the information retrieval measures like TF-IDF for text databases is studied in [58]. [92] proposes an algorithm to efficiently construct topic models, and [25] develops methods for answering keyword search queries for aggregated documents. Finally, [27] devises a technique for mining anomaly cells that have significant measure deviation from its surrounding cells.

Despite that many approaches have been proposed so far, none of them is able to support promotion analysis. Our study complements the existing OLAP functions in two ways: (i) the concept of discovering interesting subspaces for promotion is new, and (ii) the techniques developed
in the thesis enable users to conduct promotion analysis efficiently and flexibly.

2.3 Ranked Query Processing

Ranked or top-$k$ query processing is yet another research area that is closely related to the promotion analysis problem due to the technical similarity. Ranked query processing has been extensively studied in Web search, database systems, and other fields. Among all techniques developed, Fagin’s threshold algorithm (or TA) [29] is one of the most important. Given $m$ lists of objects, each list being sorted according to some score attribute, TA is able to efficiently compute the top-$k$ objects based on some monotone aggregate function that combines the $m$ scores. This algorithm has uses in many applications like multimedia databases and information retrieval. For example, TA can be used to compute the top-$k$ documents with the highest relevance scores by combining multiple feature lists, where each list contains all documents sorted according to the feature.

In relational database systems, the ranked query model augments the traditional boolean query model by enabling ranking of tuples or aggregates. Users are allowed to express their preference through some ranking function. As a result, the ranked query results are ordered descendingly in terms of a user’s interest. This would also solve the too-many-answer problem as many SQL queries would return too many tuples that are difficult for the user to navigate. Numerous query models and techniques have been developed for effective and efficient ranked query processing [13, 28, 64, 45, 5, 16, 23]. [46] presents a survey and categorization of different techniques. While ranked queries are somewhat similar to iceberg queries [30] in that both types of queries can limit the cardinality of results to users and eliminate less interesting tuples, they are intrinsically different, because ranked queries do not require a hard threshold. Therefore, ranked queries are more desirable for the applications in which users do not have prior knowledge about what iceberg threshold should be specified in the first place.

The ranked query problem has been notably discussed in the context of multidimensional data and aggregate queries [90, 89, 85, 87]. The first study on integrating ranking and multidimensional analysis is the ranking-cube approach [90, 89], which aims at efficiently supporting top-$k$ queries with multidimensional selections. For example, a user may want to find, according to her preference, the top-$k$ cars matching a given boolean condition. To solve this problem, the ranking-cube
<table>
<thead>
<tr>
<th>Query model</th>
<th>Object</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional</td>
<td>Output</td>
<td>Limits the output cardinality</td>
</tr>
<tr>
<td>Promotion</td>
<td>Input</td>
<td>Interestingness measure</td>
</tr>
</tbody>
</table>

Table 2.1: A comparison of traditional query models and the promotion query model.

approach partitions the measure space and precomputes inverted indices for efficient online query processing. Further, [87] devises an algorithm for ranked aggregate query processing. A partial materialization strategy is proposed and an early stopping condition is established for a set of aggregate measures.

The ranked query problem appears not only in relational tables with numerical measures, but also many other scenarios. For example, efficient top-k techniques have been developed for keyword search in relational databases with text fields [43, 12, 60], where tuples are ranked by relevance scoring functions. Researchers have also studied ranking models on the graph data [91] as well as probabilistic data management [78, 71, 76, 44, 54].

The promotion query model can be distinguished from the previous ranked query models as the target object in our problem context is specified upfront as a user input (e.g., a product to be promoted) as opposed to be an output query result (e.g., a highly ranked product in some given space). Another critical difference is that we use rank as a measure for promotion, while in previous studies, the rank is used for returning a digestible set of relevant answers to the user. A summarization of the differences is displayed in Table 2.1.

Toward the problem of finding top-k attributes, [24] investigates how to select the most useful attributes to explain ranked tuples. [65] aims at finding the best attributes to maximize for a given query workload the number of queries which can retrieve a given tuple. Moreover, [81] tries to find numerical parameter spaces in which a given object is in the top-k. Unlike most ranked query models, these problems try to identify interesting attributes or queries rather than tuples. Nevertheless, they are different from our problem in several ways. First, their main objectives are not to explore ranking for promotional purposes, and their search spaces focus on the attribute-level or the score space rather than the multidimensional space formed by categorical or continuous dimension values. Moreover, aggregation is not considered in these problems, whereas it is used in our setting to produce object rankings.
2.4 Others

There are several other problem spaces that are related to promotion analysis. As illustrated in Figure 1.2, promotion queries can be considered, at a high level, as a reverse query processing problem. There are various formulations of reverse query processing in other applications, such as nearest neighbor search, skyline queries, and database testing [6, 9, 57]. In the skyline query problem setting, there are also studies that try to find interesting subspaces [11, 68]. However, the methods developed for those problems are not applicable to promotion analysis because they do not deal with ranking or aggregation.

Technically, this thesis work has employed statistical methods for result validation and probabilistic pruning [52, 51]. Part of the techniques shares similar objectives as some previous approximation algorithms [42, 47]. For example, [15, 26, 31] propose polynomial approximation algorithms for clustering data points so as to minimize the sum of cluster diameters or radii. However, these approximation methods are of theoretical interests only, and they are not efficient to be applied to database query processing nor scalable to deal with large data sets.
Chapter 3

Promotion Analysis in Multi-Dimensional Space

3.1 Introduction

In this chapter, we study the basic promotion query problem over categorical dimensions. The problem can be stated as follows: given a target object such as a product or a person, our goal is to discover its top-$k$ promotive subspaces. Here $k$ is a user-specified non-negative integer, and subspaces are defined over categorical dimensions (e.g., a subspace for a book sales database could be like \{$\text{Readership}=\text{College Student}, \text{Category}=\text{Science and Technology}$\}). To address this problem, a new notion called promotiveness needs to be formulated, which is an interestingness measure that gauges how well a subspace can promote the target object. Intuitively, that the target object is highly ranked in a subspace suggests that the subspace is promotive. The promotion query returns the target object’s $k$ most promotive subspaces, which may have different uses depending on the application scenario. First, the promotion query results can be directly used to find merit and competitive strengths of the target object, thereby enhancing its image and profile. Second, the promotion query enables data analysts to conveniently search for the right market segments for further marketing activities. For example, if a book is highly ranked among college students, the marketer may want to allocate more marketing resources or launch campaigns on the college segment. Third, high rankings in promotive subspaces can be more meaningful and informative to an information seeker in many cases. For example, Forbes and U.S. News and World Report regularly publish ranked results of businesses, universities, and other organizations or persons not only in general, but also in various subfields (e.g., universities are ranked by undergraduate vs. graduate education, and businesses are ranked by their category or size); such subspace rankings can be more interesting and telling than a general, overall ranking.
Example 4 (Context) We use the multidimensional model to accommodate typical decision support data. Figure 3.1 illustrates a sample fact table, where the four dimensions are categorized by two subspace dimensions (Location, Year), an object dimension (Object), and a score dimension (Score). Note that the subspace dimensions and the object dimension contain categorical values, and the score dimension is numerical. Assume that our target object for promotion is $T_1$. Figure 3.2 lists $T_1$’s 6 subspaces and the corresponding rank of $T_1$ in each subspace. Here we assume that the rank of $T_1$ in each subspace is derived by ordering all objects in the subspace in descending order according to the SUM aggregate score. For instance, in {WA} $T_1$ is ranked 3rd because we have $\text{SUM}(T_2) = 2.0 > \text{SUM}(T_3) = 1.3 > \text{SUM}(T_1) = 0.8$. Similarly, in {2008} we have $T_1$’s rank being 1st because $\text{SUM}(T_1) = 1.3 > \text{SUM}(T_2) = 1.0 > \text{SUM}(T_3) = 0.7$. Figure 3.2 also lists the number of distinct objects each subspace contains (i.e., ObjCount). For example, {NY} contains two objects, $T_1$ and $T_3$, since $T_2$ is not associated with any tuple matching the value “NY”.

In different contexts, we can distinguish between two types of object rankings. The first type of ranking is called aggregate score-based ranking. That is, the computation of an object’s rank in any subspace involves dynamic score aggregation. This is illustrated in the above example, as $T_1$ is ranked lower than $T_2$ and $T_3$ in {WA} but higher than them in {2008}. In principle, an object may or may not be ranked higher than another object in different subspaces because their scores are dynamically aggregated. The second type is called constant score-based ranking, where each object has a fixed global score. In other words, an object’s score is constant across all subspaces. Therefore, objects’ relative ranking will be fixed in any subspace (objects not appearing in a subspace will not be ranked). For example, in a product hierarchy where each product has a fixed weight, the relative ranking between the products will be fixed. In this study, we focus on
the former type, aggregate score-based ranking, which generalizes the latter one.

In order to quantify how well a subspace can serve the promotional purposes for the target object, we need to define the key notion of promotiveness. Intuitively, a subspace in which the target object is highly ranked would have high promotional value. However, this may not be the whole story.

**Example 5 (Promotiveness)** Let us continue with our running example in Figure 3.2. Observe that, \{2008\} can be considered as a promotive subspace because the target object \(T_1\) is ranked 1st in it, which is much better for promotion than the full space \{*\}, where \(T_1\) is ranked the last. However, also observe that, although \(T_1\) has equal ranks in \{2008\} and \{NY\}, these two subspaces may not be considered equally promotive, because in \{2008\} \(T_1\) has two competitor objects but in \{NY\} there is only one. This intuitively indicates “more competition” in \{2008\} and thus it is often desirable that \{2008\} be considered more promotive than \{NY\}. For the same reason, even though \(T_1\) is ranked 1st in \{NY, 2008\}, this subspace may not be considered promotive because \(T_1\) has only one object.

That the target object is highly ranked in a subspace does not necessarily suggest that the subspace is promotive, because other factors such as the number of competitors would affect its promotional value as well. Therefore, we need to support a class of measures to gauge the promotiveness of subspace. Instead of solely relying on rank, another element coined subspace significance is considered. The subspace significance is rank-independent and it models the interestingness of a subspace itself. The class of measures enables users to model context-specific semantics. However, a potential spurious promotion problem may arise when seemingly promotive subspaces are actually caused by random noises. To tackle the spurious promotion problem, statistical methods based on the analysis of variance are proposed as an integral part of our solution.

The promotion query problem presents the following computational challenges. First, a \(d\)-dimensional data set (i.e., \(d\) subspace dimensions) has an exponential number of subspaces. A naive approach that enumerates and aggregates all subspaces would be prohibitively expensive. Second, the promotiveness measure is neither monotonic nor anti-monotonic. For example, in Figure 3.2, subspace \{2008\} may have a higher promotiveness measure value than both its child subspace \{NY, 2008\} and its parent subspace \{\*\}. This means that establishing an early stopping condition is difficult: we cannot prune a subspace even when the target object has a low rank in it, because
the object may have a high rank in some children subspaces. Such non-monotonicity prevents us from utilizing existing aggregate computation methods, which require monotonicity of the measure. Third, the promotiveness measure is holistic [35], which means that computing the promotiveness measure requires us to aggregate *all* objects in any subspace to derive the target object’s rank. Thus, the cost for computing the promotiveness measure is high. Also, the holistic property makes shared computation of the promotiveness measure across the subspace lattice difficult.

While answering promotion query is challenging, we develop algorithms that significantly outperform baseline solutions, making promotion analysis feasible for large-scale applications. We first propose a generic **PromoRank** framework, and then develop the following optimization techniques by exploiting the fact that users are only interested in the *top* subspaces where the target object has *top* ranks. (i) **Subspace pruning**: Users only desire the most promotive subspaces, so aggregations in many “unpromising” subspaces could be wasted. To avoid the cost of unnecessary aggregations, we establish upper and lower bounds for the promotiveness measure by utilizing the parent-child relationships among subspaces. The results of subspaces which have already been aggregated may be reused to prune unseen ones with little overhead. (ii) **Object pruning**: In many real data sets, object scores follow power-law distributions. When computing a target object’s rank in a subspace, only objects with aggregate score larger than that of the target object would affect the target object’s rank, whereas objects in the long tail would not. Therefore, they can be chopped off at an early stage, thereby reducing subsequent aggregation and ranking cost. (iii) **Promotion cube**: We develop a compact materialization strategy to further optimize the efficiency of query processing, which complements the online algorithms and seeks the middle ground between space overhead and query execution time. All these techniques are seamlessly integrated into the **PromoRank** framework. The contributions of this chapter are summarized as follows.

- Present the promotion analysis problem and its uses. To the best of our knowledge, this is the first work to systematically study the problem;
- The notion of subspace promotiveness is formalized (Section 3.2);
- Efficient query execution algorithms are proposed in the **PromoRank** framework (Section 3.3); a compact cube structure, called *promotion cube*, is proposed to further speedup query
processing (Section 3.4);

• Discuss statistical methods for preventing spuriously promotive results (Section 3.5);

• Verify the quality of promotion analysis using two real-world data sets. An extensive performance study shows that our proposed techniques are much more efficient than baseline algorithms (Section 3.6).

The remainder of this chapter is organized as follows. Section 3.2 formally introduces the promotiveness measure and the problem definition. Section 3.3 discusses the PromoRank framework with pruning techniques. Section 3.4 proposes the promotion cube technique. Section 3.5 discusses the method for removing spuriously promotive subspaces. Section 3.6 reports our experimental results. Finally, Section 3.7 concludes this chapter.

3.2 Problem Definition

3.2.1 Data Model

Consider a $d$-dimensional data set $D$ consisting of a set of $n$ base tuples, each having $d$ (categorical) subspace dimensions $A = \{A_1, A_2, \ldots, A_d\}$, an object dimension $I_{obj}$, and a score dimension $I_{score}$. Denote the object domain $\text{dom}(I_{obj})$ by $O$, namely the complete set of object IDs (e.g., in Example 3, $O = \{T_1, T_2, T_3\}$). Let $\text{dom}(I_{score})$ be $\mathbb{R}^+$, the set of non-negative real numbers.

A subspace is defined as $S = \{a_1, a_2, \ldots, a_d\}$, where $a_i \in A_i$ or $a_i = *$ (star refers to the “any” value). $S$ induces a projection of the data set $D_S(\subseteq D)$ and a subspace of objects $O_S(\subseteq O)$ (e.g., in Example 3, $O_{\{NY\}} = \{T_1, T_3\}$). A subspace $S_1 = \{a_1, a_2, \ldots, a_d\}$ is called a child subspace of $S_2 = \{b_1, b_2, \ldots, b_d\}$ iff there exists a $j$ s.t. $a_j \neq * \land b_j = *$ and $a_i = b_i$ for any $i \neq j$. Conversely, $S_2$ is a parent subspace of $S_1$. For example, $\{NY\}$ is a parent subspace of $\{NY, 2008\}$, whereas $\{NY, 2008\}$ is child subspace of the former.

For this $d$-dimensional data, all subspaces can be partitioned into $2^d$ cuboids (or group-by’s). We say that $S$ belongs to a $d'$-dimensional cuboid $A'$ denoted by $A'_1 A'_2 \cdots A'_{d'}$ iff $S$ has non-star values in these $d'$ dimensions and star values in the other $d - d'$ dimensions. These $2^d$ cuboids form a cuboid lattice, where in particular the apex cuboid denoted by “*” contains only the full
space \{*,*,\ldots, *\}. In our running example, there are four cuboids, “*”, “Location”, “Year”, and “Location/Year”, induced by the two subspace dimensions Location and Year. The cuboid “Location” contains two subspaces \{WA\} and \{NY\}.

In subsequent discussions, assume a query target object \(t_q \in O\) is given by the user. Let \(S_q = \{S_q | t_q \in O_{S_q}\}\) be the set of target subspaces where \(t_q\) occurs. These subspaces form a target lattice. In Example 3, we can see that the target object \(T_1\) has 6 target subspaces as shown in Figure 3.2; subspace \{2007\} is not a target subspace because \(T_1\) does not occur in it.

### 3.2.2 A Unified Promotiveness Measure

For any target subspace \(S_q\), we need to measure its promotional value for \(t_q\). We assume that a higher rank of \(t_q\) in \(S_q\) should make \(S_q\) promotive. On the other hand, fixing \(t_q\)'s rank, more competitors in \(S_q\) indicates that it has larger promotional value. To formalize the intuition, we define promotiveness as a class of composite measures.

**Definition 2 (Promotiveness)** Given \(t_q\) and \(S_q\), the promotiveness, \(P\), can be defined as

\[
P(t_q, S_q) = f(\text{Rank}(t_q, S_q)) \cdot g(\text{Sig}(S_q)),
\]

where \(\text{Rank}\) measures the rank of \(t_q\) in \(S_q\) based on a given monotone aggregate measure \(M\), \(\text{Sig}\) measures \(S_q\)'s own significance (i.e., promotional value), and \(f\) and \(g\) are monotone normalization functions.

\(P\) consists of three components: \(\text{Rank}\), \(\text{Sig}\), and \(f\) and \(g\). We elaborate on each component and its assumptions in the following.

**The rank measure**

**Definition 3 (Rank)** Given an aggregate measure \(M\), \(t_q\)'s rank in \(S_q\) is defined as

\[
\text{Rank} = \left| \{t | t \in O_S \wedge t \neq t_q \wedge M^S(t) \triangleright M^S(t_q)\} \right| + 1,
\]

where \(\triangleright\in\{>,\geq,<,\leq\}\) and \(M^S(t)\) denotes the aggregate score of object \(t\) in subspace \(S\).
The rank is a deciding factor in promotiveness. We assume that $M$ is a monotone measure such as $SUM$, $COUNT$, $MAX$, etc.. For simplicity, also assume $\triangleright = " > ", and our techniques can be extended to other relation operators.

**The sig measure**

The $\text{Sig}$ measures the promotional value of the subspace itself, which is independent of what the target object $t_q$ is. Some instances of this measure are $\text{TupleCount}$ (the number of base tuples in the subspace), $\text{ObjCount}$ (the number of distinct objects in the subspace), or $\text{Level}$ (the number of star-values). For example, a larger $\text{ObjCount}$ may suggest that the subspace is “more competitive”, whereas a larger $\text{Level}$ indicates that the subspace is more general. Here we assume $\text{Sig}$ is monotone such that the $\text{Sig}$ of a child subspace should be no greater than that of its parent subspace.

**The normalization functions $f$ and $g$**

$f(\cdot)$ and $g(\cdot)$ are monotone normalization functions that combine $\text{Rank}$ and $\text{Sig}$ in order to derive a meaningful promotiveness value. Formally, “monotone” means that $r_1 \leq r_2 \Rightarrow f(r_1) \geq f(r_2)$ and $s_1 \leq s_2 \Rightarrow g(s_1) \leq g(s_2)$. That is, both higher rank and larger significance will lead to a larger promotiveness value.

**Example instantiations**

We illustrate several example instantiations of $P$ to model certain semantics of the promotion query.

**Enforcing iceberg constraint:** One might use $\text{Rank}$ to gauge the promotiveness of subspaces while enforcing a minimum support threshold $\text{minsup}$ to filter out “small” subspaces. In this case, $P$ could be like

$$P = f(\text{Rank}) \cdot I(\text{TupleCount} \geq \text{minsup}),$$

where $g$ is instantiated to the indicator function $I$ (which returns 1 when the condition is true and 0 otherwise), and $f$ can be any monotone function. Thus, any subspace not passing $\text{minsup}$ will have 0 promotiveness. The iceberg constraint can avoid searching deep subspaces, which are often too sparse to be meaningful.
Percentile rank: Another useful instantiation of $P$ is the percentile rank. For example, a subspace where $t_q$ ranks to top-1% might be much more promotive than a subspace with percentile rank top-30%. The percentile rank is a common measurement in various applications, e.g., studying test scores. Formally, we can instantiate $P$ as

$$P = \text{Rank}^{-1} \cdot \text{ObjCount},$$

such that a higher percentile rank of $t_q$ would result in a larger promotiveness value. The percentile rank naturally captures the population size in each subspace so that smaller subspaces will be penalized.

Other functions: Users may propose other functions to customize $P$. For example, one may use continuous $g$ function to penalize “small” subspaces, or assign static weights to subspaces (e.g., larger weights are associated with the recent years than with the past).

3.2.3 The Promotion Query Problem

Now, the promotion query can be formulated as follows.

**Definition 4 (Promotion Query)** Given a target object $t_q$, and a promotiveness measure $P$, return the top-$k$ subspaces with the largest promotiveness values.

Ties are broken arbitrarily. For clarity of presentation, in the subsequent discussions, we simplify the problem by letting $M$ be $\text{SUM}$ and $P$ be $\text{Rank}^{-1} \cdot I(\text{TupleCount} \geq \text{minsup})$. These simplifications do not make our solutions less general to the query model. We discuss how to avoid spuriously promotive subspaces generated by random noise in Section 3.5.

3.3 The PromoRank Framework

In this section we discuss the PromoRank framework with two pruning methods: subspace pruning and object pruning. We start with a general framework that lays the foundation. This framework is based on the bottom-up computation method discussed in [8]. The general idea is as follows. It runs in memory and recursively partitions the data set according to some dimension, and objects
Algorithm 3.1: PromoRank($S, D, O, d_0$)

**Input:**
- Target object $t_q$, subspace $S$, and data set $D$;
- Object set in current subspace $O$;
- Previous partition dimension $d_0$.

**Output:**
- Top-$k$ promotive subspaces $Result$.

1. If $|D| < \text{minsup} \lor t_q \notin O$ then return;
2. Compute $\text{Rank}$ and $P$;
3. Update $Results$ using $(S, P)$;
4. For $d' \leftarrow d_0 + 1$ to $d$ do
   5. Sort $D$ based on $d'$-th dimension;
   6. For each value $v$ in $d'$-th dimension do
      7. $S' \leftarrow S \cup \{d' : v\}$;
      8. PromoRank($S', D_{S'}, O_{S'}, d'$);
   9. end
10. end

Table 3.1: The PromoRank algorithm.

are aggregated in the subspace corresponding to each partition. Then the promotiveness measure value for that subspace is computed. Table 3.1 displays the outline of the framework, PromoRank, based on the example instantiation of promotiveness measure assumed in Section 3.2.3, i.e., $P = \text{Rank}^{-1} \cdot I(\text{TupleCount} \geq \text{minsup})$. The framework is divided into an aggregation phase and a partition phase.

**Aggregation phase:** In this phase, the $\text{Rank}$ and $P$ measures are computed for the input subspace $S$ (Line 2). Then the target subspace $S$ and its $P$ value will be inserted into a priority queue which maintains the top-$k$ results (Line 3). We now elaborate on the computation of $P$ for $S$: Scan through the $I_{\text{obj}}$ and $I_{\text{score}}$ dimensions of the input base tuples in $D$ and compute the aggregate score (i.e., $\text{SUM}$) for each object in $O$. This is implemented using a hash table keyed on object ID. The resulting hash table would have $|O|$ entries which map each object to its aggregate score. $\text{Rank}$ is computed directly by counting the number of aggregate scores strictly larger than $t_q$’s aggregate score. Finally, $P$ is set to $\text{Rank}^{-1}$.

**Partition phase:** The input data $D$ is iteratively sorted according to the $d'$-th dimension in a depth-first search manner (Line 5). As a result, $D$ can be projected into multiple partitions such that each partition corresponds to a distinct value on the $d'$-th dimension. A child subspace $S'$ of $S$ is defined on each partition (Line 7), and PromoRank recursively progresses over subspace $S'$ and
Figure 3.3: A cuboid tree with 4 dimensions and 16 cuboids. The aggregation order of the cuboids is labeled using the numbers.

Figure 3.4: Exploiting interdependent subspace relationships to lower bound rank.

the corresponding data partition of $S'$ (Line 8). Any subspace where the target object does not occur will be pruned (Line 1). Also, the iceberg constraint “$\text{TupleCount} \geq \text{minsup}$” can be enforced as well (Line 1). Figure 3.3 displays an example recursive process for 4 dimensions at cuboid-level. For each cuboid, we label the order it is visited by $\text{PromoRank}$.

Although the $\text{PromoRank}$ algorithm presented here supports an instance of the promotiveness measure with iceberg constraint, it is nevertheless generic that it is able to compute any promotiveness measure. Specifically, given any aggregate measure $M$, $\text{Rank}$ can be computed using the hash table in the same way as described above, and $\text{Sig}$ can be directly derived from the input subspace $S$ and/or the input data $D$.

Analysis: At each recursion the aggregation runs in $O(|D| + |O|)$ time, due to the scan of the input data and hashing on objects. The partition phase runs in $O(|D|)$ time because the input data was sorted during the last recursion. Overall there will be $|S_q|$ recursions, so the total cost of the algorithm can be written as $C^{all} = \sum_{i=1}^{|S_q|}(C^\text{par}_i + C^\text{agg}_i)$, where $C^\text{par}_i$ and $C^\text{agg}_i$ are the partition and aggregation costs at the $i$-th recursion, respectively.

Notice that this algorithm computes all subspaces, and thus the overall cost $C^{all}$ could be quite prohibitive for large data sets. Because users often ask for only the top subspaces where the target object has top ranks, we further develop optimization techniques in the subsequent sections.
3.3.1 Subspace Pruning

Now we discuss the subspace pruning technique. The key motivations for this technique are that (i) users are often only interested in top-\(k\) promotive subspaces, and (ii) the aggregate measure \(M\) is monotone (e.g., \(SUM\)). Intuitively, it could be wasteful to perform aggregation for all subspaces. To prune out “unpromising” subspaces, the problem becomes to establish an upper bound for the promotiveness measure.

Given the set of target subspaces \(S_q\), the \texttt{PromoRank} algorithm iterates through each subspace in it in a sequential order, \(S_1, S_2, \ldots, S_{|S_q|}\) (illustrated in Figure 3.3), if both the dimension ordering and the value ordering on each dimension are fixed. At any time of the algorithm, the sequence of subspaces can be conceptually split into a list of seen subspaces which have already been aggregated, and a list of unseen subspaces which have not yet been aggregated. From the list of seen subspaces, we compute the current \(k\)-th largest promotiveness value as a threshold. For the list of unseen subspaces, we derive an upper bound promotiveness value for each of them using already aggregated results. Thus, any unseen subspace whose upper bound is less than the threshold can be pruned. To derive the upper bound, we utilize parent-child relationships between seen and unseen subspaces in the target lattice.

We first introduce some notation. At any time \(k\) of the algorithm, let

- \(S_{\text{seen}}\) denote the list of seen subspaces \(\{S_1, \ldots, S_k\}\) \((0 \leq k \leq |S_q|)\) which have been aggregated or pruned already;
- \(S_{\text{unseen}}\) denote the unseen subspace list \(\{S_{k+1}, \ldots, S_{|S_q|}\}\);
- \(M^i(t)\) denote the aggregate score of object \(t \in O_{S_i}\) in any subspace \(S_i\) \((1 \leq i \leq |S_q|)\); in particular, \(M^i(t_q)\) denote the aggregate score of the target object in \(S_i\);
- \(S_i.P\), \(S_i.Sig\), and \(S_i.Rank\) denote the exact measure values of \(S_i\) \((1 \leq i \leq |S_q|)\);
- \(S_i.P\), \(S_i.Sig\), and \(S_i.Rank\) denote the upper bound \(P\), upper bound \(Sig\), and lower bound \(Rank\) of an unseen subspace \(S_i\) \((k + 1 \leq i \leq |S_q|)\);
- \(P\) denote the \(k\)-th largest promotiveness measure value of all seen subspaces.
Now we consider the problem of computing a general upper bound for promotiveness, i.e., computing $S_i \text{Pr}$ given an unseen subspace $S_i$. By definition, $S_i \text{Pr} = f(S_i \text{Rank}) \cdot g(S_i \text{Sig})$ because of the monotonicity of $f$ and $g$. In general, $S_i \text{Sig}$ can be computed based on $S_i$’s seen parents since $\text{Sig}$ is monotone (note that the iceberg constraint assumed is a specific instance of $g(\text{Sig})$). So now the problem is reduced to computing $S_i \text{Rank}$. Because $\text{Rank}$ is neither monotone nor convex, we cannot compute $S_i \text{Rank}$ directly from $S_i$’s parent subspaces. A trivial lower bound is 1, which assumes the best possible rank; however, this would not be able to provide any pruning power. Our idea here is to exploit the monotonicity of the aggregate measure in the subspace lattice.

**Claim 1 (Rank Measure Lower Bound)** Let $S_c$ be any child subspace of $S$, we can obtain a lower bound $\text{Rank}$ measure as $S_i \text{Rank} \geq \left| \{ t \mid t \in O_{S_j} \land M^j(t) > M^i(t_q) \} \right| + 1$.

The claim is clear as aggregate scores must be monotone across parent-child subspaces. Therefore, given an unseen subspace $S_i$ and its seen child subspace $S_j$ that has already been aggregated, we can compute the lower bound $\text{Rank}$ for $S_i$ as $S_i \text{Rank} = \left| \{ t \mid t \in O_{S_j} \land M^j(t) > M^i(t_q) \} \right| + 1$, by using $M^j(t)$, namely the already aggregated object scores in the child subspace $S_j$, and $M^i(t_q)$, namely the target object’s aggregate score in $S_i$. When there are multiple unseen child subspaces of $S_i$, there could be multiple lower bounds. In such cases, the maximum value is taken to provide the tightest bound. This way, the upper bound for promotiveness can be established, enabling our subspace pruning strategy.

PromoRank+, the subspace pruning algorithm based on the basic framework, is displayed in Table 3.2. However, as shown in Table 3.2, it is “flattened” for simplicity (i.e., instead of showing a recursive algorithm, we use a for-loop to represent it). Note that in order to compute $S_i \text{Rank}$ for any $S_i$, we need to first compute the target object’s aggregate score in each target subspace (Line 2). Also, all bounds are initialized (Lines 3 and 5), and the base tuples pertaining to the target object are removed from the data (Line 6). Here computing $M^j(t_q)$ for all target subspaces is very efficient because the number of base tuples related to $t_q$ often makes only a small portion of the data. This could be even more efficient if a clustered index has been built on the object dimension.

During partitioning, PromoRank+ iteratively aggregates each subspace (Lines 7–17). At each iteration, one of the following two cases happens. If the upper bound promotiveness of the current subspace is less than the $k$-th largest promotiveness value seen so far, the subspace can be pruned.
Algorithm 3.2: PromoRank+

```
1 for i ← 1 to |S_q| do /* initialization */
2    Compute M\(t_q\);
3    \(S_i.P = S_i.Sig \leftarrow \infty, S_i.Rank \leftarrow 1\);
4 end
5 \(P \leftarrow 0\);
6 \(D = D\{t_q\}\);
7 for i ← 1 to |S_q| do
8    if \(S_i.P > P\) then /* if not pruned */
9        Compute \(S_i.P\), update \(P\) and top-k results;
10       foreach \(S_i\)'s descendent \(S_j (j > i)\) do
11          \(S_j.Sig \leftarrow S_i.Sig\);
12          Update \(S_j.P\);
13       foreach \(S_i\)'s parent \(S_j (j > i)\) do
14          Update \(S_j.Rank\) and \(S_j.P\);
15 end
16 Sort and partition; /* recursive */
17 end
```

Table 3.2: The subspace pruning algorithm.

In this case, its aggregation step can be avoided (i.e., skips Line 9–14). Otherwise, object score aggregation must be performed to obtain the exact \(P\) measure value (Line 9). After that, \(S_i.Sig\) can be used to upper bound the \(Sig\) measure of all \(S_i\)'s descendent subspaces (Lines 10–11). Meanwhile, the resulting aggregate scores can be reused to derive \textbf{Rank} for its unseen parent subspaces (Lines 13–14). The updated bounds of \(Sig\) and \textbf{Rank} of unseen subspaces are then propagated to the upper bound of \(P\) (Lines 12 and 14).

**Example 6** Figure 3.4 displays the computation of lower bound \textbf{Rank} in a lattice view. Subspaces are recursively aggregated in the order \(A \rightarrow \cdots \rightarrow ABCD \rightarrow ABD \rightarrow \cdots\). When, for example, a subspace in \(ABC\) has just been aggregated, the \textbf{Rank} of its corresponding unseen parents in \(AC\) and \(BC\) can be updated; we do not update \(AB\) because it is seen. Similarly, aggregated results in \(ABD\) can be reused for \(AD\) and \(BD\).

<table>
<thead>
<tr>
<th>Subspace</th>
<th>Objects ((O_S)) and their aggregate scores ((M^S(t)))</th>
<th>(M^S(t_q))</th>
<th>\textbf{Rank}</th>
<th>(P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_1 = {a})</td>
<td>(t_6(1.2) \ t_3(1.0) \ t_1(0.7) \ t_7(0.7) \ t_4(0.3) \ t_5(0.3) \ t_2(0.2))</td>
<td>0.7</td>
<td>3</td>
<td>1/3</td>
</tr>
<tr>
<td>(S_2 = {ab})</td>
<td>(t_6(0.7) \ t_3(0.6) \ t_7(0.6) \ t_1(0.4) \ t_4(0.3) \ t_2(0.2) \ t_5(0.2))</td>
<td>0.6</td>
<td>2</td>
<td>1/2</td>
</tr>
<tr>
<td>(S_3 = {abc})</td>
<td>(t_3(0.6) \ t_6(0.5) \ t_7(0.3) \ t_1(0.1) \ t_5(0.1))</td>
<td>0.3</td>
<td>3</td>
<td>1/3</td>
</tr>
<tr>
<td>(S_4 = {ac})</td>
<td>(t_3(0.8) \ t_6(0.7) \ t_1(0.6) \ t_7(0.4) \ t_5(0.2) \ t_2(0.1) \ t_4(0.1))</td>
<td>0.4</td>
<td>4</td>
<td>1/4</td>
</tr>
</tbody>
</table>

Figure 3.5: Example subspaces and their aggregated results.
Figures 3.5 and 3.6 further show a concrete example. Assume the target object is \( t_7 \). Also assume \( P = \text{Rank}^{-1} \). When PromoRank is executed, 4 target subspaces will be aggregated in the order \( S_1 \rightarrow S_2 \rightarrow S_3 \rightarrow S_4 \). The aggregate scores in each subspace are listed in Figure 3.5, from which \( \text{Rank} \) and \( P \) can be derived.

Now suppose PromoRank+ is executed on the same data and \( S_1 \rightarrow S_2 \rightarrow S_3 \) have just been aggregated. Because \( S_3 \) has an unseen parent subspace \( S_4 \), we can reuse \( S_3 \)’s result to compute \( S_4.\text{Rank} = \left| \{t|t \in O_{S_3} \land M^3(t) > M^4(t_q)\} \right| + 1 \). Since we have \( M^4(t_q) = 0.4 \) during initialization, \( S_4.\text{Rank} = |\{t_3,t_6\}| + 1 = 3 \). In this case, if we want to find the top-1 promotive subspace, we would have \( P = S_2.P = 1/2 \) (i.e., 1/2 being the largest \( P \) seen so far), and we can safely prune out \( S_4 \) because \( S_4.\overline{P} = 1/4 < P \).

Analysis: \( S_i.\text{Rank} \) can provide effective pruning power when \( M^i(t_q) \) is relatively small, since in such cases \( S_i.\text{Rank} \) would be bounded away from top ranks. Because our goal is to find the top-\( k \) most promotive subspaces, many target subspaces with small \( M^i(t_q) \) can be pruned, leading to lower aggregation cost. Another advantage of subspace pruning is that subspaces are pruned with little overhead: First, computing \( t_q \)’s aggregate scores beforehand incurs no redundant cost because all base tuples related to \( t_q \) are removed subsequently. Second, no intermediate aggregate results need to be stored because the lower bound \( \text{Rank} \) is computed during aggregation.

### 3.3.2 Object Pruning

In the basic PromoRank framework, the \( \text{Rank} \) measure is computed in a holistic manner. That is, for each subspace, the complete set of objects in that subspace are aggregated and compared in order to derive \( \text{Rank} \) for the target object. However, this often incurs huge waste as only the objects
which have larger aggregate scores than that of the target object would determine \( \text{Rank} \), regardless of how many objects there are. We motivate this pruning technique using a typical real-world example: Figure 3.7 displays a power-law distribution in the DBLP data set [1], where the \( X \)-axis (object) corresponds to more than 450\( K \) authors and the \( Y \)-axis (aggregate score) represents the number of publications each author has. All authors are ordered descendingly by their aggregate score. We observe that most authors in the long tail would not affect the computation of \( \text{Rank} \) of the target object, and thus performing aggregation at each recursion for all objects and recursively passing these objects to the next child subspace would be unnecessary. This motivates us to develop the object pruning technique, which aims to determine the minimal set of objects that affect the computation of \( \text{Rank} \), so that all remaining objects that do not fall into this set are pruned early.

For a target subspace \( S_i \), let \( S_i.\text{MinScore} \) denote the minimum aggregate score of the target object in the \( S_i \)'s subtree. Here the subtree is defined as the depth-first search tree induced by the recursive process, as illustrated in Figure 3.3. For example, in Figures 3.6 and 3.5, \( S_1 \)'s subtree consists of \( S_1 \) through \( S_4 \), and \( S_1.\text{MinScore} = \min\{0.7, 0.6, 0.3, 0.4\} = 0.3 \).

Therefore, given a subspace \( S_i \) and any object \( t \in \mathcal{O}_{S_i} \), \( t \) can be pruned if \( M^i(t) \leq S_i.\text{MinScore} \). This is because, for any subspace \( S_j \) in \( S_i \)'s subtree, \( M^j(t) \leq M^i(t) \leq S_i.\text{MinScore} \leq M^j(t_q) \), which means that \( t \)'s aggregate score is no greater than the target object's aggregate score in \( S_j \). In other words, \( t \) would not affect \( S_j.\text{Rank} \), and this holds true for any \( S_j \) in \( S_i \)'s subtree during the depth-first search process. Therefore, \( t \) can be pruned from \( \mathcal{O}_{S_i} \). Once \( t \) is pruned, its corresponding base tuples in the current data partition \( \mathcal{D}_{S_i} \) can be pruned as well.
Algorithm 3.3: PromoRank++

<table>
<thead>
<tr>
<th>Line</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>for i ← 1 to</td>
</tr>
<tr>
<td>2</td>
<td>S_i.P = S_i.Sig ← ∞;</td>
</tr>
<tr>
<td>3</td>
<td>S_i.Rank ← 1;</td>
</tr>
<tr>
<td>4</td>
<td>Compute M'(t_q);</td>
</tr>
<tr>
<td>5</td>
<td>end</td>
</tr>
<tr>
<td>6</td>
<td>Compute S_i.MinScore for each subspace S_i;</td>
</tr>
<tr>
<td>7</td>
<td>Set the pruning threshold P ← 0;</td>
</tr>
<tr>
<td>8</td>
<td>D ← D{t_q};</td>
</tr>
<tr>
<td>9</td>
<td>Procedure: PromoRank++(S, D, O, d_0)</td>
</tr>
<tr>
<td>10</td>
<td>if S.P &gt; P then /* subspace pruning */</td>
</tr>
<tr>
<td>11</td>
<td>Compute S.Rank, S.Sig, and S.P;</td>
</tr>
<tr>
<td>12</td>
<td>Update P and top-k results;</td>
</tr>
<tr>
<td>13</td>
<td>foreach S' descendent S_j do</td>
</tr>
<tr>
<td>14</td>
<td>S_j.Sig ← S_i.Sig;</td>
</tr>
<tr>
<td>15</td>
<td>Update S_j.P;</td>
</tr>
<tr>
<td>16</td>
<td>endforeach</td>
</tr>
<tr>
<td>17</td>
<td>foreach S' parent S_k (k &gt; i) do</td>
</tr>
<tr>
<td>18</td>
<td>Update S_k.Rank and S_k.P;</td>
</tr>
<tr>
<td>19</td>
<td>endforeach</td>
</tr>
<tr>
<td>20</td>
<td>Compute O_min using S.MinScore;</td>
</tr>
<tr>
<td>21</td>
<td>D ← D\O_min; /* object pruning */</td>
</tr>
<tr>
<td>22</td>
<td>/* partition and aggregate*/</td>
</tr>
<tr>
<td>23</td>
<td>for d' ← d_0 + 1 to d do</td>
</tr>
<tr>
<td>24</td>
<td>Sort D based on d'-th dimension;</td>
</tr>
<tr>
<td>25</td>
<td>foreach child target subspace S' along d'-th dimension do</td>
</tr>
<tr>
<td>26</td>
<td>PromoRank++(S', D_{S'}, O_{S'}\O_min, d');</td>
</tr>
<tr>
<td>27</td>
<td>end</td>
</tr>
<tr>
<td>28</td>
<td>end</td>
</tr>
</tbody>
</table>

Table 3.3: The complete query execution algorithm.

Example 7 Continue with the example in Figures 3.5 and 3.6, where S_1.MinScore=0.3. Suppose the aggregate scores of objects in O_{S_1} have just been computed for S_1. By checking these scores, one can see that t_4 (0.3), t_5 (0.3), and t_2 (0.2) have scores no greater than S_1.MinScore. This means that t_4, t_5, and t_2 would not affect the computation of the rank measure in any subspace in S_1’s subtree (i.e., t_4, t_5, and t_2 would not affect the target object’s rank in S_1, S_2, S_3, and S_4).

Therefore, these three objects can be safely pruned so that they do not need to be aggregated in the unseen subspaces S_2, S_3, and S_4 in the subtree. In Figure 3.5, we can see that the Rank of the target object t_7 in each of the four subspaces are not decided by t_4, t_5, or t_2.
This object pruning strategy can be pushed down into the PromoRank algorithm recursively and be integrated with subspace pruning. The complete query execution algorithm, PromoRank++, is shown in Table 3.3. We highlight its differences from PromoRank+ as follows. (i) Initializing MinScore: This happens at the initialization stage (Line 6), which can be efficiently computed bottom-up in the cuboid tree. (ii) Recursive object pruning: At the end of each aggregation phase (except for those subspaces without any child subspace), identify the set of objects to be pruned \( O_{\text{min}} = \{ t | t \in O_S \land M^S(t) \leq S \cdot \text{MinScore} \} \) (Line 19). Then, prune all base tuples related to \( O_{\text{min}} \) from the current data partition (Line 20).

**Analysis:** By pruning objects and data, the cost of both aggregation and partitioning would be greatly reduced. This pruning strategy introduces little overhead as \( O_{\text{min}} \) can be directly computed from aggregated results, and the additional space overhead is \( O(1) \) per subspace. However, using this object pruning strategy, objects and data are pruned at early stage and we may not be able to compute some Sig measures like ObjCount exactly (other measures like Level remain unaffected). Two techniques may be used to address this problem. First, approximate Sig using selectivity estimation techniques like [79]. Because promotiveness is not sensitive to Sig, such approximation often would not harm result quality. In our experiments we verified that a simple approximation method could work very well. Second, one may materialize Sig of subspaces which pass a \( \text{minsig} \) threshold so that Sig can be accurately obtained.

### 3.4 Promotion Cube

In practice, interactive and explorative analysis requires very short response time of queries. To further speedup promotion query processing for real-world applications, we propose a Promotion Cube technique to complement the online algorithms. The goal of the promotion cube is to (i) quickly locate promotive subspaces, and (ii) effectively prune out less promotive subspaces for an arbitrary target object. Toward this end, we exploit two types of correlations. First, the target object’s rank is strongly correlated with its promotiveness value. In other words, high rank likely leads to large promotiveness. Second, a promotive subspace is unlikely to be insignificant. Therefore, the promotion cube precomputes only subspaces with Sig above a certain threshold \( \text{minsig} \), which is similar to an iceberg cube. In each precomputed subspace, instead of directly materializing
objects and their promotiveness values, we materialize a set of order statistics. Specifically, only a very small set of the largest aggregate scores is precomputed without considering actual object IDs. A key advantage of this structure is that the threshold \( \text{minsig} \) and the size of the order statistics do not limit the capability of query processing. Any top-\( k \) promotive subspace can be discovered for any target object even if the subspace does not satisfy the threshold or if the target object’s aggregate score in that subspace is not precomputed.

The definition of the promotion cube structure is as follows. Consider data set \( \mathcal{D} \) and aggregate measure \( M \). Assume two cube parameters, maximum rank \( K \) and minimum significance threshold \( \text{minsig} \), are given. Another optional parameter, cell size \( K' \), will be discussed shortly.

**Definition 5 (Promotion Cell)** Given a subspace \( S \), a promotion cell \( S.PCell = (M_i)_{i=1}^{K} \) is defined as the sequence of the top-\( K \) largest object aggregate scores in \( S \).

**Definition 6 (Promotion Cube)** The promotion cube \( \mathcal{D} \) consists of a set of triples in the format \((S, PCell, Sig)\), where any subspace \( S \) must pass the \( \text{minsig} \) threshold. Formally, \( \mathcal{D} = \{S : (S.PCell, S.Sig) | S.Sig \geq \text{minsig}\} \).

If \( K = |O| \) and \( \text{minsig} = 0 \), \( \mathcal{D} \) becomes equivalent to a full cube because all subspaces and all object scores would be materialized. Obviously, the storage cost would be very expensive because there could be an exponential number of subspaces as well as a large number of objects. In practice, we select \( \text{minsig} > 0 \), so that many subspaces being insignificant will be ignored, resulting in a small number of precomputed subspaces. Further, we have \( K \ll |O| \), meaning that the size of each promotion cell is also small. As a result, the promotion cube would be much more compact than the corresponding iceberg cube, which is in turn much smaller than the corresponding full cube. In fact, even for large data sets, the promotion cube is able to reside in main memory. Also, it can be efficiently computed using existing techniques [37].

The promotion cube contributes to the online query execution by enhancing subspace pruning. It provides non-trivial upper bound and/or lower bound promotiveness scores to precomputed subspaces. More specifically, given target object \( t_q \) and target subspace \( S \), the computation of the upper bound promotiveness \( S.P \) (and the lower bound \( S.P' \)) can be separated into the following 3 cases.
\[
S \in \mathbb{D} \land M^S(t_q) \in S.PCell: \text{ We can obtain the exact values of } S.Sig, \ S.Rank, \text{ and } S.P \text{ (i.e., } S.P = S.P = S.P) ; \\
\]
\[
S \in \mathbb{D} \land M^S(t_q) \notin S.PCell: \text{ Here exact } S.Sig \text{ can be obtained, and } \text{Rank} \text{ can be lower-bounded as } S.Rank = K + 1. \ \text{S.P can be computed correspondingly;}
\]
\[
S \notin \mathbb{D}: \text{ This means that } \text{Sig} \text{ can be upper-bounded as } S.Sig = \text{mins}ig. \ \text{S.P can be computed accordingly.}
\]

The integration of the promotion cube with the query execution algorithm \textit{PromoRank++} (Table 3.3) is as follows. First, when initializing the promotiveness bound for each target subspace \( S_i \) (Line 2), instead of assigning a trivial value, the upper bound \( S_i.P \) and in some cases the lower bound \( S_i.P \) can be computed as described above. Second, instead of initializing \( P \) to be 0 (Line 6), we let it be the \( k \)-th largest lower bound promotiveness among all target subspaces (i.e., the \( k \)-th largest \( S_i.P \)). The rest of the algorithm remains unchanged.

While in principle each promotion cell in the promotion cube contains only the \( K \) largest aggregate scores, \( M_1, M_2, \ldots, M_K \), a heuristic to further reduce space is to materialize only a subset of these scores. Given another cube parameter, cell size \( K' \), where \( K' \leq K \), one can select \( k' \) aggregate scores out of the \( K \) scores at evenly spaced ranks. For example, if \( K = 50 \) and \( K' = 5 \), we materialize \( M_{10}, M_{20}, \ldots, M_{50} \). For a target object, its upper and lower bound ranks are obtained by comparing its aggregate score with the \( K' \) materialized scores, and then the promotiveness bounds can be computed.

Unlike traditional data cubes which directly store aggregated results that users are interested in, the promotion cube complements the online query execution through offline preprocessing. Since the promotion cube will sit in memory, the additional query execution overhead for computing the bounds for target subspaces can be neglected. The parameters, \( \text{mins}ig, K, \) and \( K' \), allow users to control the tradeoff between the online and offline costs so that users may select these parameters to yield the desired tradeoff. On the other hand, the parameters do not restrict the freedom of queries; that is, given \( M \), the promotion cube supports arbitrary promotion queries and guarantees the correctness of results.
3.5 Avoiding Spurious Promotion

In our query model, the promotiveness measure $P$ consists of two components, the Rank measure, to make the target object prominent in a result subspace, and the Sig measure, to penalize subspaces being too sparse or too specific. There are cases, however, that the promotiveness measure fails to guarantee the meaningfulness of results. Let us consider the following motivating example.

Example 8 (Spuriously Promotive Subspaces) *Michael Jordan is the top scorer among all players born in February and the top scorer on sunny days.*

The example illustrates that the two subspaces \{BirthMonth = February\} and \{Weather = Sunny\}, both having high target object ranks and are neither too sparse nor too specific, are nevertheless meaningless. Clearly, there exists no causal relationship between BirthMonth/Weather and NBA players’ ranking. Such kind of “promotive” subspaces cannot be justified and thereby having no true promotional value. We call them spuriously promotive subspaces and formally discuss how to avoid them in this section.

We observe that the key difference between a spuriously promotive subspace and a truly promotive one lies in that the former involves at least one spurious dimension. For example, Weather is a spurious dimension when promoting the player. Intuitively, such a spurious dimension has no correlation with object ranking. When conditioning on spurious dimension values, the object score distribution would not be significantly changed; in other words, the promotion of the target object would be merely due to random perturbations of ranking.

Definition 7 (Spurious Promotion) A subspace dimension is spurious when it is statistically independent of the score distribution. Any promotive subspace which contains a non-star value in some spurious dimension is considered to be spuriously promotive.

Now, given a data set $D$ (n base tuples), a subspace dimension $A$, and the score dimension $I_{\text{score}}$, our goal becomes to determine whether or not $A$ and $I_{\text{score}}$ have any correlation. Suppose $A$ induces a partitioning of all base scores in $I_{\text{score}}$ into $\theta$ (i.e., $A$’s cardinality) groups of scores, denoted as $\{s_1^{(1)}\}^{\varphi_1}_{j=1}, \{s_2^{(2)}\}^{\varphi_2}_{j=1}, \ldots, \{s_\theta^{(\theta)}\}^{\varphi_\theta}_{j=1}$, where $\varphi_i$ denotes the cardinality of the $i$-th group ($1 \leq i \leq \theta$) and $\sum_i \varphi_i = n$. These groups are considered as samples drawn from $\theta$ underlying populations. Note
that a special case is that when $A$ induces a partitioning of all objects, we can instead partition their aggregate scores into $\theta$ groups and hence $\sum_i \varphi_i = |O|$. We employ the Analysis of Variance (ANOVA) test [51] to determine if significant difference exists between these group means or they only differ by chance. The idea of the ANOVA test is to compare these sample scores’ between-group sum of squared deviation ($SS_B$) to their within-group sum of squared deviation ($SS_W$). The closer they are, the higher the probability that dimension $A$ has no effect on $I_{\text{score}}$. Specifically, let the null hypothesis $H_0$ state that the mean is the same for all groups. Let $\sigma_i$ and $\mu_i$ be the sum and average score of the $i$-th group, respectively. Then let

$$SS_B = \sum_i \frac{\sigma_i^2}{\varphi_i} - \frac{(\sum_i \sigma_i)^2}{n},$$

$$SS_W = \sum_i \sum_j (s_{ij} - \mu_i)^2.$$

The $F$-ratio for dimension $A$ can be calculated:

$$F(A) = \frac{SS_B/(\theta - 1)}{SS_W/(n - \theta)}.$$

Let $F_c(A)$ be the sample scores’ corresponding critical value determined by $\theta - 1$, $n - \theta$ (or $|O| - \theta$ for the special case), and a given Type I error probability $\alpha$ (e.g., 0.05). If $F(A) \geq F_c(A)$, $H_0$ can be rejected; otherwise, we conclude that $A$ does not significantly influence $I_{\text{score}}$ and thus $A$ is a spurious attribute.

ANOVA assumes normality of score distribution and homogeneity of score variances across different groups. When the assumptions are violated, one may alternatively apply power transformations to the data or employ non-parametric methods like Kruskal-Wallis test [51].

Computational complexity: To avoid spurious promotion, we preprocess the given data set $D$ by removing all spurious dimensions based on the ANOVA method and, during query execution, avoid using any spurious dimension.

This preprocessing entails one pass over the data to compute the $F$-ratio for each subspace dimension. This requires $O(nd)$ time and $O(\sum_{i=1}^d \theta_i)$ space complexity, where $d$ is the total number
of subspace dimensions and $\theta_i$ is the cardinality of the $i$-th subspace dimension.

### 3.6 Experimental Evaluation

In this section, our conduct comprehensive performance evaluation and our goal is to (i) verify the effectiveness of the promotion query through case study, and (ii) analyze the performance of our proposed algorithms in terms of both query execution time and storage space used. We break down our report of the evaluation results into 3 data sets and summarize the results as follows:

- **NBA data set** [2] (Section 3.6.2) Conduct case study to show how NBA players can be effectively promoted. We also show the results on avoiding spurious promotion. Because this data set is small, no performance result will be reported.

- **DBLP data set** [1] (Section 3.6.3) Conduct both case and performance studies. We confirm that the search results match our intuition well, and the proposed algorithms perform significantly better than baseline algorithms.

- **TPC-H** [3] (Section 3.6.4) By generating synthetic data sets using a wide range of parameters, we show that the proposed algorithms consistently outperform the baseline ones.

#### 3.6.1 Implementation

All experiments were done on a machine with a Pentium 3GHz processor, 2GB of memory, and 160G hard disk. We implemented the PromoRank, PromoRank++, and PromoCube algorithms. Our performance evaluation is based on two measures: *query execution time* and *space overhead*. PromoRank is considered a baseline for query execution time, while to evaluate the space overhead of PromoCube, we compare it to a traditional iceberg cube which, for each subspace passing some given $\text{minsig}$ threshold, fully materializes all object aggregate scores.

The source code was written in C# and compiled using Microsoft Visual C# 2008 in Windows XP. All query processing algorithms were executed in the main memory without any disk access (PromoCube resides in memory).
<table>
<thead>
<tr>
<th>Target object</th>
<th>Top-3 promotive subspaces</th>
<th>Rank</th>
<th>ObjCount</th>
<th>Top-%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Michael Jordan</td>
<td>{*}</td>
<td>3</td>
<td>3460</td>
<td>0.09%</td>
</tr>
<tr>
<td></td>
<td>{Position=Guard}</td>
<td>1</td>
<td>1417</td>
<td>0.07%</td>
</tr>
<tr>
<td></td>
<td>{Team=Chicago Bulls}</td>
<td>1</td>
<td>283</td>
<td>0.35%</td>
</tr>
<tr>
<td></td>
<td>{Year=1984 (ties: 1986-1992, 1995-1997)}</td>
<td>1</td>
<td>380</td>
<td>0.26%</td>
</tr>
<tr>
<td>LeBron James</td>
<td>{*}</td>
<td>251</td>
<td>3460</td>
<td>7.3%</td>
</tr>
<tr>
<td></td>
<td>{CareerStage=Young, Position=Guard}</td>
<td>4</td>
<td>1385</td>
<td>0.3%</td>
</tr>
<tr>
<td></td>
<td>{CareerStage=Young}</td>
<td>14</td>
<td>3387</td>
<td>0.4%</td>
</tr>
<tr>
<td></td>
<td>{Team=Cleveland Cavaliers}</td>
<td>1</td>
<td>278</td>
<td>0.4%</td>
</tr>
<tr>
<td>Al Jefferson</td>
<td>{*}</td>
<td>827</td>
<td>3460</td>
<td>23.9%</td>
</tr>
<tr>
<td></td>
<td>{Year=2007}</td>
<td>11</td>
<td>451</td>
<td>2.4%</td>
</tr>
<tr>
<td></td>
<td>{Position=Forward, Team=Boston Celtics}</td>
<td>24</td>
<td>139</td>
<td>17.3%</td>
</tr>
<tr>
<td></td>
<td>{Team=Minnesota Timberwolves}</td>
<td>27</td>
<td>143</td>
<td>18.9%</td>
</tr>
<tr>
<td>Raymond Felton</td>
<td>{*}</td>
<td>930</td>
<td>3460</td>
<td>26.9%</td>
</tr>
<tr>
<td></td>
<td>{Year=2006, CareerStage=Young}</td>
<td>5</td>
<td>142</td>
<td>3.5%</td>
</tr>
<tr>
<td></td>
<td>{Year=2005, CareerStage=Young}</td>
<td>9</td>
<td>139</td>
<td>6.5%</td>
</tr>
<tr>
<td></td>
<td>{Coach=Bernie Bickerstaff}</td>
<td>10</td>
<td>128</td>
<td>7.8%</td>
</tr>
<tr>
<td>Carlos Delfino</td>
<td>{*}</td>
<td>1337</td>
<td>3460</td>
<td>38.6%</td>
</tr>
<tr>
<td></td>
<td>{Position=Guard, Team=Detroit Pistons}</td>
<td>33</td>
<td>132</td>
<td>25.0%</td>
</tr>
<tr>
<td></td>
<td>{Coach=Flip Saunders}</td>
<td>32</td>
<td>92</td>
<td>34.8%</td>
</tr>
<tr>
<td></td>
<td>{Team=Toronto Raptors}</td>
<td>36</td>
<td>132</td>
<td>27.3%</td>
</tr>
</tbody>
</table>

Table 3.4: A case study on the NBA data.

### 3.6.2 The NBA Data Set

**Data characteristics:** The data set was downloaded from [2]. It contains 18050 base tuples, each recording a player’s statistics in a particular year. Each base tuple contains 5 subspace dimensions, namely *Year* (62 values), *CareerStage* (2 values, “Young” or otherwise), *Position* (3), *Team* (68), and *Coach* (220). We used *PlayerID* (3460) as the object dimension, and used statistics dimensions such as *Points*, *Rebounds* as score dimensions.

**Promotiveness measure:** *SUM* was chosen as the measure $M$ to aggregate over *Points* in order to generate ranking. The promotiveness measure was set to $P_1 = -\text{Rank} - 2^{-\lfloor \log\left(\frac{\text{TupleCount}}{\text{n}}\right)\rfloor}$, where $2^{-\lfloor \log\left(\frac{\text{TupleCount}}{\text{n}}\right)\rfloor}$ is a penalty equivalent to $2^{l}$ ($l$ being a non-negative integer) when the subspace selectivity $\frac{\text{TupleCount}}{\text{n}}$ falls in range $(\frac{1}{2^l}, \frac{1}{2^{l-1}}]$.

We first conduct a case study. Table 3.4 shows the top-3 promotive subspaces for 5 representative players using the promotiveness measure discussed above. For comparison, it shows their global and local ranks, as well as their precise ranks in percentage. We find these results to match the reality very well. For example, the case for Michael Jordan has been used in the Example 2
in Section 3.1. Note that, for Michael Jordan, there are 11 subspaces which are ranked third since they have the same promotiveness value. For LeBron James, he is ranked only 251st among all players (the percentile rank is 7.3%); however, the promotion analysis results reveal more exciting facts such as that James being a talented young player (i.e., 14th out of 3387 young players). For other globally low-ranked players listed in the table, we can see that their promotive subspaces make sense as well.

The above results are obtained using PromoRank++, where the object pruning method estimates the TupleCount of a subspace using the product of the selectivities of the subspace’ dimension values. In fact, the results in Table 3.4 are accurate, because the promotiveness measure being used is not sensitive to selectivity.

**Handling spurious promotion:** Figure 3.8 shows the effectiveness of the ANOVA test for detecting spurious dimensions. In addition to the 5 subspace dimensions mentioned earlier, another 2 dimensions BirthMonth (12) and RandomDim (100) were also considered here for comparison. BirthMonth records a player’s birth month and was extracted from the original data set [2]. RandomDim is a dimension that was attached to the original fact table using a uniform random number generator. The score dimension was set to Rebounds. Figure 3.8 displays the F-ratio for each of the 7 dimensions (on log scale/in a decreasing order). The corresponding critical values at $\alpha = 0.05$ for the 7 dimensions are shown in the figure for comparison. In the figure, we can see that the null hypothesis for BirthMonth and RandomDim cannot be rejected since their F-ratios are smaller.
Table 3.5: Promotion query results on the DBLP data using different promotiveness measures.

<table>
<thead>
<tr>
<th>Target object</th>
<th>Top-3 subspaces by $P_1$</th>
<th>Rank</th>
<th>ObjCount</th>
<th>Top-%</th>
</tr>
</thead>
<tbody>
<tr>
<td>David DeWitt</td>
<td>{ * }</td>
<td>376</td>
<td>451316</td>
<td>0.08%</td>
</tr>
<tr>
<td></td>
<td>{Database}</td>
<td>16</td>
<td>65321</td>
<td>0.02%</td>
</tr>
<tr>
<td></td>
<td>{1990}</td>
<td>2</td>
<td>13170</td>
<td>0.02%</td>
</tr>
<tr>
<td></td>
<td>{SIGMOD}</td>
<td>2</td>
<td>3519</td>
<td>0.06%</td>
</tr>
<tr>
<td>Yufei Tao</td>
<td>{ * }</td>
<td>3325</td>
<td>451316</td>
<td>0.74%</td>
</tr>
<tr>
<td></td>
<td>{Database, 2003}</td>
<td>11</td>
<td>6707</td>
<td>0.16%</td>
</tr>
<tr>
<td></td>
<td>{Database, 2004}</td>
<td>18</td>
<td>8877</td>
<td>0.20%</td>
</tr>
<tr>
<td></td>
<td>{ICDE}</td>
<td>30</td>
<td>4822</td>
<td>0.62%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target object</th>
<th>Top-3 subspaces by $P_2$</th>
<th>Rank</th>
<th>ObjCount</th>
<th>Top-%</th>
</tr>
</thead>
<tbody>
<tr>
<td>David DeWitt</td>
<td>{PDIS}</td>
<td>1</td>
<td>318</td>
<td>0.31%</td>
</tr>
<tr>
<td></td>
<td>{Database, SIGMOD}</td>
<td>1</td>
<td>1784</td>
<td>0.06%</td>
</tr>
<tr>
<td></td>
<td>{Database, 1985}</td>
<td>1</td>
<td>556</td>
<td>0.18%</td>
</tr>
<tr>
<td>Yufei Tao</td>
<td>{ICDE, 2004}</td>
<td>1</td>
<td>334</td>
<td>0.30%</td>
</tr>
<tr>
<td></td>
<td>{Data Mining, Info. Retrieval, 2004}</td>
<td>2</td>
<td>690</td>
<td>0.29%</td>
</tr>
<tr>
<td></td>
<td>{SIGMOD, 2008}</td>
<td>5</td>
<td>471</td>
<td>1.06%</td>
</tr>
</tbody>
</table>

than the corresponding critical values. This means that these two dimensions have no significant correlation with the score dimension and thus the subspace object ranking. On the other hand, the remaining 5 subspace dimensions have $F$-ratios significantly larger than the critical values, exhibiting that they are strongly correlated with player rankings. These results have empirically verified that spurious dimensions indeed can be separated from meaningful subspace dimensions by the statistical test.

### 3.6.3 The DBLP Data Set

Now let us report the results on the DBLP data set [1].

**Data characteristics:** We extracted 1,763,888 base tuples from the DBLP data set, each in the format (Author, Conference, Year, Title). The cardinalities of Author, Conference, and Year are 451316, 2506, and 50, respectively. We used Author as object dimension and consider Conference and Year as subspace dimensions. We also extended Title to 4 boolean subspace dimensions, “Database”, “Data Mining”, “Information Retrieval”, and “Machine Learning”, so totally there are 6 subspace dimensions. Since Title is a text field and each title has multiple keywords, we manually constructed a keyword-to-category mapping so that each paper entry is mapped to its corresponding research area. For example, a base tuple containing “XML” in the
title is mapped to *Database*, and the corresponding boolean dimension will be set to “true”. A base tuple with title containing “bayesian” would have its “*Machine Learning*” dimension set to “true”. The selectivities of the “true” value of the 4 boolean dimensions are between $72K$ and $226K$. To compute the aggregate scores and derive object rankings, we used the `COUNT` (i.e., number of publications) so that an author publishing more papers will be ranked higher. Note that the evaluation quality can be further enhanced by building a more accurate classifier of the research areas and introducing authority-based scoring function; however, these are not our main goals here.

**Promotiveness measure:** Often users may want to enforce significance constraint on subspaces (much like an iceberg condition) rather than imposing penalty on selective subspaces. Therefore, in addition to $P_1$, we experimented with another measure $P_2$. Specifically, let $P_2$ be $\text{Rank}^{-1} \cdot I\{\text{TupleCount} \geq 100\}$; that is, only subspaces having $\geq 100$ base tuples (i.e., a community with $> 100$ papers) will be considered, whereas the remaining ones will be pruned. Intuitively, this measure prevents us from searching too “deeply” in the target lattice.

Table 3.5 shows the top-3 promotive subspaces for two researchers using both $P_1$ and $P_2$. Their global ranks are also listed for comparison purposes. Not surprisingly, the subspaces characterize the authors’ strengths well. We can see that $P_1$, which employs a penalty to smaller subspaces, prefers subspaces with large population (i.e., a large $\text{ObjCount}$) and reasonably high ranks. The subspace percentile ranks of the two authors are also much better than their global percentile ranks. On the other hand, by enforcing the iceberg constraint, $P_2$ prefers absolute high ranks as long as the subspace meets the significance constraint. Thus, the top-3 promotive subspaces by $P_2$ have smaller $\text{ObjCount}$, but their absolute ranks are higher (i.e., the two authors are consistently ranked into top-5 in the top promotive subspaces). It is worth mentioning that there is no universally best promotiveness measure, and it is up to the user to choose the proper measure according to the application.

**Performance:** We created a workload consisting of a set of 10 randomly selected authors with $\geq 10$ papers as target objects. For *PromoCube*, we chose $\text{minsig} = 100$; it turns out that $K = K’ = 10$ would suffice to materialize almost all distinct aggregate scores in significant subspaces since paper counts are often small integers. Thus, the resulting space overhead for the data set,
Figure 3.9: Performance results on the DBLP data.
310KB, can be regarded trivial, and we do not compare it with iceberg cube.

We report in Figure 3.9(a) the query execution time of the PromoRank, PromoRank++, and PromoCube algorithms when varying $k$, the number of subspaces to be returned. The promotiveness measure was set to $P_2$. We can see that all these methods become slower when $k$ increases, as expected. PromoRank++ is consistently 2 to 2.5 times faster than PromoRank, showing the superiority of the proposed pruning techniques. PromoCube outperforms PromoRank by a ratio of 180, 9.6, and 5 when $k$ is set to 1, 10, and 20, respectively. In particular, PromoCube performs extremely well when $k$ is small, because in such cases, the promotion cube can directly return the result using $O(1)$ lookup time and terminate early; when $k$ increases, additional online cost is incurred to aggregate non-pruned search space.

To explain the differences in query execution time, in Figure 3.9(b), we plot the total number of subspaces aggregated by each of the 3 algorithms with respect to $k$. Clearly, this figure shows that the query execution time is linearly correlated with the number of subspace aggregated. Moreover, Figure 3.9(c) shows the total number of objects aggregated by each algorithm with respect to $k$. Compared to PromoRank, the baseline strategy, PromoRank++ dramatically reduces the number of objects aggregated, due to the power-law distribution of author aggregate scores. In fact, PromoRank++ is able to prune out the long tail of over 50% authors with small paper count at the very initial recursion, resulting in significant cost saving of subsequent object aggregation and data partitioning.

Figure 3.9(d) displays the runtime comparison of the 3 algorithms based on the promotiveness measure $P_1$, which enforces penalty on subspaces. Again, PromoRank++ is up to 2.5 times faster than PromoRank, verifying the effectiveness of the pruning techniques. The total number of subspaces and objects aggregated are quite similar to previous results so we do not plot them here. Moreover, PromoCube consistently performs extremely well due to the relatively small domain of aggregate scores. Actually, for all the queries being tested in here, looking up the promotion cube suffices to answer them. In other words, the target object’s ranks were already precomputed in the top subspaces.
Figure 3.10: Performance results on the TPCH data.
3.6.4 The TPCH Data

In this subsection we report the performance results on the synthetic TPCH data [3].

**Default data characteristics:** We generated a default TPC-H data set with scale factor being set to 1, and the extracted the `lineitem` table containing 6,001,215 base tuples and 16 dimensions. We extracted the following 6 dimensions from the table and used them as the subspace dimensions: `l_shipdate` (2526), `l_quantity` (50), `l_discount` (11), `l_tax` (9), `l_linenumber` (7), and `l_returnflag` (3). Also, we used `l_suppkey` (10,000) as the object dimension and `l_extendedprice` (containing real numbers ranging from 901.00 to 104949.50) as the score dimension. Let \( \text{SUM} \) be the aggregate measure and objects are ranked in the descending order.

**Performance:** For the performance study we consider \( P_1 \) as well as a promotiveness measure \( P_3 \) with iceberg constraint \( \text{TupleCount} \geq 1000 \). For PromoCube, we set \( \text{mnsig} = 1000 \); for each subspace, we considered the largest \( K = 1000 \) aggregate scores and materialized \( K' = 8 \) of them at evenly spaced ranks. The resulting space overhead for PromoCube is 978.3KB, in contrast to 277.5MB, the size of the iceberg cube with condition \( \text{TupleCount} \geq 1000 \) (i.e., for each subspace passing the condition, materialize all aggregate scores). All results reported here were averaged over a set of 5 randomly generated target objects.

Figure 3.10(a) compares the performance of PromoRank, PromoRank++, and PromoCube in terms of \( k \) (using \( P_1 \)). PromoRank++ is approximately 2 times faster than PromoRank, while PromoCube is about 20 times faster than PromoRank. Compared with DBLP, the synthetic data used here is more than 3 times larger in terms of the number of base tuples, so more query execution time is consumed by all methods. However, even when \( k = 30 \), PromoCube needs only 13.7 seconds on average to execute a query. This performance can be further improved when increasing the storage budget. This shows that conducting promotion analysis over large data sets is feasible with some precomputation.

Figure 3.10(b) displays the relation between promotion cube size and query execution time when fixing \( k = 10 \) (using \( P_3 \)). To generate promotion cubes with different sizes, we fix the \( \text{mnsig} \) parameter to 1000 and \( K \) to 1000 but vary \( K' \). Note that the larger \( K' \) is, the more space the promotion cube will use. The sizes of the resulting five cubes range from 0.3MB to 3.6MB, which are only 0.11% to 1.26% of the corresponding iceberg cube’s size, 277.5MB. We can see that
an exponentially decreasing cube size leads to only linearly increasing query execution time. In particular, when the cube size is only 0.3MB (0.11% of the iceberg cube size), the average query execution time is 36 seconds, about 4.8 times faster than the baseline (176 seconds as shown in Figure 3.10(a)). Note that the promotion cube is able to support any query regardless of the query. A target objects’ top-k promotive subspace can be correctly computed no matter it has been precomputed or not.

Now we fix the query parameters (i.e., the promotiveness measure, the set of 5 target objects, and \( k = 10 \)), and further generate different synthetic data sets by varying each of the following parameters: (i) the number of base tuples, (ii) the number of subspace dimensions, (iii) the number of objects, and (iv) the average cardinality of subspace dimensions. We report the performance results of the algorithms as follows.

First, we evaluate the algorithms on four data sets with 1M, 3M, 6M, and 10M base tuples. We set the space overhead of PromoCube to be proportional to the number of base tuples. The query execution time of PromoRank, PromoRank++, and PromoCube with respect to the base tuple number \( n \) is depicted in Figure 3.10(c). As expected, PromoRank++ is about 2 times faster than PromoRank, because both partitioning and aggregation costs are linear to \( n \). On the other hand, PromoCube is increasingly faster with respect to \( n \). This is because the PromoCube prunes subspaces before any online aggregation happens, which is unlike PromoRank++ that prunes subspaces during the online aggregation process. Therefore, PromoCube is able to avoid aggregating many subspaces before scanning the data, so the actual aggregation and partitioning cost saving of it is much larger than that of the online pruning techniques.

Second, we vary the number of subspace dimensions, \( d \), for the default data set with 6M base tuples. In addition to the 6 subspace dimensions mentioned earlier, 4 more dimensions were included for this test case: \( l_{\text{commitdate}} \) (2466), \( l_{\text{linestatus}} \) (9), \( l_{\text{shipmode}} \) (7), and \( l_{\text{shipinstruct}} \) (4). As shown in Figure 3.10(d), we vary \( d \) from 2 to 10 and compare the query execution time of the algorithms using the default parameters and query workload. We can see that the gap between PromoRank++ and PromoRank is not large when \( d \leq 4 \). This is because the total number of target subspaces itself is quite small, so the pruning techniques would not be effective due to the overhead. When \( d \geq 6 \), the number of target subspaces becomes larger, so more interdependent
relationships can be exploited. Our conclusion is that increasing the number of subspace dimensions may not result in an increasing gain of PromoRank++ over PromoRank; nevertheless, it does make PromoCube more efficient (relatively) because more likely there will be some subspaces where a target object ranks high.

Third, to test the relation between the total number of objects $|O|$ and query execution time, we replace $l_{\text{suppkey}}$ (10,000) with $l_{\text{partkey}}$ (200,000) as the object dimension on the default data set. As shown in Figure 3.10(e), when $|O| = 200K$, all algorithms’ absolute query execution time becomes smaller than when $|O| = 10K$, because the more objects, the less the number of target subspaces there will be (i.e., each object will appear in less base tuples). On the other hand, the speedup ratio of PromoRank++ goes from 2 for 10K objects to 2.8 for 200K objects. Intuitively, more objects tend to make the subspace aggregation cost outweigh the partitioning cost relatively, which would magnify the effectiveness of subspace pruning, which aims to reduce the number of subspace aggregations. For the same reason, the PromoCube algorithm goes from 10 times faster for 10K objects to 30 times for 200K objects, because the overhead of computing the target object’s aggregate scores in the target lattice becomes smaller.

Lastly, we vary average cardinality by selecting 3 different sets of 6 subspace dimensions from the default 6M data set. We label these dimension sets as “low” (the average cardinality of the dimensions in the set is 13), “medium” (i.e., the default set of 6 subspace dimensions studied earlier with average cardinality 434), and “high” (the average cardinality is 1273). As displayed in Figure 3.10(f), PromoRank++ and PromoCube are 3 and 20 times faster than PromoRank on the high-cardinality data set, and 2.1 and 8.7 times faster on the low-cardinality data set. It is found that both algorithms favor large cardinalities, where aggregates become very sparse. In such cases, the aggregate scores would be equal (i.e., to base scores) across parent-child subspaces, thereby providing a tighter lower bound for rank.

### 3.7 Summary

In this chapter, we studied the promotion analysis problem over categorical subspaces. A unified promotiveness measure that combines both object ranking and subspace significant was introduced to quantify the promotional value of subspaces. For efficient query processing, an algorithm
framework based on recursive data partitioning and aggregation was proposed, and new pruning
techniques as well as the promotion cube approach were integrated into the framework. Moreover,
we identified the spurious promotion problem and used the ANOVA method to remove spurious
dimensions. Our comprehensive experiments verified that the promotion query is able to discover
meaningful results, and the efficiency of our proposed algorithms significantly outperform the base-
line solutions.
Chapter 4

Region-based Online Promotion Analysis

4.1 Introduction

In many applications, it is important to promote an object on continuous, ranged dimensions in addition to categorical dimensions. This chapter examines the top-$k$ region-based promotion query (RepQuery), the goal of which can be intuitively stated as follows: given an object of interest, such as a product or a person, we would like to discover the top-$k$ promotion regions to promote the given object. Here a region is defined as a continuous interval or block over one or a few OLAP range dimensions, and a promotion region intuitively refers to a region where the given object is highly ranked among all other objects.

**Example 9** In the DBLP database, one may be interested in finding the best promotion region for a given author. While describing her as the 300-th most prolific author could be less interesting, using RepQuery, however, one may find her to be the most prominent author in \{Year=$2000$-$2009$\} in the database field.

This example illustrates the related application scenarios, where RepQuery discovers promotion regions by drilling down to different parts of the data and surfacing the regions where the given object is highly ranked (note that most objects are not highly ranked in the global region). In business intelligence applications like marketing, RepQuery is able to help users to quickly explore and understand which regions are the most likely to promote some specified product or business object among a large number of regions, and then these promotion regions along with the ranked results can serve the purpose of decision making. In particular, such region-based ranked results can help, for example, (1) analyze the best market segments (e.g., a particular customer space or a geographical area) for resource allocation and promotion; (2) advertise and enhance
brand image (e.g., a bestselling car model belonging to a certain price range or time frame); and, (3) discover and summarize interesting object features in not only categorical but also numerical feature spaces (e.g., a highest-rated apartment rental business with no more than fifty employees).

In comparison to the basic promotion query problem that is formulated over the categorical, multidimensional space, REQUERY introduces 3 major new challenges.

First, using simple object ranking to measure top-$k$ promotion regions could be insufficient in many cases because different regions may not be equally interesting; specifically, they may have (1) dramatically different sizes so that smaller regions should not be weighed equally as larger ones, and (2) containment relationships or overlaps that may cause redundancy in top-$k$ results. For example, if the query object is highly ranked a region, then it may not be desirable to return another region that is enclosed in it. To this end, the semantics of the query model must incorporate ad-hoc rank-independent weights for regions, such that users can impose different weights on regions based on their prior knowledge. Also, the redundancy-aware semantics should be supported such that the top-$k$ regions generated are discriminative, i.e., no pair of top-$k$ regions is more similar than a user-specified threshold.

Second, because REQUERY need to handle continuous, ranged dimensions whereas the previous problem deals with categorical dimensions, the search space of REQUERY would be significantly larger. For example, a Year dimension with 50 distinct values may generate only 50 subspaces but $50 \times (50 + 1)/2 = 1275$ one-dimensional regions. We can see that if there are $d$ range dimensions, each having cardinality $N$, the total number of regions would be $(N(N+1)/2)^d$, quadratic of the number of subspaces. The huge search space would dwarf the cost saving of any online pruning method, making the proposed query processing techniques in the previous chapter simply infeasible on even moderately large data set.

Third, for REQUERY, we have to tackle the non-monotonicity property of the aggregate measure when computing object rankings. Indeed, the previous chapter assumes that the aggregate measure for ranking be monotone such as $SUM$ for the purpose of shared computation and measure bounding. The aggregate measures supported in this work can, nevertheless, be arbitrarily complex, ad-hoc measures defined by users.
Despite that the need for RepQuery is commonplace, no existing work in the literature attempts to address all these challenges. What happens to users of a conventional database system is that they would need to go through a trial-and-error process to manually search for interesting promotion regions, meaning that they have to rely heavily on prior knowledge. The results obtained in this way could be rather incomplete or even misleading. On the other hand, among the numerous database top-k query processing techniques, none can be applied toward solving RepQuery, because they require that a region and the number of objects displayed be specified as parameters.

Obviously, a naive implementation that iteratively aggregates each region and obtains the object’s rank can be intolerable to users performing explorative analysis because of the exponential number of regions. At the other end of the spectrum, a full materialization approach would also be extremely costly even on a data set with moderate size. Thus, to efficiently answer top-k region-based promotion queries, in this chapter we propose a novel, principled framework called the Region-based Promotion Cube (RepCube), grounded on a partial materialization strategy with solid theoretical analysis.

A key ingredient of the framework is a model of materialized cube cell’s pruning power, which lays the foundation for an overall cost model that computes the pruning power of any cube structure. In the RepCube, the cell structure is similar to quantiles for estimating probability distributions; here we exploit each cell’s capability in upper- and lower-bounding object ranks and hence pruning uninteresting regions at an early stage. However, unlike any previous work, our key observation is that a uniform cell structure bookkeeping scores from evenly spaced rank positions does not generate satisfactory pruning power. This is due to a unique property of our problem: an object is likely to be highly ranked in its top-k promotion regions. Thus, we present a cost model and its solution to generate an optimized cell structure adaptive to query distribution. These optimized cells are able to yield a provably optimal expected query execution cost.

Another idea we explore is to condense regions sharing similar aggregate score distributions. For example, the sales of products might be similar for regions \{Year = 2007 \sim 2009\} and \{Year = 2008 \sim 2010\} after proper normalization. Thus, we select a few relaxed cells to represent score ranges instead of exact scores, and use them to summarize sets of original cube cells. This would lead to a further space saving. The effectiveness of a relaxed cell’s pruning power can be controlled
by a user-specified parameter $\epsilon$. In summary, our contributions are the following:

- (Section 4.2) Present the class of top-k region-based promotion queries and the model and semantics;
- (Section 4.3) Introduce the generic region-based promotion cube framework that can achieve a desired tradeoff between storage space and query execution time;
- (Section 4.4) Propose a cost model and a provably optimal solution for generating the most cost-effective cell structure through a solid theoretical analysis;
- (Section 4.5) Develop a cell relaxation approach to further optimize the storage overhead; and
- (Section 4.6) Present comprehensive experimental evaluation on real and synthetic data sets to verify that our framework is 1 to 2 orders of magnitude faster than baseline solutions.

In addition, Section 4.7 discusses the related work, and Section 4.8 concludes this chapter.

### 4.2 Model and Semantics

In this section we present our data model and formalize the query semantics.

**Data model:** Consider a data set $\text{FactTable}(\mathcal{A}, \mathcal{B}, \mathcal{T}, \mathcal{M})$ consisting of base tuples with the following dimensions.

<table>
<thead>
<tr>
<th>$A$</th>
<th>$B$</th>
<th>$T$ (Object)</th>
<th>$M$ (Measure)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1$</td>
<td>$b_1$</td>
<td>$t_1$</td>
<td>0.7</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$b_2$</td>
<td>$t_2$</td>
<td>0.8</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$b_2$</td>
<td>$t_3$</td>
<td>0.8</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$b_2$</td>
<td>$t_1$</td>
<td>0.2</td>
</tr>
<tr>
<td>$a_1$</td>
<td>$b_3$</td>
<td>$t_4$</td>
<td>1.2</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$b_1$</td>
<td>$t_3$</td>
<td>0.9</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$b_2$</td>
<td>$t_1$</td>
<td>0.3</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$b_4$</td>
<td>$t_2$</td>
<td>1.6</td>
</tr>
<tr>
<td>$a_2$</td>
<td>$b_5$</td>
<td>$t_1$</td>
<td>1.2</td>
</tr>
</tbody>
</table>

Table 4.1: An example fact table.
Table 4.2: Example regions and an object of interest $\tau = t_1$’s aggregate score (SUM), rank, and percentile rank in each region.

<table>
<thead>
<tr>
<th>Region</th>
<th>$F(\tau, R)$</th>
<th>Rank($\tau, R$)</th>
<th>PRank($\tau, R$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_1$</td>
<td>0.7</td>
<td>1</td>
<td>100%</td>
</tr>
<tr>
<td>$R_2$</td>
<td>0.9</td>
<td>1</td>
<td>33%</td>
</tr>
<tr>
<td>$R_3$</td>
<td>0.9</td>
<td>2</td>
<td>50%</td>
</tr>
<tr>
<td>$R_4$</td>
<td>0.3</td>
<td>3</td>
<td>100%</td>
</tr>
<tr>
<td>$R_5$</td>
<td>1.5</td>
<td>2</td>
<td>67%</td>
</tr>
<tr>
<td>other regions omitted...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Table 4.1 displays a sample fact table consisting of a categorical dimension $A$ and a range dimension $B$. For dimension $B$, we assume that there is a total ordering among all the values, i.e., $b_1 < b_2 < b_3 < b_4 < b_5$. $T$ and $M$ are the object and measure dimensions, respectively. There are 4 objects in this sample data set. In Table 4.2, the first column $R$ displays several example regions generated from the sample data in Table 4.1. For instance, $\{a_1, b_1 \sim b_3\}$ represents the region “$A = a_1 \land b_1 \leq B \leq b_3$” (i.e., all the base tuples falling in this region). For clarity of presentation, other regions now shown in this table are omitted.

Query model: Consider an arbitrary aggregate function $F$ (e.g., SUM, Average, Variance). Given any region $R \in \mathcal{R}$ and any object $t \in T$, denote by $F(t, R)$ the aggregate score of $t$ in region...
Similarly, denote by $\text{Rank}(t, R)$ the object $t$’s rank in $R$, obtained by ordering objects in the region descendingly or ascendingly according to their aggregate scores. For simplicity, throughout the chapter we assume that objects are ordered descendingly. Given the notion of object rank, the RepQuery problem can be defined as follows.

**Definition 8 (Top-$k$ Region-based Promotion Query)** Given a query denoted by $Q(\tau, k)$ consisting of an object of interest $\tau \in \text{dom}(T)$ for promotion and a non-negative integer $k$, return $\mathcal{P}$, the ordered list of top-$k$ regions, such that for $\forall R_1 \in \mathcal{R} - \mathcal{P}, \forall R_2 \in \mathcal{P}$ we have $\text{Rank}(\tau, R_1) \times w(R_1) \geq \text{Rank}(\tau, R_2) \times w(R_2)$, where $w(\cdot)$ is any non-negative weight function over $\mathcal{R}$.

Ties are broken arbitrarily. $w(\cdot)$ is a weight function that assigns a non-negative weight for each region so that regions can have different importance scores. A larger weight of a region indicates that the region is less important. Note that this weight function is different from the “subspace significance” concept introduced in the previous chapter, because we allow it to be ad-hoc. We do not put $w(\cdot)$ as a query parameter for clarity of presentation. We can see that, by setting $w(\cdot)$ to a positive constant, the RepQuery model admits a simple object ranking semantics in that it asks for the top regions where the given object $\tau$ is highly ranked. A user may further model percentile rank ($\text{PRank}$) by letting $w(R)$ be the inverse of the number of objects present in region $R$. One may also let $w(R)$ be the inverse of $R$’s number of tuples to discount small regions. Note that these rank-independent weights can be specified by users or combined in an ad-hoc way to tackle more complex scenarios.

**Example 11** Continuing from the last example, let the object of interest $\tau$ be $t_1$. Table 4.2 shows $\tau$’s aggregate score $F(\tau, R)$ (using SUM), rank $\text{Rank}(\tau, R)$, and percentile rank $\text{PRank}(\tau, R)$ in the example regions. Not counting the omitted regions, $R_1$ and $R_2$ would be the top-2 promotion regions using simple ranking (because $t_1$ is ranked top-1 in both regions), whereas $R_2$ and $R_3$ would be the top-2 promotion regions according to PRank (because $t_1$ is ranked top-33% and top-50% in them, respectively).

In some cases, however, the top-$k$ regions produced by the above definition may contain many overlaps. It is often desirable to remove the redundancy from the results such that the top-$k$ regions do not contain redundancy. For example, if the object of interest is highly ranked in two neighbor
regions \{2000 \sim 2009\} and \{2001 \sim 2010\}, it would be desirable to output only one of them. For another example, when the object of interest is highly ranked in a large region, then it might not be necessary to output any smaller region enclosed in the large one. Motivated by this, we further describe a query model that incorporates the redundancy-aware semantics.

**Definition 9 (Top-k Discriminative Region-based Promotion Query)** Given a query denoted by \(Q(\tau, k, \theta)\), return \(\mathcal{P}\), the ordered list of top-\(k\) discriminative regions, such that for \(\forall R_1 \in \mathcal{R} - \mathcal{P}\), we have either

\[
\forall R_2 \in \mathcal{P} \Rightarrow \text{Rank}(\tau, R_1) \times w(R_1) \geq \text{Rank}(\tau, R_2) \times w(R_2),
\]

or

\[
\exists R_2 \in \mathcal{P} \Rightarrow \text{Sim}(R_1, R_2) \geq \theta \land \text{Rank}(\tau, R_1) \times w(R_1) \geq \text{Rank}(\tau, R_2) \times w(R_2).
\]

We elaborate on this definition. First, to gauge the similarity between two regions, we use

\[
\text{Sim}(R_1, R_2) = \frac{|R_1 \cap R_2|}{|R_1 \cup R_2|},
\]

where \(|R|\) denotes the number of base tuples contained in \(R\). Other symmetric similarity measures can also be applied in principle. For example, one may use the cosine measure or define \(|R|\) as the number of objects in region \(R\). Second, the redundancy-aware semantics can be explained as follows. For any region \(R_1\) that is not in the top-\(k\) results, we assume that either it has a larger weighted rank (i.e., \(\text{Rank} \times w\)) than all top-\(k\) regions, or it has a larger weighted rank than some top-\(k\) region \(R_2\) and is redundant with \(R_2\). This definition would guarantee that (i) the top-\(k\) regions can promote the given object well because no other \(k\) regions are better; and (ii) the top-\(k\) regions do not contain any redundancy. Clearly, this definition is useful when users want to seek more information from the top-\(k\) results. We illustrate the definition using the example below.

**Example 12** Following from the running example (Tables 4.1 and 4.2), consider a top-\(k\) discriminative query \(Q(t_1, 2, 0.6)\), that is, the object of interest is \(t_1\), \(k = 2\), and the similarity threshold \(\theta\) is set to 0.6. We can see that \(R_2\) and \(R_3\) have a similarity value \(\text{Sim}(R_2, R_3) = \frac{|\{a_1, b_1 \sim b_2\}|}{|\{a_1, b_1 \sim b_3\}|} = 4/5 = 0.8 > \theta = 0.6\). Thus, based on \(\text{PRank}\), \(R_3\) is no longer a top-2 promotion region since it is redundant with \(R_2\), which has a better \(\text{PRank}\) than \(P_3\); instead, now
the top-2 discriminative promotion regions should be \( R_2 \) and \( R_5 \), which are not redundant (again, we do not count the omitted regions in Table 4.2).

Before presenting our solutions, assume that the aggregate function \( F \) is fixed. For clarify of presentation, also assume Definition 1 is used and let \( w(\cdot) = 1 \) (i.e., simple object ranking). More complex semantics will be addressed in Section 4.5.

## 4.3 RepCube: The Region-based Promotion Cube Framework

In this section we first motivate and present the RepCube framework (Sections 4.3.1, 4.3.2, and 4.3.3) and then present the RepQuery execution algorithm as an integral part of the framework (Section 4.3.4). This framework lays the foundation for the subsequent structure optimization techniques (Sections 4.4 and 4.5).

### 4.3.1 No Materialization and the GetRank Primitive

Let us first consider a no-materialization strategy. In this case, a promotion query must be computed from scratch. The basic query execution method is to enumerate each region \( R_i \in \mathcal{R} \) \((1 \leq i \leq |\mathcal{R}|)\) and compute \( \text{Rank}(\tau, R_i) \); the top-\( k \) promotion regions are maintained and outputted. During query execution, we abstract out a data access primitive \( \text{GetRank}(i) \), for computing \( \text{Rank}(\tau, R_i) \), which can be implemented using the following SQL statement:

```sql
select \text{Rank}(\tau, R_i)
from FactTable
where region R_i
  group by object dimension T
order by F(Measure) desc.
```

\( \text{GetRank}(i) \) accesses all base tuples in \( R_i \), computes aggregate scores for all objects, and derives \( \tau \)'s rank. \( \text{GetRank}(i) \) is an expensive operation due to its holistic property: all objects must be aggregated to correctly compute \( \tau \)'s rank in the region. This means that all base tuples in \( R_i \) need to be accessed and aggregated. Since the selectivity of a region could be large, and there could
also be a large number of regions, the on-the-fly query execution algorithm would be extremely
expensive even with some aggregation cost sharing and pruning techniques.

4.3.2 Full Materialization and the GetAgg Primitive

On the other extreme, a full-materialization approach means to precompute all object aggregate
scores for all regions. During query execution, we abstract out another data access primitive
GetAgg(\(i\)), which computes \(F(\tau, R_i)\) as follows: simply retrieves all base tuples in \(R_i\) related to \(\tau\)
and aggregates them. The SQL implementation can be the following:

\[
\begin{align*}
& \text{select } F(\tau, R_i) \\
& \text{from FactTable} \\
& \text{where region } R_i \text{ and } T = \tau.
\end{align*}
\]

Given a full materialization, a query can be executed in 2 steps for each of the \(|\mathcal{R}|\) regions:
first, call GetAgg(\(i\)) to get \(F(\tau, R_i)\), and second, derive Rank(\(\tau, R_i\)) by counting the materialized
aggregate scores in \(R_i\) greater than \(F(\tau, R_i)\). The top-\(k\) answers can be subsequently computed.
Compared to GetRank(), GetAgg() is much less costly because it only accesses \(\tau\)'s base tuples in
region \(R_i\), so the selectivity of the primitive is very high. Also, no group-by operation is needed
here. GetAgg() can be made even more efficient by constructing a clustered index on \(T\).

Not surprisingly, the storage overhead would be prohibitive. For example, if a data set has 1
categorical dimension and 2 range dimensions with an average cardinality of 100 as well as 10K
objects, the full materialization approach would approximately generate \(101 \times (100 \times 101/2)^2 \times 10K \approx 2.6 \times 10^{13}\) values, or, equivalently, nearly 100TB of disk space for a single aggregate function!

4.3.3 The Uniform RepCube Structure

To balance the storage overhead and online execution time, we use a method similar to quantization
that reduces the storage cost while facilitating online pruning. This method samples aggregate
scores at predefined positions from a sorted list of aggregate scores for each region \(R_i\). Thus, each
region will have some sampled aggregate scores. We call the materialized sample scores for each
region a \textbf{p-cell}, formally defined as follows.
Definition 10 (P-Cell) For any region $R_i \in \mathcal{R}$, denote by $F_{i1}^1, F_{i2}^1, \ldots, F_{in}^1$ the complete ranked list of object aggregate scores in $R_i$ (without loss of generality, assume decreasing order and no duplicate scores). Given a position vector of length $m$: $\vec{\phi} = (\phi_j)_{j=1}^m$ (where $0 \leq m \leq n$, $1 \leq \phi_j \leq n$, and $j < l \Rightarrow \phi_j < \phi_l$), define $PCell_i^\vec{\phi}$ as the vector of aggregate scores induced by $\vec{\phi}$, i.e., $PCell_i^\vec{\phi} = (F_{i\phi_j}^1)_{j=1}^m$.

The position vector will uniquely determine the content of the p-cells. Suppose $m$, the length of the position vector, is given, the most common way of choosing the position vector is to select a collection of evenly spaced values from $\{1, 2, \ldots, n\}$. A materialization plan consisting of a collection of p-cells based on such a position vector is called a uniform RepCube.

Definition 11 (Uniform RepCube) A uniform region-based promotion cube is defined as a collection of p-cells, $\{R_i, PCell_i^\vec{\phi} | 1 \leq i \leq |\mathcal{R}|\}$, where the position vector is set to $\vec{\phi} = (1 + \lfloor \frac{i-1}{m} \times n \rfloor)_{j=1}^m$.

Clearly, $m$ controls the size of the uniform RepCube. Let us first look at two extreme cases. First, $m = 0$ corresponds to the no materialization strategy, since the position vector is empty and no aggregate score will be materialized for any region; when $m = n$, the position vector must be $(12 \cdot n)$ so that all object aggregate scores are materialized for each region. This is equivalent to the full materialization strategy. In effect, $m$ is much smaller than the total number of objects $n$ so that the uniform RepCube would be significantly smaller compared to a full-materialization approach.

4.3.4 Query Execution Algorithm

Let us describe the query execution algorithm given an object of interest $\tau$ and the uniform RepCube structure. Recall that its goal is to return the top-$k$ regions where $\tau$ is the most highly ranked.

The query execution works in 2 phases. First is a pruning phase, where upper and lower bound ranks of $\tau$ for each region can be computed using the uniform RepCube. Then the unpromising regions not possible to be in the top-$k$ are pruned. The second is a verification phase where each of the potential top-$k$ regions is verified such that $\tau$’s true rank can be computed.

Both phases can be succinctly represented using the GetRank() and GetAgg() primitives. The detailed algorithm is depicted in Table 4.3 and we elaborate on each step. The pruning phase
Algorithm 4.1: Query Execution
/* Pruning phase */
1: \textbf{for} \( i \leftarrow 1 \) to \( |R| \) \textbf{do} /* not costly */
2: \( F(\tau, R_i) \leftarrow \text{GetAgg}(i); \)
3: \( \text{LBRank}_i \leftarrow \phi_j + 1, \) where \( j \) satisfies \( PCell_j > F(\tau, R_i) \geq PCell_{j+1}; \)
4: \( \text{UBRank}_i \leftarrow \phi_l - 1, \) where \( l \) satisfies \( PCell_{l-1} \geq F(\tau, R_i) > PCell_l; \)
5: \textbf{end}
6: \( \delta = \text{the } k\text{-th smallest } \text{UBRank}_i \text{ for } 1 \leq i \leq |R|; \)
7: \( \mathcal{R}^* \leftarrow \{R_i | \text{LBRank}_i \leq \delta\}; \) /* unpruned set of regions */ /* Verification phase */
8: \textbf{foreach} unpruned region \( R_i \in \mathcal{R}^* \) \textbf{do}
9: \( \text{Rank}(\tau, R_i) \leftarrow \text{GetRank}(i); \) /* costly */
10: \textbf{end}
11: \text{Return } \mathcal{P}, \text{ the top-}k \text{ regions with the smallest } \text{Rank}(\tau, R_i); \)

Table 4.3: The complete query execution algorithm.

computes the lower and upper bound ranks of \( \tau \) for each region \( R_i \) and conduct pruning (Lines 1–7). Specifically, \text{GetAgg}(i) \) is called to get \( \tau \)’s aggregate score in region \( R_i \) (Line 2), which is subsequently compared to the region’s materialized p-cell to obtain the highest possible rank \( \text{LBRank}_i \) (Line 3) and the lowest possible rank \( \text{UBRank}_i \) (Line 4) of \( \tau \) in \( R_i \) (for correctness we define two dummy positions \( \phi_0 = 0 \) and \( \phi_{m+1} = n + 1 \) such that \( PCell_0 = -\infty \) and \( PCell_{m+1} = +\infty \)). Next, \( \delta \) is computed as a threshold, meaning that \( \tau \) must rank no lower than \( \delta \) in any top-\( k \) promotion region (Line 6). All regions with the best possible rank lower than \( \delta \) must be unpromising and can be safely pruned (Line 7). During the second phase, we verify the unpruned regions (Lines 8–10). The \text{GetRank}() \) primitive is called for obtaining the exact rank for each unpruned region (Line 9). After obtaining the exact ranks for all promising regions, we finally compute and output the top-\( k \) promotion regions (Line 11).

\textbf{Cost analysis:} Since the costly \text{GetRank}() \) method (Line 9) accounts for the bottleneck of the algorithm, the cost of the query execution algorithm is dictated by \( |\mathcal{R}^*| \) (as shown in Table 4.3, \( \mathcal{R}^* \) represents the set of promising regions), the number of \text{GetRank}() \) calls. The number of \text{GetRank}() \) calls is in turn determined by the underlying pruning power of the materialized cube: the larger pruning power, the less calls one will need. For the uniform RepCube, the pruning power is positively correlated with the user-specified parameter \( m \). That is, when \( m = 0 \) (no
materialization) no region would be pruned; when \( m = n \) (full materialization) all regions will be pruned and no \texttt{GetRank()} call is needed since \textit{LBRank} and \textit{UBRank} are tight for all regions in this case. Therefore, the RepCube framework offers a controllable tradeoff between storage space and online execution cost.

### 4.4 Pruning Power Optimization for RepCube

The uniform RepCube strategy samples aggregate scores at regularly spaced positions; however, an important intuition it fails to model is that typically in top-\( k \) promotion regions \( \tau \) is very likely to be highly ranked. Intuitively, selecting the uniform position vector may not be the best solution for answering region-based promotion queries, because \( k \) is small for many queries and it would be a better idea to store more samples toward highly ranked positions in order to better bound the ranks. This motivates us to investigate how to select a position vector so as to achieve the best tradeoff between the online and offline costs.

Our idea here is to carefully select a position vector \textit{adaptive to the underlying distribution of queries} in order to achieve much better pruning power given a limited amount of storage space. Therefore, we will model the goodness of a position vector in terms of its pruning power. However, given a position vector length \( m \), there are \( \binom{n}{m} \) possible position vectors, and it would be impossible to enumerate each one and measure the online cost. To avoid exhaustive enumeration, we present an efficient and optimal algorithm.

We begin with by stating the optimization problem that we aim at solving in this section.

**Definition 12 (The Pruning Power Optimization Problem)** Given a limited space budget indicated by \( m \), and a distribution of promotion queries, determine the best position vector \( \vec{\phi} \) such that the expected promotion query execution cost is minimized.

To solve the problem, we first formulate a cost model to compute the expected \texttt{REPQUERY} cost as a function of the position vector (Sections 4.4.1 and 4.4.2). We then discuss a dynamic programming solution for selecting the positive vector that produces the provably maximum pruning power (Section 4.4.3).
<table>
<thead>
<tr>
<th>Query execution</th>
<th>Storage overhead</th>
<th>Number of GetRank() calls</th>
</tr>
</thead>
<tbody>
<tr>
<td>No materialization</td>
<td>0</td>
<td>$</td>
</tr>
<tr>
<td>Full materialization</td>
<td>Prohibitive</td>
<td>0</td>
</tr>
<tr>
<td>Uniform RepCube</td>
<td>Small</td>
<td>$&lt;</td>
</tr>
<tr>
<td>Optimal RepCube</td>
<td>Small</td>
<td>$\ll</td>
</tr>
<tr>
<td>Relaxed RepCube</td>
<td>Very small</td>
<td>Opt. with $\epsilon$-relaxation bound</td>
</tr>
</tbody>
</table>

Table 4.4: A roadmap of different strategies studied in this chapter.

**Roadmap:** Table 4.4 presents a summary of the methods studied in the chapter. In the previous section we have explained the first 3 methods, namely on-the-fly execution, naive precomputation, and the uniform RepCube approaches. We can see from the table that the no materialization strategy incurs the maximum number of $\text{GetRank()}$ calls, whereas the full materialization strategy incurs prohibitive storage cost. The uniform RepCube structure is able to achieve some balance between space and time, but this tradeoff is moderate. The optimal RepCube approach discussed in this section will further enhance the query efficiency as a result of a much smaller number of calls to $\text{GetRank()}$. We will prove that the optimal approach can minimize the number of $\text{GetRank()}$ calls given a storage budget. Furthermore, Section 4.5 will discuss the Relaxed RepCube technique for reducing the storage space of the optimal RepCube.

### 4.4.1 The Unit Cost Model

As a building block to the overall cost model, we would like to model the basic case, that is, the cost of a single fixed $\text{RepQuery} Q(\tau_0, k_0)$ given a position vector $\vec{\phi}$ with length 1 (i.e., $m = 1$); in other words, only a single aggregate score sample is drawn for each region.

Let $R_{s_1}, R_{s_2}, \ldots, R_{s_{|\mathcal{R}|}}$ be the ordered list of regions sorted according to $\tau_0$’s rank, where $s_1, s_2, \ldots, s_{|\mathcal{R}|}$ is a permutation of $1, 2, \ldots, |\mathcal{R}|$ and $i < j \Rightarrow Rank(\tau_0, R_{s_i}) \leq Rank(\tau_0, R_{s_j})$. For ease of exposition we assume $\tau$ occurs in all regions and use a short notation $Rank(i)$ to denote $Rank(\tau_0, R_{s_i})$. Since $m = 1$, let $\vec{\phi}$ be a scalar $\phi_1 (\in \{1, 2, \ldots, n\})$, and assume that $\phi_1$’s corresponding p-cells, $\{PCell^{\vec{p}_1}, PCell^{\vec{p}_2}, \ldots, PCell^{\vec{p}_{|\mathcal{R}|}}\}$, have been precomputed.

Given these p-cells, let us hypothetically compute the rank bounds in the query execution algorithm. For $Q(\tau_0, k_0)$, the computation can be divided into two cases: (1) all regions $\{R_{s_i}\}$ satisfying $Rank(i) < \phi_1$ will have $LBRank_{s_i} = 1$ and $UBRank_{s_i} = \phi_1 - 1$ because the inequality
$+\infty = PCell_0^t < F(\tau_0, k_0) < PCell_1^t$ holds; (2) conversely, all regions $\{R_s\}$ satisfying $\text{Rank}(i) > \phi_1$ will have $\text{LBRank}_s = \phi_1 + 1$ and $\text{UBRank}_s = n$. Without loss of generality, assume that there does not exist any region $R_s$ such that $\text{Rank}(i) = \phi_1$ (any region satisfying this equation cannot be pruned since its $\text{LBRank}$ would be 1 and $\text{UBRank}$ would be $n$). Now, define $i^*$ to be the value in $\{1, 2, \ldots, |R|\}$ such that $\text{Rank}(i^*) < \phi_1 < \text{Rank}(i^* + 1)$ (let $\text{Rank}(|R| + 1)$ be $\infty$). Based on $i^*$, we can precisely compute $\mathcal{R}^*$, the unpruned set of regions for $Q(\tau_0, k_0)$, as in either of the following cases:

- When $i^* < k_0$, since in this case there are less than $k_0$ regions with $\text{UBRank}$ equal to $\phi_1 - 1$, the $k_0$-th $\text{UBRank}$ would be $n$, meaning that $\delta = n$ (i.e., the rank threshold $\delta$ does not have any pruning power because the query object will be ranked higher than $n$-th in any region). Hence, no region can be pruned and the set of promising regions is equal to the set of all regions, i.e., $\mathcal{R}^* = \mathcal{R}$.

- When $i^* \geq k_0$, there would be exactly $i^*$ regions with $\text{UBRank}$ equal to $\phi_1 - 1$ and $\text{LBRank}$ equal to 1. For the remaining $|R| - i^*$ regions, their $\text{LBRank}$ will be $\phi_1 + 1$. Thus, the rank threshold $\delta$ will be $\phi_1 - 1$, and so the remaining $|R| - i^*$ regions will be pruned since they have a rank no better than the threshold. Hence, $\mathcal{R}^* = \{R_{s_1}, \ldots, R_{s_{i^*}}\}$.

**Example 13** Suppose the object $\tau_0$ is given, the query parameter $k_0$ is 2, and there are totally 100 objects and $|R| = 6$ regions $R_1, R_2, \ldots, R_6$, in which $\tau_0$ is ranked 38th, 35th, 26th, 41st, 29th, and 50th, respectively. Thus, $s_1 = 3, s_2 = 5, s_3 = 2, s_4 = 1, s_5 = 4$, and $s_6 = 6$ based on the ranks in these regions. Now, let us hypothetically construct a uniform RepCube using a single-length position vector (scalar) $\phi_1 = 27$ and observe how the query is executed. Based on the definition of $i^*$, we will obtain $i^* = 1$ because $\text{Rank}(1) < \phi_1 < \text{Rank}(2)$ (i.e., $26 < \phi_1 < 29$). During the query execution, only in $R_3$ does $\tau_0$ have $\text{UBRank} = \phi_1 - 1 = 26$, whereas in all other regions $\tau_0$ has $\text{UBRank} = n = 100$. Consequently, $\delta$, the $k_0$-th smallest $\text{UBRank}$, will be 100 and therefore none of the 6 regions can be pruned after the pruning phase. In other words, this uniform RepCube does not help this query at all.

Now, if we construct another uniform RepCube by setting $\phi_1$ to 37 and simulate the query execution process, we will obtain $i^* = 3$ since $\text{Rank}(3) < \phi_1 < \text{Rank}(4)$. Thus $R_3, R_5$, and $R_2$ have
UBRank = 36. In this case $\delta = 36$ and the remaining 3 regions can be pruned. Therefore, the uniform RepCube constructed in this way would improve the performance of the given query.

Now we are ready to present the unit cost model. We introduce some notation. Denote by

- $COST(Q|\phi_1)$ the overall query execution cost for $Q(\tau_0, k_0)$ given $\phi_1$;
- $\Omega$ the constant cost of the pruning phase (Lines 1–7, Table 4.3);
- $COST(s_i)$ the cost of calling the $\text{GetRank}(s_i)$ method for region $R_{s_i}$.

Since the overall query execution cost given $\phi_1$ can be broken down to (1) the constant cost of the pruning phase and (2) the cost of the verification phase that consists of multiple $\text{GetRank}()$ calls, we can formulate the unit query execution cost of a single query $Q(\tau_0, k_0)$ using a 1-length position vector $\vec{\phi} = \phi_1$ as the following (note that $i^*$ can be computed using the method described earlier in this subsection):

$$
COST(Q|\phi_1) = \begin{cases} 
\Omega + \sum_{i=1}^{i^*} COST(s_i), & \text{if } i^* \geq k_0 \\
\Omega + \sum_{i=1}^{\lceil |R| \rceil} COST(s_i), & \text{if } i^* < k_0 
\end{cases}
$$

4.4.2 The Complete Cost Model

Now a step further. Consider the cost of a single query $Q(\tau_0, k_0)$ when a position vector $\vec{\phi} = \{\phi_j\}_{j=1}^m$ with arbitrary length $m \in [1, n]$ is given. As a more general case of the unit case, our goal now is to compute $COST(Q|\vec{\phi})$, the overall cost for $Q(\tau_0, k_0)$ given $\vec{\phi}$.

Note that now in each region we materialize $m$ aggregate scores. For each $j \in \{1, 2, \ldots, m\}$, we let $i^*_j$ be the value in $\{1, 2, \ldots, |R|\}$ which satisfies $\text{Rank}(i^*_j) < \phi_j < \text{Rank}(i^*_j + 1)$. This intuitively means that if we materialize the aggregate score at position $\phi_j$, we will be able to distinguish $i^*_j$ regions from the remaining ones in terms of rank bounds. We have $i^*_1 \leq i^*_2 \leq \cdots \leq i^*_m$ because of the monotonicity of $\{\phi_j\}$ (i.e., $\phi_1 < \phi_2 < \cdots < \phi_m$). Using a similar method for the unit cost model, the total cost of $Q(\tau_0, k_0)$ given $\vec{\phi}$ can be computed in either one of the following cases.

- When $i^*_m < k_0$, $\delta$ would be $n$ for the same reason as in the case of $m = 1$. Hence, no region can be pruned and $R^* = R$. 
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• Otherwise, let \( i^* \) be the smallest value in \( \{i^*_r\} \) to satisfy \( i^* \geq k_0 \). Let \( u \) be the subscript satisfying \( i^*_u = i^* \). Observe that, based on the computation of \( LBRank \) and \( UBRank \), there are exactly \( i^* \) regions having \( UBRank \leq \phi_u - 1 \), and the remaining \( |\mathcal{R}| - i^* \) regions having \( LBRank \geq \phi_u + 1 \). This means that \( \delta = \phi_u - 1 \) and the latter \( |\mathcal{R}| - i^* \) regions will be pruned. Hence, \( \mathcal{R}^* = \{R_{s_1}, \ldots, R_{s_{i^*}}\} \).

Consequently, \( COST(Q|\vec{\phi}) \) can be formulated as:

\[
COST(Q|\vec{\phi}) = \begin{cases} 
\Omega + \sum_{i=1}^{i^*} COST(s_i) & \text{if } i^*_m < k_0 \\
\Omega + \sum_{i=1}^{i^*} COST(s_i) & \text{otherwise}
\end{cases}
\]

Finally, to complete the overall cost model formulation, suppose the top-\( k \) region-based promotion queries are drawn from a multivariate distribution \( Q \sim p(\tau, k) \), and denote by \( COST_{all} \) the variable of the overall cost induced by \( p(\tau, k) \). Then the expected overall cost for any given position vector \( \vec{\phi} \) can be computed as:

\[
E(COST_{all}|\vec{\phi}) = \int_Q COST(Q|\vec{\phi})p(Q)dQ.
\]  

Because our goal is to decide the best position vector so as to minimize the expected overall cost, the objective of the pruning power optimization problem becomes to obtain

\[
\vec{\phi}^* = \arg\min_{\vec{\phi}} E(COST_{all}|\vec{\phi}).
\]

4.4.3 An Optimal Solution for Maximizing the Pruning Power

This subsection discusses an efficient dynamic programming solution to compute the optimal position vector \( \vec{\phi}^* \) defined in Equation 2. The idea of the dynamic programming solution is to solve a series of recurrences represented by a matrix \( MinCost[i,j] \) \((0 \leq i \leq n, 0 \leq j \leq m)\). Each element of the matrix \( MinCost[i,j] \) represents the minimum expected overall cost that can be achieved when selecting a \( j \)-length position vector \( \vec{\phi} \) with the very last position value being \( i \) (i.e., \( \phi_1 < \phi_2 < \ldots < \phi_j = i \)). Corresponding to \( MinCost[\cdot,\cdot] \), we use another matrix \( \Phi[\cdot,\cdot] \) to remember the optimal position vector that achieves \( MinCost[i,j] \), i.e., \( MinCost[i,j] = E(COST_{all}|\Phi[i,j]) \)
and the last value in vector $\Phi[i, j]$ is $i$. The minimum value in $MinCost[\cdot, \cdot]$ will be the optimal expected overall cost.

The set of recurrences can be computed as follows. Initially, set $MinCost[0, j] = MinCost[i, 0] = +\infty$ for $0 \leq i \leq n$ and $0 \leq j \leq m$, respectively, as boundary cases; also set the corresponding $\Phi[0, j]$ and $\Phi[i, 0]$ to empty vectors. This initial setting means that the cost is large when nothing is materialized. Then:

$$MinCost[i, j] = \min \left\{ \begin{array}{ll} MinCost[i, j - 1]; \\
MinCost[l, j - 1] - \Delta(i, j, l), \\
\text{for each } 0 \leq l < i; \\
\end{array} \right.$$ 

$$\Phi[i, j] = \left\{ \begin{array}{ll} \Phi[i, j - 1], \\
\text{if } MinCost[i, j] = MinCost[i, j - 1]; \\
\Phi[l, j - 1] \oplus i, \\
\text{if } MinCost[i, j] = MinCost[l, j - 1]; \\
\end{array} \right.$$ 

Before getting into the details of the above equations, we can see that the optimal position vector of $\Phi[i, j]$ can be derived by considering either the minimum cost of an existing solution $\Phi[i, j - 1]$ (i.e., the optimal $(j - 1)$-length position vector by considering the last positions being $i$), or a set of new solutions $\Phi[l, j - 1] \oplus i$ for $0 \leq l < i$ (i.e., new vectors composed by appending the value $i$ to previous solutions $\Phi[l, j - 1]$). For each such new solution $\Phi[l, j - 1] \oplus i$, its cost can be expressed as $MinCost[l, j - 1] - \Delta(i, j, l)$, where $\Delta(i, j, l) = E(COST_{all}|\Phi[l, j - 1]) - E(COST_{all}|\Phi[l, j - 1] \oplus i)$, i.e., the reduction in expected query execution cost.

Based on Equation 4.1, the computation of the expected overall costs $E(COST_{all}|\Phi[l, j - 1])$ and $E(COST_{all}|\Phi[l, j - 1] \oplus i)$ requires the knowledge about query distribution. To obtain the distribution, we may assume that a query workload $W$ consisting of $w$ queries $\{Q_1, Q_2, \ldots, Q_w\}$ is given. In the absence of such a query workload, one may either assume that $p(\tau, k)$ be a uniform distribution and draw sample queries from it, or use application-dependent knowledge (e.g., a query
interface that returns the top-10 regions). Given such a workload, $\Delta(i, j, l)$ can be computed as

$$\Delta(i, j, l) = E(COST_{all}|\Phi[l, j - 1]) - E(COST_{all}|\Phi[l, j - 1] \oplus i)$$

$$= \sum_{Q \in W} p(Q) COST(Q|\Phi[l, j - 1]) - \sum_{Q \in W} p(Q) COST(Q|\Phi[l, j - 1] \oplus i)$$

$$= \sum_{Q \in W} p(Q)(COST(Q|\Phi[l, j - 1]) - COST(Q|\Phi[l, j - 1] \oplus i)).$$

Therefore, using the above procedure, one can iterate through each $0 \leq i \leq n$ and $0 \leq j \leq m$ and fill in the matrices $MinCost$ and $\Phi$. The recurrence with the minimum cost, $\min\{MinCost[i, j]\}$, would indicate the minimum expected overall cost.

Claim 2 (Solution Optimality) Letting

$$(i^{opt}, j^{opt}) = \arg \min_{(i,j)} MinCost[i, j],$$

we have

$$\vec{\phi}^* = \Phi[i^{opt}, j^{opt}],$$

where $\vec{\phi}^*$ is defined in Equation 4.2.

Proof sketch: The proof of the optimality of the dynamic programming solution follows from two properties. (1) Monotonicity: appending a new position value to an existing vector would never increase the overall expected cost. This is obvious as materializing more aggregate scores would not hurt the efficiency query execution. (2) Substructure optimality: the cost reduction by appending a new position value, $\Delta(i, j, l)$, depends only on position $l$ but none of the positions prior to $l$ (in other words, once we know $MinCost[l, j - 1]$, the values of $MinCost[l', j - 1]$ for $l' < l$ would not affect $MinCost[i, j]$). As a result, at each iteration we can guarantee that $MinCost[i, j]$ is optimal to the subproblem corresponding to that iteration. Based on these properties, we can prove that the dynamic programming equations generate the best overall solution.
4.4.4 Implementation of the Optimal RepCube

Based on the selection of optimal positions, an *optimal RepCube* can be implemented in 2 steps. First, given a query distribution or workload, compute the optimal position vector $\vec{\phi}^*$ through dynamic programming. Second, for each region, materialize its p-cell according to $\vec{\phi}^*$. In this subsection, we discuss several issues concerning the implementation.

**Dynamic programming complexity:** The dynamic programming algorithm can be implemented using 3 nested loops for $i$, $j$, and $l$, respectively. At each iteration within the loop, evaluating $\Delta(i, j, l)$ is the bottleneck because of repetitive evaluations of $COST(Q|\vec{\phi})$ (each of which requires an on-the-fly promotion query). To make it efficient, we materialize $\{\text{Rank}(\tau, R_1), \ldots, \text{Rank}(\tau, R_{|R|})\}$ for each $Q \in W$ upfront. This way, $COST(Q|\vec{\phi})$ (see Section 4.2) can be evaluated efficiently in $O(m \log |R|)$ time without accessing the original data set during the computation of recurrences.

The complexity of the nested loops would be $O(n^2 mw)$. When $n$ is extremely large (e.g., $1M$), a heuristic is to limit the choices of positions to a regularly sampled subset of $\{1, 2, \ldots, n\}$ to narrow the search space, thereby reducing both the space and time complexity.

**Cost model parameters:** The assignment of the cost model’s parameters $\Omega$ and $COST(s_i)$ (Sections 4.4.1 and 4.4.2) can be determined depending on the underlying database. One way is to set $\Omega$ to $\tau$’s cardinality (i.e., the number of base tuples containing $\tau$) and $COST(s_i)$ to region $R_{s_i}$’s number of tuples. More intricate methods can be designed if one wants to share computational costs between contiguous or overlapping regions, which are beyond the scope of this study.

**RepCube materialization:** The size of the optimal RepCube is $O(m|\mathcal{R}|)$, which is determined by the only parameter $m$, and users can specify it to obtain their desired performance. Because it would be simply impossible to write a fully-precomputed cube to disk even for moderately large data sets, the offline materialization of the optimal RepCube must be implemented in a “streaming” fashion: iteratively enumerate each region and write back to disk the aggregate scores at the optimal positions. An improvement would be to share data scanning cost among overlapping regions.

If the number of categorical and ranged dimensions is high, the total number of regions, $|\mathcal{R}|$, will be exponentially large. In such cases, however, many regions will be sparse (i.e., containing very few objects) or meaningless (i.e., corresponding to too many predicates) and we can ignore them during materialization.
Algorithm 4.2: Generalized Query Execution

/* Line 1 is the same as Algorithm 4.1 Lines 1–5 */
1: for \( i \leftarrow 1 \) to \(|R|\) do
2: compute LBRank\(_i\) and UBRank\(_i\)
3: \( C \leftarrow \{R_1, R_2, \ldots, R_{|R|}\}; /* candidate regions */\)
4: \( P \leftarrow \) empty list;
5: while \(|P| \leq k \land |C| > 0\) do
6: \( R \leftarrow \) the region in \( C \) having the highest rank of \( \tau \);
7: Append \( R \) to \( P \);
8: \( C \leftarrow C \setminus \{R' | \text{Sim}(R', R) \geq \theta\} \);
9: end
10: Return \( P \), the top-\( k \) discriminative regions;

Table 4.5: Computing top-\( k \) discriminative promotion regions.

4.4.5 Extensions

In our previous discussion we have assumed that the simple object ranking semantics is used, i.e., \( w(\cdot) = 1 \) for any region. We now discuss how we can extend those techniques for supporting ad-hoc weight function as well as the top-\( k \) discriminative query semantics.

**Ad-hoc weight function:** To handle REPQUERY with arbitrary weight functions, the query execution algorithm can be extended with only minor modification. Specifically, in Algorithm 4.1, when computing the threshold \( \delta \) (Line 6) and the unpruned set of regions \( R^* \) (Line 7), LBRank\(_i\) and UBRank\(_i\) should be replaced by LBRank\(_i \times w(R_i)\) and UBRank\(_i \times w(R_i)\) (Lines 3–4) respectively. Correspondingly, in the cost model formulation (Section 4.4.2), \( COST(Q|\vec{\phi}) \) need to compute the unpruned set of regions \( R^* \) in the same fashion. The position vector computation algorithm remains unchanged and its optimality still holds.

**Top-\( k \) discriminative promotion regions:** To compute the top-\( k \) discriminative regions according to Definition 2, we show a generalized query execution algorithm in Table 4.5. The initial phase of Algorithm 4.2 (Lines 1–2) is similar to Algorithm 4.1 in that the upper bound rank and lower bound rank are computed for each region using the GetAgg() primitive. We introduce a new variable \( C \) as the set of candidate regions. It is initialized to be the complete set of regions (Line 3). The top-\( k \) discriminative results, denoted by \( P \), is initialized to be empty (Line 4).

The pruning and verification phases of Algorithm 4.2 are different from the previous algorithm in that the top-\( k \) discriminative regions are now computed one at a time. A number of iterations are executed in the while loop (Line 5–9) until either \( k \) regions are generated or the candidate
set \( \mathcal{C} \) becomes empty (Line 5). At each iteration, we generate the next top discriminative region (Line 6) as follows: (i) we set the best (smallest) \( \text{UBRank} \) among all candidate regions in \( \mathcal{C} \) as a threshold and then call \( \text{GetRank()} \) for those (promising) candidate regions whose \( \text{LBRank} \) is no lower (larger) than the threshold to obtain their exact ranks; (ii) this way we can get the next best region \( R \) among all candidate regions. We add \( R \) to the top-\( k \) result list (Lines 7), and \( R \)'s similar regions (including \( R \) itself) are subsequently removed from the candidates (Line 8) to guarantee that no top-\( k \) result will be redundant. We can prove that this algorithm correctly outputs the top-\( k \) discriminative regions based on the redundancy-aware definition.

In fact, this algorithm generalizes Algorithm 4.1 in two ways. First, in terms of the similarity threshold, if we set \( \theta = 1 \), the two algorithms will output exactly the same set of top-\( k \) results. In terms of pruning power, if we set \( \theta = 1 \), the two algorithms will verify the same set of regions. The only additional cost of Algorithm 4.2 lies in computing the similarity function \( \text{Sim}(\cdot, \cdot) \) (Line 7), which can be ignored compared to the overall cost. Also, the generalized algorithm guarantees that \( \text{GetRank()} \) will be called at most once for any region.

To construct the optimal RepCube, extensions of the cost model are needed to accommodate the discriminative semantics. Given a discriminative query \( Q(\tau, k, \theta) \) and a position vector \( \vec{\phi} \), we have to compute the unpruned set of regions (i.e., all regions where \( \text{GetRank()} \) has been called) and \( \text{COST}(Q|\vec{\phi}) \). Computing the optimal positive vector will be left for future study.

### 4.5 Relaxing Cells for Space Reduction

In this section, we study techniques to further reduce the storage overhead of the RepCube. The idea here is to merge multiple p-cells with similar aggregate scores and represent them using a single relaxed cell. Specifically, instead of materializing the exact scores of a p-cell, we store score ranges within a predefined bound. Thus, other p-cells whose exact scores are covered by these score ranges can be represented by the relaxed cell.

**Definition 13** (\( \epsilon \)-Relaxed Cell) Given a region \( R \)'s p-cell, \( PCell = \{f_1, f_2, \ldots, f_m\} \), define its normalized cell as \( \{1.0, \frac{f_2}{f_1}, \ldots, \frac{f_m}{f_1}\} \). Given a relaxation parameter \( \epsilon \geq 0 \), define the corresponding \( \epsilon \)-relaxed p-cell as \( RCell = \{1.0 \pm \frac{\epsilon}{m}, \frac{f_2}{f_1} \pm \frac{\epsilon}{m}, \ldots, \frac{f_m}{f_1} \pm \frac{\epsilon}{m}\} \).
We elaborate on this definition. The normalization step normalizes aggregate scores that could be at very different scales for subsequent cell merging. This step is important as we observe that different regions may have very similar trends in aggregate score distributions but the absolute values could be quite different. For example, the distribution of the \( \text{SUM} \) of sales in \( \{ \text{Year} = 2009 \} \) could be similar to that in \( \{ \text{Year} = 2008 \sim 2009 \} \) but differ by a factor 2 in scale. Since in any p-cell \( f_1 \) is the largest aggregate score, dividing each cell value by \( f_1 \) would make all normalized values to be within range \([0, 1]\). In principle, other normalization methods may also be applied here for the same purpose. Given the relaxation parameter \( \epsilon \), each value in an \( \epsilon \)-relaxed cell would represent a set of ranges of aggregate scores. Specifically, the \( i \)-th value of the relaxed cell represents \([f_i - f_1 \times \frac{\epsilon}{m}, f_i + f_1 \times \frac{\epsilon}{m}]\) if \( f_1 \) is known. Now, we are ready to introduce a more compact RepCube structure based on a set of \( \epsilon \)-relaxed cells.

**Definition 14 (\( \epsilon \)-Relaxed RepCube)** An \( \epsilon \)-relaxed RepCube consists of a collection of \( r \) \( \epsilon \)-relaxed cells \( \{ RCell^1, RCell^2, \ldots, RCell^r \} \) (\( 1 \leq r \leq |R| \)), and a surjective mapping function \( g \) from each \( R_i \) to some relaxed cell, i.e., \( g : \{ 1, 2, \ldots, |R| \} \rightarrow \{ 1, 2, \ldots, r \} \). Also the normalization score \( f_1 \) is stored for each \( R_i \).

The \( \epsilon \)-relaxed RepCube contains no more than \( r \) relaxed cells. This means that one or more regions are mapped to a same relaxed cell. We require that these regions’ p-cells be covered by the ranges of the relaxed cell they are mapped to. Notice that each region still maintains \( m \) values, so the total size of a relaxed cube would be much smaller than the original cube when \( r \ll |R| \).

The query execution algorithm in Table 4.3 need slight modification at the pruning phase (Lines 3–4) to accommodate the relaxed cube. Given \( R_i, F(\tau, R_i) \), and a relaxed cell \( RCell^{g(i)} = \{ 1.0 \pm \frac{\epsilon}{m}, \frac{f_2}{f_1} \pm \frac{\epsilon}{m}, \ldots, \frac{f_m}{f_1} \pm \frac{\epsilon}{m} \} \), the computation of \( \text{LBRank}_i \) (Line 3) now should be computed as \( \phi_j + 1 \) for \( j \) satisfying \( f_j - \frac{\epsilon}{m} \times f_1 > F(\tau, R_i) \geq f_{j+1} - \frac{\epsilon}{m} \times f_1 \). Similarly, \( \text{UBRank}_i \) (Line 4) should be \( \phi_l - 1 \) for \( l \) satisfying \( f_{l-1} + \frac{\epsilon}{m} \times f_1 \geq F(\tau, R_i) > f_l + \frac{\epsilon}{m} \times f_1 \). Note that these bounds guarantee the precision of the query execution algorithm. The pruning power of the relaxed RepCube, on the other hand, will be similar to the original RepCube when the relaxation parameter \( \epsilon \) is chosen to be very small.
4.5.1 A Greedy Algorithm

Given an original RepCube with $|\mathcal{R}|$ p-cells, we would like to select the smallest subset of their corresponding relaxed cells (i.e., to minimize $r$) with the constraint that each p-cell must be covered by some relaxed cell. It turns out that this problem is NP-hard with a reduction from the SetCover problem: the set of original p-cells are transformed to the universe of elements and each potential relaxed cell is transformed to a set of elements.

Due to the hardness of the problem, we use a greedy algorithm to iteratively select relaxed p-cells as follows. First, initialize the set of selected relaxed cells as an empty set, and mark all p-cells as “uncovered”. Then, add the relaxed cell that is able to cover the largest number of uncovered p-cells into the selected set, and mark those newly covered p-cells as “covered”. Repeat the above step until all p-cells are marked as “covered”. The corresponding mapping function can be maintained during the above process. Finally the selected relaxed p-cells will be kept in memory or written back to disk.

The parameter $\epsilon$ controls the resulting size of the relaxed RepCube. When $\epsilon = 0$, only identical p-cells will be merged. On the other hand, when $\epsilon$ is too large, a single relaxed cell suffices to cover all p-cells but is unlikely to provide any pruning power. In effect, a small $\epsilon$ less than 0.1 often produces good tradeoff. We manually set it in our experiments and it remains an open problem to automatically determine $\epsilon$.

4.5.2 A Clustering-based Approach

Instead of creating $\epsilon$-relaxed cells, we discuss another clustering-based relaxation approach. Given a set of p-cells, $PCell_1, PCell_2, \ldots, PCell_{|\mathcal{R}|}$, we consider each p-cell as a point in the $m$-dimensional Euclidean space. For ease of exposition, we let $X = |\mathcal{R}|$ and denote these p-cells as $p_1, p_2, \ldots, p_X$. Now, to reduce the space overhead, we cluster these $X$ $m$-dimensional points into $Y$ clusters, where $Y$ ($1 \leq Y \leq X$) is the number of clusters that can be derived from the storage space available. For example, when the storage budget allows 1000 values and $m = 20$, we would generate $Y = 1000/(20 \times 2) = 25$ clusters (we will show that each cluster will store $2m$ values momentarily).

Given these clusters, a clustering-based relaxed RepCube can be generated as the following. Suppose a cluster contains $X'$ points, namely $p'_1 = \{p'_{1,1}, p'_{1,2}, \ldots, p'_{1,m}\}$, $p'_2 = \{p'_{2,1}, p'_{2,2}, \ldots, p'_{2,m}\}$,
\[ p'_{X'} = \{ p'_{X'1}, p'_{X'2}, \ldots, p'_{X'm} \}, \] where \( 1 \leq X' \leq X \). Then we create a cluster-based relaxed cell \( RCell = \{ [\min_i\{p'_{i,1}\}, \max_i\{p'_{i,1}\}], [\min_i\{p'_{i,2}\}, \max_i\{p'_{i,2}\}], \ldots, [\min_i\{p'_{i,m}\}, \max_i\{p'_{i,m}\}] \} \). In other words, for each of the \( m \) dimensions, we use the range between the minimum value and the maximum value of all the \( X' \) points at that dimension to represent the relaxed cell. Geometrically, this is equivalent to using the minimum bounding \( m \)-dimensional hyper-rectangle to represent all the \( X' \) points in the cluster. Clearly, when the clustering quality is good, we have that the hyper-rectangle is "tight", and thus the relaxed cells can provide good pruning power for online query execution. On the other hand, when the clusters are not tight, the pruning power of the relaxed cells will not perform well.

To yield clusters with good quality, a clustering objective must be defined. Intuitively, we require the hyper-rectangles corresponding to the clusters to be as small as possible. Thus, we can formulate the following clustering problem: given \( X \) \( m \)-dimensional points and a non-negative integer \( Y \), generate a \( Y \)-clustering of these points such that the sum of the diameters of these clusters is minimized. Here, the diameter of a cluster is the maximum Euclidean distance between any pair of points in that cluster. It turns out that it is difficult to efficiently obtain an optimal solution of the clustering problem; and several approximation algorithms have been studied [26, 15, 31]. For large data sets, one may simply use a hierarchical clustering or the k-means algorithm to process the data points efficiently.

In comparison to the \( \epsilon \)-relaxed RepCube, the advantage of such a clustering-based relaxation approach is that users do not need to specify the \( \epsilon \) threshold. Instead, the number of clusters can be naturally derived from the storage budget given \( m \). Also, the hyper-rectangle corresponding to each cluster will tightly bound all points in that cluster so that no cluster can be further compressed. On the other hand, the quality of such clustering can no longer be guaranteed by a fixed constant because some hyper-rectangle might be quite large in the presence of outlier points. A hybrid approach that combines the advantage of the two relaxation approaches may be developed, which is beyond the scope of this study.
4.5.3 Incremental Updates

We briefly discuss the incremental updating issue for the relaxed cube structure. First, when the aggregate scores of a region is updated, one of the following 3 cases is considered. (1) If these aggregate scores are changed within the $\epsilon$ range of the region’s relaxed cell, the relaxed cell would remain unchanged. (2) If the change is slightly larger than $\epsilon$, we can locally adjust $\epsilon$ for its relaxed cell. (3) Otherwise, a new relaxed cell need to be created to accommodate the change unless the relaxed cell only covers a single p-cell. Similarly, when a new region is created, we can map it to some existing relaxed cell if its p-cell can be covered. Otherwise we have to create a new relaxed cell. It is expected that the relaxed cells are relatively stable in response to updates. A comprehensive study of incremental maintenance is left for future work and we do not evaluate it in this chapter.

4.6 Experiments

We conduct case study on the DBLP data set and comprehensive experiments on the standard TPC-H benchmark. Our goal is to: (1) demonstrate the top-$k$ results through a case study, (2) show that our proposed methods can significantly outperform a baseline solution in terms of query execution time, and (3) verify that the storage space used by our methods is very small.

All our experiments were done on a machine with a 2.5GHz duo-core CPU, 4GB of RAM, and 250GB hard disk. The OS is Windows XP Pro SP3 and all source code was written and compiled in Microsoft Visual C# 2008.

4.6.1 A Case Study on DBLP

We constructed a fact table from the DBLP data set using Conference as the categorical dimension, Year as the continuous ranged dimension, Author as the object dimension, and Paper Count as the measure dimension. The table contains about 1.8 million base tuples and 450K authors.

For the query author Bruce Lindsay, we found his global rank to be 5112th. However, the top-3 regions (except the global region) based on $P$Rank are \{VLDB, 1990 $\sim$ 1991\}, \{ICDE, 1993 $\sim$ 1993\}, and \{SIGMOD, 1998 $\sim$ 2002\}, where he is ranked (5th, top-2.1%), (4th, top-2.2%), and (4th, top-2.8%), respectively. Not surprisingly, the results are quite meaningful.
On the other hand, his \((\text{Rank}, \text{PRank})\) in the promotion region \{SIGMOD, 1998 \sim 2002\}’s five child regions, namely \{SIGMOD, 1998 \sim 1998\} through \{SIGMOD, 2002 \sim 2002\}, are only (21st, top-9.3%), (36th, top-14.6%), (28th, top-11.8%), (29th, top-12.6%), and (37th, top-16%), respectively. These results indicate that it is indeed interesting to discover the “right” region for promotion. We leave a systematic evaluation of various other semantics to our future work.

4.6.2 Evaluation on TPCH

For efficiency evaluation, we chose the TPC-H benchmark\(^1\) to generate large decision support data. The default fact table was generated as follows. We ran the \texttt{dbgen} executable with default parameters to generate a set of data files and extracted the \texttt{lineitem.tbl} file containing 6,001,215 base tuples. We set \(l\text{linenumber}\) (cardinality=7) as the categorical dimension, \(l\text{quantity}\) (50) and \(l\text{linestatus}\) (2) as the range dimensions, \(l\text{suppkey}\) (10000) as the object dimension (i.e., \(n = 10000\)), and \(l\text{extendedprice}\) (real numbers) as the measure dimension. Thus, for this default fact table there are totally 30600 regions. This table is stored in Microsoft SQL Server 2008.

\textbf{Algorithm implementation:} We implemented the following 5 methods.

- \textbf{(Empty)} On-the-fly query execution without any auxiliary materialization as a baseline for online query execution time;
- \textbf{(Full)} Precomputing aggregate scores for all objects in all regions as a baseline for storage overhead;
- \textbf{(Uniform)} The uniform RepCube approach;
- \textbf{(Opt)} The optimal RepCube approach; and
- \textbf{(Relax)} The relaxed RepCube approach.

All of these 5 methods rely on 2 interface primitives \texttt{GetAgg()} and \texttt{GetRank()}. The former primitive was implemented by ourselves, while the latter was implemented as a query in SQL Server. To speedup query processing, a clustered index was built on the object dimension and

\(^1\)http://www.tpc.org/tpch/
multi-key non-clustered indices were built on categorical and range dimensions. All materialization files were stored as plain text files.

To formulate a cost model and derive the optimal position vector for Opt, we set $\Omega$, the constant cost of the pruning phase, to 0, and let $COST(s_i)$ be 1 for any region $R_{s_i}$ (see Section 4.4 for the definitions of $\Omega$ and $COST(s_i)$).

To produce the set of top-$k$ regions, $SUM$ was used as the aggregation function $F$ and we consider the $k$ regions with the largest percentile rank as the top-$k$ results.

**Performance measure:** We focus on runtime (i.e., average online query processing time per query, in terms of seconds) and size (i.e., offline storage space an algorithm is used, in terms of number of values stored) as the main performance metrics of these algorithms. We do not count the time for loading the materialized data.

### 4.6.3 Online Query Execution Time vs. Top-$k$

Now we compare the runtime of Empty, Uniform, and Opt by varying the query parameter $k$. The performance results for Relax will be reported shortly.

We set $m = 10$ for both Uniform and Opt such that the resulting size of Uniform is 367,201 values and that of Opt is 367,210 values. To compute the position vector for Opt based on the cost model, we generated a default workload consisting of 200 promotion queries $Q(\tau, k)$, where for each query $\tau$ was uniformly randomly generated and $k$ was uniformly randomly distributed over $[1, 160]$.

A set of 5 random test queries was generated as follows: 5 objects were uniformly randomly generated, and $k$ was varied from 1 to 50. Figure 4.1(a) displays the average runtime (in log-scale) of Empty, Uniform, and Opt on these 5 test queries. We can see that the baseline solution Empty is over an order of magnitude slower than Uniform, the basic RepCube strategy, while Empty is over 3 orders of magnitude slower than Opt at $k = 1$, and $> 300$ times slower than Opt at $k = 50$. Also, the performance of Empty does not change with respect to top-$k$ because it does not involve any pruning. This test clearly shows that computing the region-based promotion query from scratch can be prohibitively expensive. In our subsequent experiments we will not evaluate Empty any more due to its apparent low efficiency.

Observe that Uniform it is 190 times slower than Opt at $k = 1$ and 24 times slower at $k = 50$. 74
Figure 4.1: Comparison with baseline solutions on the default TPCH data set.
The Uniform approach, with some precomputed information, is able to significantly outperform Empty, but it turns out to be quite insensitive to \( k \) as well, because it is not able to leverage the fact that the object of interest is often highly ranked in the top-\( k \) promotion regions; in other words, the pruning power of Uniform would be similar no matter the object is highly ranked in the top-\( k \) regions or not. On the contrary, Opt offers much better pruning power as it is able to precompute sample aggregate scores in an adaptive way. As a result, it is more sensitive to \( k \) and more efficient when \( k \) is smaller.

To accurately explain the gap of runtime between different methods, in Figure 4.1(b) we plot the average number of verified regions (i.e., the number of unpruned regions as shown in Table 4.3, Line 7) with respect to \( k \) in the same test. As can be seen, this figure matches Figure 4.1(a) well. This validates our claim that the query execution time is dominated by the cost of GetRank(). Indeed, Empty need on average about 30000 calls of GetRank() (note that there are some regions where the object of interest does not appear so GetRank() does not have to be called for them), while Uniform and Opt need no more than 2300 and 160 calls for any \( k \), respectively.

### 4.6.4 Storage Overhead vs. P-Cell Size

Now we compare the storage overhead of Full, yet another baseline strategy, with Uniform and Opt. We vary \( m \), the size of p-cell from 5 to 100 (i.e., 5 to 100 aggregate scores are sampled for each region) and show the resulting storage space required by each method in Figure 4.1(c). Fully precomputing aggregate scores for all objects in all regions requires about \( 3 \times 10^8 \) values. Suppose each aggregate score uses 8 bytes to store, Full would consume 2.2GB of disk space, which is much larger than the size of the input data set. This tells us that Full may not be a practical solution for large applications. In contrast, Uniform and Opt store no more than 220\( K \) values (1/1380 of Full’s size) at \( m = 5 \); 370\( K \) values (1/805 of Full’s size) at \( m = 10 \); and 3.2\( M \) values (1/94 of Full’s size) at \( m = 100 \), which significantly alleviate the problem of expensive storage overhead. Note that the difference of storage overhead between Uniform and Opt is very small (< \( 10^{-4} \) of the total cube size). In principle, the resulting size of Opt is linearly related to \( m \), so users are able to conveniently specify \( m \) to control the size and obtain their desired performance.

Figure 4.1(d) further displays how the p-cell’s size would affect the online performance of our
proposed methods. For each \( m \), we used exactly the same set of 5 test queries and fix \( k \) to 20. We also used the same default workload to generate Opt's position vector as we did for the previous test. The average query execution time is reported for both Uniform and Opt. We can see that when \( m \) increases, the efficiency of both Uniform and Opt becomes higher. This is expected as increasing the p-cell size would help derive tighter upper- and lower- bounds for any object in any region, thereby leading to more pruned regions.

The relation between Uniform and Opt as shown in Figure 4.1(d) is also interesting. When \( m = 5 \), Opt is 66 times faster than Uniform. As \( m \) is increasing, the gap between the two approaches actually become smaller. For example, the speedup ratio is 15 at \( m = 50 \) and 9.1 at \( m = 100 \). Indeed, too large \( m \) might lead to a convergence of Opt to Uniform; an extreme case is that when \( m = n \), the performance of Opt and Uniform would be identical due to a same position vector. Nevertheless, this result validates our idea that Opt performs much better than Uniform when \( m \) is reasonably small (e.g., \( \frac{m}{n} < 1\% \)), which is desirable for large data sets.

### 4.6.5 Performance of the Optimal RepCube over Different Query Distributions

In our previous tests we computed Opt's position vector \( \phi \) using the default workload, i.e., we assumed that in the query distribution object IDs were drawn uniformly and \( k \) uniformly randomly from 1 through 160. Because in different applications, such query distributions can be vastly different, in this subsection we test the performance of Opt using different workloads. Besides the default workload used earlier, we generated two other workloads:

![Figure 4.2: Query execution time vs. query distribution.](image)
• **Large-entropy workload**: Consists of queries with $\tau$ uniformly randomly sampled from the set of all objects and $k$ uniformly distributed on 1 through 10000. In other words, this workload assumes the promotion query has a large entropy (i.e., randomness).

• **Accurate workload**: Given the 5 test queries used earlier, we generated a superset of them as an accurate workload (totally 10 queries). Therefore, Opt would be specifically optimized for the test queries using this workload.

We ran Opt against the 3 workloads and obtained 3 position vectors. Figure 4.2 plots the average query execution time of Opt vs. these workloads over the 5 test queries; we also plot the result of Uniform for comparison. Interestingly, we observe that Opt outperforms Uniform in all 3 cases. In particular, Opt based on large-entropy workload runs 5 times faster than Uniform, whereas Opt based on the accurate workload does 60 times faster. These results match our intuition, because the large-entropy workload can be considered as “adversarial” since the query distribution used by the cost model largely deviates from test queries, while the accurate workload would help maximize the pruning power of the optimal RepCube generated for those test queries. The gap between Uniform and Opt with the large-entropy workload, however, is unexpected.

To clearly explain the performance gap, Table 4.6 shows the position vectors used by each method. Uniform uses 10 evenly spaced positions. For Opt, however, the position vectors have smaller values; in fact, even the uniform workload “prefers” smaller position values strictly based
Figure 4.4: Performance results on the relaxed RepCube.

on the cost model. Therefore, these results empirically proved that choosing an evenly spaced position vector (i.e., uniform quantization) cannot produce desirable pruning power for promotion query.

4.6.6 Performance of the Relaxed RepCube

Now we evaluate Relax. Recall that Relax’s parameters m and ϵ dictates the resulting size of materialization. Based on the optimal RepCube (m = 10) for the default fact table discussed earlier, we varied ϵ and ran the greedy relaxed cell selection algorithm. Figure 4.4(a) depicts the resulting size of Relax for ϵ ranging from 0.01 to 0.1 on an increment of 0.01. While Opt must store 30600 p-cells constantly, Relax need fewer and fewer relaxed cells as ϵ increases. For example, when
<table>
<thead>
<tr>
<th>RepCube method</th>
<th>Position vector $\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform</td>
<td>1, 1001, 2001, 3001, 4001, 5001, 6001, 7001, 8001, 9001</td>
</tr>
<tr>
<td>Opt + Default</td>
<td>6, 18, 33, 48, 89, 142, 234, 357, 593, 1084</td>
</tr>
<tr>
<td>Opt + Large entropy</td>
<td>214, 659, 1009, 1621, 1869, 2465, 3326, 3726, 4416, 5448</td>
</tr>
<tr>
<td>Opt + Accurate</td>
<td>4, 7, 23, 26, 76, 111, 132, 187, 283, 328</td>
</tr>
</tbody>
</table>

Table 4.6: Position vectors used by different RepCube methods.

$\epsilon = 0.01$, 28695 relaxed cells can cover all p-cells, and when $\epsilon = 0.1$, only 1865 cells would suffice, where each relaxed cell covers an average of 16.4 p-cells. Hence the result confirms that similar p-cells and can be merged effectively.

Let us turn to a comparison between Relax and Opt. Since it is unfair to compare their runtime using different amounts of storage space, the methodology adopted here is to first generate Relax and Opt with similar size, elaborated as follows. First, we generated a set of 8 optimal RepCubes by varying the p-cell size $m$ from 10 down to 3. The resulting sizes of Opt ranges from 367,210 to 153,003. Second, to generate a relaxed cube with comparable size to each of the 8 optimal RepCubes, we manually tried different $\epsilon$ parameters and ran the greedy algorithm on Opt with $m = 10$. Finally we chose $\epsilon$ to be 0.01, 0.02, 0.0225, 0.0275, 0.0325, 0.04, 0.05, and 0.06, respectively, and Figure 4.4(b) displays the size of both Opt and Relax in the 8 cases. For instance, when $m = 8$ for Opt, we set $\epsilon$ to 0.0225, and then Opt’s size is slightly above 300K and Relax’s size is slightly less than 300K. We guarantee that the size of Relax be no larger than Opt in all cases.

For each matched pair of Relax and Opt, we ran the 5 test queries and reported the average query execution time in Figure 4.4(c). The figure shows that Relax beats Opt in all but the first case. Relax is considerably more efficient than Opt in the last two cases. For the second to last case, Relax with $\epsilon = 0.05$ is 3.2 times faster than Opt with $m = 4$; whereas for the last case, Relax with $\epsilon = 0.06$ is 6.7 times faster than Opt with $m = 3$. Even in the first case the performance gap can be neglected. Hence, our conclusion is that Relax indeed gives the best tradeoff between storage space and query execution time, since it is faster than Opt yet using less space.

4.6.7 Varying Data Characteristics

To compare the performance of the proposed methods on different data characteristics, we first generated a new fact table using the 6$M$-tuple lineitem table. We fixed the categorical dimension
to $l_{\text{linenumber}}$ (7) but changed range dimensions to $l_{\text{discount}}$ (11) and $l_{\text{linestatus}}$ (2). We fixed the measure dimension to $l_{\text{extendedprice}}$, whereas the object dimension was changed to $l_{\text{partkey}}$ (200K), indicating that the number of object is 200K. The workload was the default one and the test queries were the same before.

The new data with $n = 200K$ contains a total number of 1584 regions. Full would consume more than 187M values, or 1.4G of disk space equivalently. When setting $m$ to 10, Uniform and Opt have about the size of 19K values, about $\frac{1}{9850}$ of Full’s size. We can see that the RepCube approaches achieve a better storage saving for larger number of objects as expected. For Relax, we first generated an optimal RepCube with $m = 18$ and then set $\epsilon$ to 0.059 to produce a relaxed RepCube using < 19K values (701 relaxed cells generated).

As shown in Figure 4.3(a), Opt outperforms Uniform by 2 times. Since the total number of regions is smaller than in the previous test cases, the speedup ratio is not as large as in the previous tests; in fact, this ratio would increase with respect to $|\mathcal{R}|$ as will be shown shortly. Relax is in turn 1.4 times faster than Opt, thereby again beating Opt in both storage overhead and runtime. It also turns out that for $n = 10K$ (i.e., using $l_{\text{suppkey}}$ (10K) as the object dimension while keeping other dimensions fixed), the performance of Opt and Relax is similar due to fewer regions.

Let us turn to the total number of regions. In previous tests we have synthesized two fact tables with 1584 regions (denoted by “LOW” hereafter) and 30600 regions (denoted by “MEDIUM” hereafter), respectively. In addition to LOW and MEDIUM, we produced another HIGH data set from the lineitem table by setting $l_{\text{quantity}}$ (50) and $l_{\text{returnflag}}$ (3) as range dimensions while keeping other dimensions fixed (10K objects). HIGH contains 61156 regions and the Full approach would generate > 580M values (4.5G disk space). For HIGH, we again set $m$ to 10 and generated Uniform and Opt with considerably smaller space overhead (i.e., < 734K values), while repeated the previous approach for Relax (i.e., < 730K values and each relaxed cell on average covers 2.16 p-cells). Figure 4.3(b) shows the performance comparison of Uniform, Opt, and Relax on LOW, MEDIUM, and HIGH, respectively. We can see that (1) Opt becomes increasingly faster than Uniform, i.e., 4.9 times faster on LOW and 113.6 times on HIGH; and (2) Relax again shows its scalability, i.e., using less space than Opt yet being 1.7 times faster than it on HIGH.

Based on the experimental results displayed in Figure 4.3, our conclusions are: (1) Both Opt
and Relax perform consistently and significantly faster than the basic RepCube implementation (Uniform) during online processing; and (2) Relax, although using less space, is more efficient than Opt on large data sets, demonstrating its scalable tradeoff in terms of the number of objects as well as regions.

### 4.6.8 Performance on Aggregate Function AVG

Our final test case in Figure 4.5 compares Uniform, Opt, and Relax based on another aggregate function AVG. That is, in each region, objects are ordered descendingly according to their average measure dimension values. The MEDIUM fact table is used here. The generation of Uniform and Opt remains unchanged with $m = 10$. For Relax, we first generated an optimal RepCube using $m = 18$. Then, $\epsilon$ was set to 0.027 such that we ensure Relax’s size be smaller than Opt; this is a notable difference between AVG and SUM in that here the p-cells can be merged more easily using a smaller value of $\epsilon$. This indicates that each relaxed cell represents a “tighter” range than for the SUM aggregate function.

Figure 4.5(a) reports the runtime of the methods when varying $k$ from 1 to 50. We can see that Uniform does not have satisfactory performance, while Relax is consistently about 2 times faster than Opt. Figure 4.5(b) further confirms that the verification step dominates the query execution cost, which is invariant to the aggregate function. The results obtained here thus prove that the efficiency gain of Opt and Relax are not restricted to some particular monotone measures.
4.7 Summary

This chapter studied a novel class of decision support queries called the top-\(k\) (discriminative) region-based promotion query. A region-based promotion cube framework was developed. We showed that a uniform materialization approach is indeed not the best; instead, an adaptive approach was developed based on a solid theoretical analysis to produce the provably optimal structure. In addition, a compact relaxed cube structure was studied to further optimize storage overhead. Comprehensive experiments on both real and synthetic data sets verified both the effectiveness and efficiency our proposed techniques.
Chapter 5

Supporting Rank-Driven Top-K Object Queries

5.1 Introduction

In business intelligence applications, it is crucial to support online analytical processing (OLAP) and explorative mining tasks. Typically, the source data underlying such tasks comprises a large number of objects such as products or business entities. These objects are often associated with multiple feature dimensions and thus can be consolidated into a multidimensional fact table. Unlike the previous chapters, where objects are drawn from a single-typed, homogeneous collection, here we assume that objects can form multidimensional relationships.

Example 14 (Multidimensional Object Data) Table 5.1 illustrates an example automobile data warehouse containing a collection of products. Each row in this database refers to a basic product described by multiple dimensions. For example, (Ford, Fusion, 2009, FWD) refers to a 2009 car model manufactured by Ford with the “Drive” dimension equal to “FWD”. Also, each of these basic products is associated with a measure dimension, Rating, that records the customer rating for each basic product. Based on such multidimensional organization, basic products sharing the same dimension values can be grouped to form products in higher-level spaces, whose measure

<table>
<thead>
<tr>
<th>Make</th>
<th>Model</th>
<th>Year</th>
<th>Drive</th>
<th>Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ford</td>
<td>Fusion</td>
<td>2009</td>
<td>FWD</td>
<td>3.2</td>
</tr>
<tr>
<td>Ford</td>
<td>Fusion</td>
<td>2010</td>
<td>AWD</td>
<td>4.0</td>
</tr>
<tr>
<td>Ford</td>
<td>Fusion</td>
<td>2010</td>
<td>FWD</td>
<td>4.1</td>
</tr>
<tr>
<td>Ford</td>
<td>Explorer</td>
<td>2009</td>
<td>AWD</td>
<td>3.4</td>
</tr>
<tr>
<td>Ford</td>
<td>Explorer</td>
<td>2010</td>
<td>AWD</td>
<td>4.2</td>
</tr>
<tr>
<td>GMC</td>
<td>Acadia</td>
<td>2009</td>
<td>AWD</td>
<td>4.0</td>
</tr>
<tr>
<td>GMC</td>
<td>Acadia</td>
<td>2010</td>
<td>FWD</td>
<td>4.9</td>
</tr>
<tr>
<td>GMC</td>
<td>Sierra</td>
<td>2009</td>
<td>AWD</td>
<td>3.7</td>
</tr>
</tbody>
</table>

Table 5.1: Example multidimensional view of objects.
can be aggregated correspondingly. In Table 5.1, there are totally 8 distinct product spaces \{\text{Make}\}, \{\text{Make, Year}\}, \{\text{Make, Drive}\}, \{\text{Make, Year, Drive}\}, \{\text{Model}\}, \{\text{Model, Year}\}, \{\text{Model, Drive}\}, \text{ and } \{\text{Model, Year, Drive}\}. A high-level product, say, (\text{Fusion}) \text{ has 8 sub-products, } (\text{Fusion}) \text{ itself, (Fusion, 2009), (Fusion, 2010), (Fusion, FWD), (Fusion, AWD), (Fusion, 2009, FWD), (Fusion, 2010, AWD), and (Fusion, 2010, AWD). The aggregate measure of (Fusion) can be computed using “average” as } (3.2 + 4.0 + 4.1)/3 \approx 3.77.

In real-world data sets, a large number of products coupled with their interrelated relationships formed over the multidimensional space makes it very difficult for analysts to gain insights through simple OLAP queries. While existing systems empower users to make decisions through various aggregation functionalities, in this chapter we tackle the promotion analysis problem from a different perspective and study a new problem called the \textit{Rank-Driven Top-k Object Search Query} (\textit{kOSearch}), which complements the previous chapters. Intuitively, given a query product (object) \( p \) of interest, we would like to find the \( k \) most highly ranked sub-products (descendent objects) of \( p \). The formulation of this type of queries is illustrated in the following.

\textbf{Example 15} (Rank-Driven Top-k Object Search) \textit{Continue from Table 5.1. In each of the 8 product spaces, we can obtain a product ranking by sorting all products in it descendingly in terms of their aggregated rating. For instance, the product (Fusion)’s rank is 3rd, since in its object space \{\text{Model}\} we have the product ranking (Acadia:4.45) > (Explorer:3.8) > (Fusion:3.77) > (Sierra:3.7) based on the average rating. This way, we can obtain the rank of all products. Now suppose that a query product \( p = (\text{Fusion}) \) is given, then \( p \)’s top-3 most highly ranked sub-products are (Fusion, AWD: 2nd), (Fusion: 3rd), and (Fusion, 2010, FWD: 3rd) because no other sub-product of \( p \) is ranked better than 3rd.

Note that in the \textit{kOSearch} problem, \textit{rank} is computed using multidimensional aggregates, which is subsequently used as the measure to judge the interestingness of a sub-product. We will formalize this model in Section 5.2. This problem often arises in real applications, and the results of \textit{kOSearch} can serve the promotional purposes for the query. We present several scenarios:

1. Discover the “best” sub-products and features of a given product of interest. This enables data analysts to understand the strengths of their products for further decision making.
In a more general sense, it helps detect anomaly or extreme aggregates in different spaces. The \texttt{KOSEARCH} query cannot be replaced by a traditional iceberg query [30] that returns objects passing a user-specified hard threshold, because (1) the number of answers cannot be controlled by the iceberg query, and (2) one threshold cannot fit different product spaces, where the aggregates are at different scales and not comparable;

2. Facilitate explorative and progressive analysis. Since rank is not a monotone measure, users who are seeking interesting, highly ranked products must drill down and roll up in the product space level-by-level in a trial-and-error fashion. This problem can be addressed by the \texttt{KOSEARCH} query. For example, a data analyst may issue “Dell” as a query and first search for their most popular/successful products across the top-3 level spaces, where she can find highly ranked products such as “(Home, Gaming, Desktop)”. Then, “(Home, Gaming, Desktop)” is subsequently submitted by her as a new query so as to drill down to explore the highly ranked features of home gaming desktops, such as “(19inch, LCD, 4GB Memory)”.

Based on the problem formulation, several variants are possible: (1) to avoid drilling too deep in the product space (i.e., a combination of many dimension values is unlikely to make much sense); (2) to avoid overlaps of top-\( k \) results (i.e., to prevent that some top-\( k \) answers from being too similar with each other); and, (3) to weigh product spaces or ranks differently. Nonetheless, the techniques developed in this chapter are applicable to all these variants with proper extensions (the discussion is deferred to Section 5.6).

The technical challenges for answering \texttt{KOSEARCH} queries lie in that a query object (product) \( p \) often induces a large number of sub-products, which are likely to occur in \( \Theta(2^n) \) product spaces given a total number of \( n \) dimensions. Moreover, computing the rank of each sub-product from scratch can be prohibitively expensive since aggregating each product space incurs in the worst case a full scan of the whole data set. On the other hand, fully materializing all possible object rankings can render storage cost infeasible, especially in the presence of high dimensionality. Also, previous exact or probabilistic top-\( k \) query processing techniques are not applicable since none of them can compute objects’ rank efficiently.

To address these challenges, we study two categories of indexing techniques, namely \textit{exact} and \textit{approximate} techniques. We first study two simple exact strategies, namely the \textit{horizontal score}
index and the vertical score index, whose goal is to support exact top-k computation and yield the best tradeoff between efficiency and storage overhead. These strategies will be considered as the baseline. Then, we further develop a probabilistic score index strategy for approximating top-k answers. By leveraging piecewise regression modeling and residual error computation, this strategy is able to provide probabilistic guarantee to top-k answers’ precision according to any user-specified confidence threshold. Also, a lightweight random sampling method is developed to compute such confidence efficiently with theoretical guarantee. We show that, while sacrificing very little or virtually no result quality, the probabilistic strategy can consistently achieve significantly better tradeoff between efficiency and storage overhead in comparison to the baseline strategies (i.e., 1 to 2 orders of magnitude more efficient while having only 1/100 of the storage overhead). In summary, this chapter makes the following contributions:

- Propose and formulate the Rank-Driven Top-k Object Search (kOSEarch) problem, which, to the best of our knowledge, has not been studied before (Section 5.2);
- Discuss exact query processing strategies (Section 5.3);
- Develop the probabilistic score index, a general, principled framework for approximate query processing with probabilistic guarantee (Section 5.4);
- Conduct case study and performance evaluation on real and synthetic data sets to verify the effectiveness and efficiency of our proposed model and algorithms (Section 5.5).

In addition, Section 5.6 discusses several extensions of the techniques developed in this chapter, and finally Section 5.7 presents a conclusion.

5.2 Problem Formulation

Consider a fact table with \(d\) dimensions, \(D_1, D_2, \ldots, D_d\), and a measure dimension \(\text{Measure}\). Each dimension \(D_{d'}\) \((1 \leq d' \leq d)\) belongs to a finite, categorical domain and let the domain of \(\text{Measure}\) be real values. These \(d\) dimensions induce a lattice \(S\) consisting of \(2^d\) object spaces. For example, given \(d = 3\) dimensions, \(A, B,\) and \(C\), Figure 5.1 depicts the corresponding lattice of the object spaces. In particular, the base object space, denoted by \(\{ABC\}\), contains the objects at the lowest
granularity. The apex object space, denoted by \{\ast\}, on the other hand, is at the highest level, representing the grouping of all base tuples.

In real applications, users may not be interested in all of the object spaces. They may choose to ignore some too small or too large spaces, or impose weights on different spaces. For clarity of presentation, we assume users are interested in \( L \) (a given number between 1 and \( 2^d \)) of all the object spaces, denoted by \( S_1, S_2, \ldots, S_L \) (\( S_l \in \mathbb{S} \)).

Each object space \( S_l \) (\( 1 \leq l \leq L \)) contains a collection of \(|S_l|\) distinct objects. An object is a base objects if it belongs to the base object space, or an aggregate object otherwise. Given an arbitrary object (base or aggregate) \( p \), we use a function \( S(p) \) to indicate the object space where \( p \) has membership (i.e., \( p \) is contained in \( S(p) \)). For instance, in Table 5.1, each row corresponds to a distinct base object. An example aggregate object \( p = (\text{Ford, 2010}) \) belongs to the 2-dimensional object space \{\text{Make, Year}\} (i.e., \( S(p) = \{\text{Make, Year}\} \)).

**Definition 15** (Descendant Object) Given two objects \( p \) and \( q \), we say that \( q \) is a descendant object of \( p \) if and only if \( S(p) \subseteq S(q) \) and the set of \( q \)'s corresponding base objects is a subset of \( p \)'s. We use \( C(p) \) to represent the complete set of \( p \)'s descendant objects.

The relationship between an object and its descendant objects models the relationship between a product and its sub-products or features discussed earlier. Trivially, any object \( p \) is a descendant of itself. To illustrate the concepts, Figure 5.2 displays three example object spaces, \{\text{A}\}, \{\text{AB}\}, and \{\text{AC}\}, along with the collection of objects each contains. For instance, we have \( S(a_1) = \{A\} \) and \( C(a_1) = \{(a_1), (a_1b_5), (a_1b_2), (a_1c_1)\} \) for an object \( (a_1) \). We omit other object spaces and
objects not shown in the figure.

Given an aggregate function such as AVG (average), SUM, or VAR (variance), we can compute the score of any object by aggregating the scores of all its descendent base objects. In this chapter, we assume that an aggregate function \( M \) is given, and denote by \( M(p) \) the score of any object \( p \). Note that we do not require \( M \) to be a monotone or algebraic function. All techniques developed in this chapter can be applied toward any ad-hoc aggregate functions.

Because our goal is to discover objects which are highly ranked in their spaces, we define the rank measure of an object \( p \) as its relative rank of score among all scores in \( S(p) \).

**Definition 16 (Object Rank)** Given any object \( p \), we have

\[
\text{Rank}(p) = \left\lceil \frac{|\{q \in S(p) : M(q) > M(p)\}| + 1}{|S(p)|} \right\rceil.
\]

Without loss of generality, assume in this definition that objects are ordered descendingly in terms of scores. Also, the rank of \( p \) is normalized by the total number of distinct objects of the space \( p \) belongs to, so we have \( \text{Rank}(p) \in \left( \frac{1}{|S(p)|}, 1 \right] \).

For ease of exposition, we denote by \( \{m_1^l, m_2^l, \ldots, m_{|S_l|}^l\} \) the sorted list of scores in each object.
space $S_l$. Throughout the chapter, when the object space $S_l$ is clear in the context, we will ignore the superscript and put $\{m_1, m_2, \ldots, m_{|S_l|}\}$ for short.

Continue from the example in Figure 5.2. The sorted list of scores is shown for each object space (right column). We can see $M(a_1) = 1.6$. Supposing $\{A\}$ contains 100 objects in total (i.e., $|\{A\}| = 100$), we will have $\text{Rank}(a_1) = 3/100 = 0.03$.

Now we formulate the \textit{Rank-Driven Top-k Object Search (KOSearch)} problem as follows.

\textbf{Definition 17} (Rank-driven Top-k Object Search Query) Given a query object $p$, our goal is to return $C^k(p) \subseteq C(p)$, the ordered list of the top-$k$ descendent objects of $p$ that are the most highly ranked; that is, $\forall q \in C^k(p) \land \forall q' \in C(p) \setminus C^k(p) \Rightarrow \text{Rank}(q) \leq \text{Rank}(q')$.

Ties are broken arbitrarily. We illustrate this query model using the following example.

\textbf{Example 16} Following from the example in Figure 5.2, let us consider a query object $(a_1)$ and $k = 2$. Suppose $\{A\}$, $\{AB\}$, and $\{AC\}$ contain 100, 200, and 200 objects, respectively. For each of $(a_1)$'s descendent objects, we can compute $\text{Rank}(a_1) = 3/100 = 0.03$, $\text{Rank}(a_1b_5) = 4/200 = 0.02$, $\text{Rank}(a_1b_2) = 6/200 = 0.03$, and $\text{Rank}(a_1c_1) = 5/200 = 0.025$. Therefore, the top-2 objects would be $(a_1b_5)$ and $(a_1c_1)$.

While the query model in Definition 17 uses a simple relative object ranking to quantify the “top-$k$ interesting” objects, in practice there can be several other variants to model more complex semantics. First, \textit{absolute rank} instead of relative rank may be used. In Example 16, the top-2 objects would be $(a_1)$ and $(a_1b_5)$ according to absolute rank. Second, object spaces may be weighed differently by different users. For example, some users may treat $S_1, S_2, \ldots, S_L$ equally, while others think some particular spaces are more important. In general, a set of non-negative weights, $w_1, w_2, \ldots, w_L$ can be specified at query time. Similarly, different rank positions can have different weights as well. Third, sometimes it may not be desirable for the top-$k$ results to contain similar objects. For instance, two objects (\textit{Ford, 2009}) and (\textit{Ford, 2010}) might be considered redundant. In Section 5.6, we will show that our techniques can be straightforwardly extended to address the first two issues, and an extension to the third issue will be discussed.
5.3 Exact Algorithms

We first study algorithms for exact query processing. We first explore the tradeoff between two naive strategies, namely the no materialization strategy (Section 5.3.1) and the full materialization strategy (Section 5.3.2), which lay the foundation for the horizontal and vertical approaches (Sections 5.3.3 and 5.3.4). The general query execution algorithm is then presented in Section 5.3.5.

5.3.1 No Materialization

Without using any auxiliary data structures, a query \( p \) can be executed on-the-fly in two steps. First, for each object space \( S_l \) (\( 1 \leq l \leq L \)), we compute its sorted list of objects and the corresponding scores using a group-by query. Second, the rank of all descendent objects of \( p \) can be computed given all the sorted lists, and the top-\( k \) descendent objects with the highest ranks are returned. In the following, we call the group-by query that computes the sorted list of scores for an object space a “probe” query, which can be implemented as follows. Given an object space \( \{D'_1, D'_2, \ldots\} \), the probe query is implemented as:

```sql
select M(Measure)
from fact table
group by D'_1, D'_2, ...
order by M(Measure) desc.
```

Since this query may involve a full scan of the whole data set in the worst case, the probe query is very costly. Therefore, the overall query execution cost is dominated by the probe queries. More formally, supposing that the probe query incurs a scan of the data with the cost \( \text{Cost}_{TS} \), the overall query processing cost can be expressed as \( O(L \times \text{Cost}_{TS}) \) since there are totally \( L \) probes. This is prohibitive for large data sets because (1) \( L \) grows exponentially with respect to \( d \); and (2) \( \text{Cost}_{TS} \) is expensive, and it is difficult to share the aggregation across different object spaces due to our assumption that \( M \) can be an arbitrary aggregate function.
5.3.2 Full Materialization

Alternatively, one can simply fully materialize all sorted lists. Then the online query execution can be done in two steps. First, we compute $C(p)$ by selecting and aggregating all base tuples matching $p$. The score of each descendent object $q \in C(p)$ can be derived using those base tuples. In the second step, for each descendent object $q \in C(p)$ we look up the materialization to obtain $\text{Rank}(q)$. Finally, the top-$k$ objects with the smallest $\text{Rank}$ can be outputted.

For the online cost, the first step depends on the selectivity of $p$, which is usually low and can be further sped up through auxiliary index structures. The second step incurs trivial cost. Unfortunately, the storage cost of such a full materialization strategy is infeasible for large data sets due to the “curse of dimensionality” [35]. Also, there could be more than one measure dimension, so the total storage space would be proportional to the number of measure dimensions multiplying the total number of objects in the data set.

5.3.3 Horizontal Strategy

Given a storage budget, how can we seek a middle ground between query execution efficiency and the storage space? In response to this query, we propose a simple horizontal score index strategy. Intuitively, we can store some highly ranked scores, which can avoid some computation during the online phase.

**Definition 18** (Horizontal Score Index) Given a storage budget ratio $\alpha$ ($0 \leq \alpha \leq 1$), the horizontal score index maintains for each object space $S_l$ its top-$\alpha$ scores, i.e., it maintains the list $\{m^1_l, m^2_l, \ldots, m^{|S_l|\alpha}_l\}$ for $1 \leq l \leq L$.

This strategy precomputes the top-$\alpha$ portion of all sorted lists. Correspondingly, the query execution consists of the following steps. First, same as for full materialization, all descendent objects and their scores are computed. Second, all the scores are checked against the index. If $k$ or more scores are seen (i.e., appears) in the index, the exact top-$k$ objects can be returned. Otherwise, because less than $k$ scores are seen, we would not be able to derive the exact top-$k$ from the index. Consequently, we must probe all object spaces with at least one unseen score. Thus, the query execution cost of the horizontal strategy is either very small (i.e., no probe query) or very
high (i.e., all object spaces are probed).

Setting the only parameter $\alpha$ to 0 or 1 would make this approach degenerate to no or full materialization, respectively. When $k$ is often small and the top-$k$ objects tend to be highly ranked, this ratio may be set to a small value (e.g., 0.1%) to get a good balance.

It is worth mentioning that a quantile-like structure, as discussed in the previous chapters, would not work well for the KOSEARCH problem. The reason is the following. Since the query object may have multiple descendent objects in each object space, a probe query needs to be executed for an object space unless all descendent objects in that space are pruned. Using a quantile-like structure, one may be able to bound the rank for some descendent objects in an object space, but in many cases it is unlikely that all objects can be pruned. Thus, a promotion cube like structure will not perform well since it could often degenerate to the no materialization strategy. Moreover, since an exact query execution algorithm requires us to output the exact rank for each top-$k$ object, a quantile-like structure may not be helpful since it cannot help derive the exact ranks.

### 5.3.4 Vertical Strategy

The horizontal score index has unpredictable performance because it may often degenerate to the no materialization strategy. To address the problem, we propose a more robust strategy called the vertical score index, defined as follows.

**Definition 19 (Vertical Score Index)** Given a storage budget ratio $\alpha$ ($0 \leq \alpha \leq 1$), the vertical score index maintains the sorted list of scores for the $L'$ ($0 \leq L' \leq L$) smallest object spaces such that their total size does not exceed $\alpha \times \sum_i |S_i|$.

Here we call an object space $S_i$ small if it contains few objects (i.e., $|S_i|$ is small). For query execution, precisely those non-materialized object spaces will incur probe queries. The advantage of this strategy over the horizontal strategy is that we can guarantee no probe query is executed for the materialized spaces. Moreover, it can be proven that this strategy is optimal in terms of robustness in the sense that, given a storage budget $\alpha$, any other exact strategy would require no less than $L - L'$ probes in the worst case.
Algorithm 5.1: Exact query execution

/* pruning */
1: QueryTupleSet ← retrieve all base tuples of the fact table that matches the input query object $p$;
2: Recursively aggregate QueryTupleSet in order to compute $C(p) \leftarrow \{c_1, c_2, \ldots, c_n\}$ and their scores $\{M(c_1), M(c_2), \ldots, M(c_n)\}$;
3: for $i \leftarrow 1$ to $n$ do
4: Check the score $M(c_i)$ against the materialized sorted list, if any, of object space $S(c_i)$;
5: if $M(c_i)$ is seen
6: $HRank(c_i) \leftarrow LRank(c_i) \leftarrow c_i$’s exact rank;
7: else
8: Set $HRank(c_i)$ and $LRank(c_i)$;
9: end
10: $\gamma \leftarrow$ the $k$-th highest $LRank(c_i)$;
11: $C' \leftarrow \{c_i \mid HRank(c_i) \leq \gamma \land HRank(c_i) \neq LRank(c_i)\}$;
/* probing */
12: foreach $S_l \in S$ that contains $\geq 1$ object in $C'$ do
13: Probe $S_l$;
14: Get the ranks for objects in $C'$ contained in $S_l$;
15: end
16: Return $C^k(p)$, the top-$k$ objects with exact ranks;

Table 5.2: The general exact algorithm.
5.3.5 General Query Execution Algorithm

The pseudo code for the general exact query execution algorithm is displayed in Table 5.2. It is divided into two phases, a pruning phase (Lines 1–11) and a probing phase (Lines 12–16). In the former phase, the query object’s descendent objects are aggregated from QueryTupleSet, the set of raw tuples matching the query. Given the $n$ descendent objects and their aggregate scores, we check against the materialized index, if any, to derive a highest possible rank ($HRank$) and lowest possible rank ($LRank$) for each object. If for a descendent object $c_i$ ($1 \leq i \leq n$), its score $M(c_i)$ is seen in the sorted list, we can obtain its exact rank (Lines 5–6). Otherwise, its lowest possible rank, $LRank(c_i)$, will be set to 1.0 (Line 8), whereas $HRank(c_i)$ will depend on the indexing strategy. Specifically, for the horizontal strategy, we have $HRank(c_i) \leftarrow \left\lceil \frac{|S(c_i)| \cdot \alpha + 1}{S(c_i)} \right\rceil$ (Line 8). Then, a rank threshold $\gamma$ is computed as the $k$-th highest $LRank$, which means that any top-$k$ object should be ranked no lower than $\gamma$ (Line 10). The candidate object set, $C'$, is computed as the “promising” objects whose exact rank is unknown (Line 11).

In the probing phase, all descendent objects which can potentially be in the top-$k$ results are probed for their exact ranks (Lines 12–15). Note that any object space containing at least one object from the candidate object set $C'$ needs to be probed (Line 12). The overall cost of this algorithm is dominated by the probe query (Line 13). Finally, the top-$k$ descendent objects along with their exact ranks can be outputted (Line 16).

5.4 A Probabilistic Approximate Framework

The horizontal and vertical score indices can facilitate exact query processing. However, they may not yield a satisfactory tradeoff for very large data sets, especially in the presence of high dimensionality. This motivates us to develop a probabilistic score index ($psIndex$) framework for approximate query answering. Our goal is to (1) substantially reduce the index size, and (2) significantly improve the query performance.

We observe that the performance can be largely improved when the exactness constraint of the top-$k$ answers is relaxed with very little or even no sacrifice in the result quality, which is often acceptable for explorative applications. Now, each KOSEARCH query is parameterized by a user-
specified probabilistic confidence threshold $\theta$ ($0 \leq \theta \leq 1$) to control the balance between the query response time and the precision of top-$k$ answers. Particularly, when $\theta = 1.0$, it would guarantee the top-$k$ objects outputted to be completely accurate. When, on the other hand, $\theta = 0.0$, the pruning power can be maximized and no probing would be needed at all such that the query execution becomes extremely efficient. In practice, a reasonably large threshold may yield a good tradeoff between efficiency and accuracy.

This probabilistic framework consists of two orthogonal components. The first component contains piecewise regression functions to model the sorted lists of scores at the offline stage (Sections 5.4.1). The second component answers top-$k$ queries at the online phase by leveraging the regression models and their residual error distributions for conducting probabilistic pruning (Sections 5.4.2 and 5.4.3). We defer detailed discussions of these components to Sections 5.4.4 through 5.4.7.

Table 5.3 outlines a summarization of all the five methods studied in this chapter. We can see that the no materialization and full materialization strategies incur the maximum query execution cost (characterized by the number of probe queries) and storage space, respectively. The horizontal and vertical strategies can improve the query performance given some storage budget. The $\text{psIndex}$ strategy studied in this section provides the best tradeoff between storage space and efficiency as its storage requirement could be much smaller than the exact strategies, while achieving significant better online performance.

### 5.4.1 Probabilistic Score Index Structure

In this subsection, we develop the probabilistic score index ($\text{psIndex}$) structure. Unlike the exact score materialization, $\text{psIndex}$ approximates the score distributions using piecewise regression models.
Definition 20 (Probabilistic Score Index) Suppose a storage budget \( \alpha \) (\( 0 \leq \alpha \leq 1 \)) is given. For each object space \( S_l \) (\( 1 \leq l \leq L \)), we materialize a piecewise regression model (PRM) for its sorted list of scores consisting of

- \((g + 1)\) knots \( \{m_{l,0}^l, m_{l,1}^l, \ldots, m_{l,g}^l\} \);
- \(g\) regression functions \( \{f_0^l, f_1^l, \ldots, f_{g-1}^l\} \), where

\[
f_i^l : \{r_i, r_i + 1, \ldots, r_{i+1}\} \rightarrow \mathbb{R};
\]

- \(g\) residual error parameters \( \{\sigma_{1}^l, \sigma_{1}^l, \ldots, \sigma_{g}^l\} \).

Note that \( g \) is a non-negative integer derived from \( \alpha \).

We elaborate on this definition in the following and defer further details to Section 5.4.4. For an object space \( S_l \), we select scores from \((g + 1)\) positions \( \{r_0, r_1, \ldots, r_g\} \) as the “knots”. Here these positions are assumed to be evenly spaced, although their selection can be further optimized to maximize the efficiency (see Section 5.4.4). Then, for each of the \( g \) segments of scores separated by the knots, we learn a linear function

\[
f_i^l(r) = \hat{\beta}_i^l r + \hat{\xi}_i^l
\]

using the linear least squares method:

\[
\hat{\beta}_i^l = \frac{(r_{i+1} - r_i + 1) \sum_{r=r_i}^{r_{i+1}} r m_r - (\sum_r m_r)(\sum_r r)}{(r_{i+1} - r_i + 1) \sum_r r_i^2 - (\sum_r r)^2},
\]

\[
\hat{\xi}_i^l = \frac{\sum_r m_r - \hat{\beta}_i^l \sum_r r}{r_{i+1} - r_i + 1}.
\]

While there exists a broad spectrum of regression models (e.g., spline functions) that can be applied in our problem context [52], we adopt the linear least squares approach for its conciseness of representation and low computational complexity. Given the linear functions learned, we will be able to estimate the rank for any given score and further compute the residual errors to quantify the quality of the rank estimation.
Rank estimation: Given any object space $S_l$ and any object $q$ in $S_l$ with score $M(q)$. We can compute $q$’s estimated rank as follows. Suppose $M(q)$ lies in the range $[m_{r_i}, m_{r_{i+1}}]$ for the smallest possible $i \in [0, g - 1)$, we will have the estimated rank of $q$:

$$\hat{\text{Rank}}(q) = \begin{cases} 
\frac{M(q) - \hat{\xi}_i}{\beta_i |S_l|} & \text{if } r_i \leq \frac{M(q) - b_i}{\beta_i} \leq r_{i+1}; \\
r_i & \text{if } \frac{M(q) - b_i}{\beta_i} < r_i; \\
r_{i+1} & \text{if } \frac{M(q) - b_i}{\beta_i} > r_{i+1}.
\end{cases}$$

Residual error: Clearly, it would be desirable for the regression models to have as smaller a difference between $\hat{\text{Rank}}(q)$ and $\text{Rank}(q)$ as possible. An ideal scenario would be that the estimation is completely accurate, so the online performance would be as good as the full materialization approach. In practice, since the scores are monotonically decreasing, a piecewise regression model often yields good approximation given a reasonable $g$ value. In the unlikely event that the scores have many outliers, one may resort to the least absolute deviations or quadratic functions [52, 70] to learn the models. We can safely assume that the resulting error follows the Gaussian distribution for large data sets [22]. More specifically, for a segment $[r_i, r_{i+1}]$ in object space $S_l$, we assume that the rank estimation error follows the Gaussian distribution $\mathcal{N}(0, (\sigma^i_l)^2)$, where $\sigma^i_l$ is the standard deviation of the residual error distribution. The mean of the residual error distribution is assumed to be 0, since this can be easily achieved by perturbing the estimated parameter $\hat{\xi}_i$. Now, denote by $q_{r_i}, q_{r_{i+1}}, \ldots, q_{r_{i+1}}$ the objects in segment $[r_i, r_{i+1}]$, and using the maximum likelihood estimation we can derive the standard deviation $\sigma^i_l = \sqrt{\frac{1}{r_{i+1} - r_i} \sum_r (r - \hat{\text{Rank}}(q_r))^2}$. This way, the residual error distribution parameters for all segments can be computed.

Computational complexity: Let us discuss the overall computational complexity of constructing the $\text{psIndex}$ given the $L$ sorted lists. We can see that learning the linear functions, which is linear with respect to the number of scores, takes $O(\sum_l |S_l|)$ time. The maximum likelihood estimation of the error distribution parameters also takes $O(\sum_l |S_l|)$ time. Thus the overall time cost of building the probabilistic score index is linear with respect to the total size of the sorted lists. For space complexity, we can see that the whole process uses only $O(1)$ intermediate space.
5.4.2 Query Execution with Quality Guarantee

Given $\text{psIndex}$, any KOSEARCH query can be parameterized by the following: (i) $p$, the query object, (ii) a non-negative integer $k$, and (iii) $\theta$, a confidence threshold within the range $[0, 1]$, which we will discuss shortly. The goal of the query execution algorithm is to avoid computing as many sorted score lists as possible using the given $\text{psIndex}$. It works in three steps. First, we generate a set of boundary objects that are the candidate top-$k$ results. That is, for each object in the boundary set, its membership in the top-$k$ results is unclear; for any object that is not in the boundary set, we are certain that either it is a top-$k$ object or it is not. Second, we conduct probabilistic pruning to further shrink the size of the boundary object set by exploiting the following observation: when a boundary objects $p_1$ has a much higher estimated rank than another boundary object $p_2$ does, it is very unlikely that $p_1$ is actually ranked lower than $p_2$, and vice versa. Therefore, any boundary objects which are either highly or low ranked in a probabilistic sense can be pruned from the boundary object set. Third, we probe the true ranks for all the remaining boundary objects, and then return the top-$k$ answers.

**Step 1 (Boundary object generation):** The goal of this step is to compute a small set of boundary objects whose top-$k$ membership is unclear. To begin with, we compute the query object $p$’s descendent objects, $C(p) = \{c_1, c_2, \ldots, c_{|C(p)|}\}$ and their scores by accessing $p$’s tuples. For each of $p$’s descendent objects $c \in C(p)$, we can derive $c$’s best possible rank $HRank(c)$ and worst possible rank $LRank(c)$ by comparing $c$’s score $M(c)$ with the knots in the probabilistic index. After computing all objects, let $LRank_{\text{thres}}$ be the $k$-th best $LRank(\cdot)$. Then, all descendent objects $c \in C(p)$ satisfying $HRank(c) > LRank_{\text{thres}}$ (i.e., unpromising) will be pruned because they can never be in the top-$k$ answers. Conversely, let $LRank_{\text{thres}}$ be the $k$-th best $HRank(\cdot)$. All descendent objects $c \in C(p)$ satisfying $LRank(c) < HRank_{\text{thres}}$ must be in the top-$k$ answers (and we call them promising objects). Suppose that there are $k_1$ such objects and we have $k_1 < k$. Excluding the promising and unpromising objects, the remaining objects are called boundary objects whose top-$k$ membership is unclear. We denoted the set of boundary objects by $B(p) = \{b_1, b_2, \ldots, b_n\}$ ($n = |B(p)|$, $B(p) \subseteq C(p)$), where $n$ is the number of boundary objects. Letting $k' = k - k_1$, our goal becomes to compute the top-$k'$ boundary objects because there are already $k_1$ objects which must be in the top-$k$ results.
Step 2 (Probabilistic pruning): In this step, we conduct probabilistic pruning to further prune objects from the boundary object set which are very likely or unlikely to be in the top-$k$ results. Since our goal here is to select the top-$k'$ objects from the $n$ boundary objects, the idea is that for each boundary object $b_j$ ($1 \leq j \leq n$), we will compute the probability that it is in the top-$k'$ of the boundary object set $B(p)$:

$$\Pr\{b_j \text{ is in the top-$k'$}\},$$

(5.1)

which we denote by $\Pr(j)$ for simplicity. For any boundary object $b_j$, $\Pr(j) = 1.0$ means that $b_j$ is certainly in the top-$k'$, whereas $\Pr(j) = 0.0$ means the contrary. We will defer the discussion of how to compute $\Pr(j)$ to Section 5.4.3. Now, given the confidence threshold $\theta$, we can partition $B(p)$ into three disjoint subsets based on the probabilities:

- $B^+ = \{b_j \in B(p) | \Pr(j) \geq \theta\}$: this subset consists of all boundary objects that are top-$k'$ with confidence at least $\theta$;

- $B^- = \{b_j \in B(p) \setminus B^+ | \Pr(j) \leq 1 - \theta\}$: this subset consists of boundary objects that are not top-$k'$ with confidence at least $\theta$; note that this subset is disjoint with $B^+$ even when the confidence threshold is low (e.g., $< 0.5$); and

- $B^c = B \setminus (B^+ \cup B^-)$: all the remaining objects.

Intuitively $B^+$ is the set of boundary objects which are in the top-$k'$ with high probability, whereas $B^-$ contains objects which are not in the top-$k'$ with high probability. Because $\theta$ encodes the confidence level required by the user, we can append the objects in $B^+$ into the final list of top-$k$ objects and prune those in $B^-$.  

Step 3 (Probing): After the above two steps, we have generated $k_1$ objects that must be in the top-$k$ results and $|B^+|$ (i.e., the number of objects in $B^+$) objects that are in the top-$k$ with a confidence level passing the user-specified threshold $\theta$. To produce the final top-$k$ answers, two cases need to be considered. First, when $k_1 + |B^+| < k$, we probe all the object spaces that contain at least one object in $B^c$ and then compute the top-$(k - k_1 - |B^+|)$ objects in $B^c$. We then append these objects to the final top-$k$ list, which is subsequently returned to the user, and the
query execution is done. Second, when \( k_1 + |B^+| \geq k \), we can simply append the \( k - k' \) objects in \( B^+ \) with the highest probabilities to the final top-\( k \) list. Ties are broken arbitrarily. In this case, no object space needs to be probed. This is reasonable because this case often happens when the confidence threshold is low.

**Analysis:** Given a pslIndex with reasonable size, we often have \( |B^c| \ll |B(p)| \ll |C(p)| \). Because only object spaces that contains at least one boundary object in \( |B^c| \) will be probed, the number of probe queries needed will be much less than the total number of object spaces, especially in the presence of a large number of object spaces. Since the total query execution cost is dominated by the probing step, the overall probabilistic query execution cost will be dramatically smaller and more robust than the cost of any previous exact algorithms. Meanwhile, the confidence parameter is able to offer a controllable balance between accuracy of the top-\( k \) results and query execution efficiency.

### 5.4.3 A Random Sampling Method for Probability Computation

Let us turn to the problem of computing \( \Pr(j) \) for the boundary objects in Equation (5.1). For any \( b_j \in B(p) \) (1 ≤ \( j \) ≤ \( n \)), its true rank \( \text{Rank}(b_j) \) can be considered as an addition of a Gaussian noise to its estimated rank \( \hat{\text{Rank}}(b_j) \). The estimated rank \( \hat{\text{Rank}}(b_j) \) can be derived using the linear regression function corresponding to the segment object \( b_j \) belongs to. The Gaussian noise, on the other hand, encodes the random noise introduced by the residual error of the regression function. Mathematically, we have

\[
\text{Rank}(b_j) \sim \hat{\text{Rank}}(b_j) + N(0, (\sigma_i^j)^2)
\]

\[
\sim N(\hat{\text{Rank}}(b_j), (\sigma_i^j)^2),
\]

where \( \sigma_i^j \) is the materialized residual error parameter (i.e., the standard deviation of the Gaussian distribution) for \( b_j \)'s segment. Thus, for a particular boundary object \( b_j \in B(p) \), \( \text{Rank}(b_j) \) can be considered as a random variable following the Gaussian distribution, and the \( n \) boundary objects's rank, \( \text{Rank}(b_1), \text{Rank}(b_2), \ldots, \text{Rank}(b_n) \), follow \( n \) independent, continuous distributions.

The meaning of \( \Pr(j) \) for any \( j \) can be interpreted using the possible world semantics: given the
randomly distributed ranks, there are exactly $n!$ possible worlds, $W_1, W_2, \ldots, W_{n!}$, each encodes a unique ordering of $b_1, b_2, \ldots, b_n$ (ordered by $\text{Rank}(\cdot)$). For instance, given $n = 3$, there are $n! = 6$ possible rankings of the 3 objects. Based on such a possible world interpretation, we can compute $\Pr(j)$ for each $1 \leq j \leq n$ using the following equation:

$$
\Pr(j) = \sum_{W_i: 1 \leq i \leq n!} \Pr(W_i),
$$

where $\Pr(W_i)$ ($1 \leq i \leq n!$) denotes the probability of the $i$-th possible world, or in other words, the probability that the true rank ordering matches $W_i$. Because these possible worlds are independent, the probability that $b_j$ belongs to the top-$k'$ is equal to the sum of the probabilities of all possible worlds where $b_j$ is ranked within top-$k'$. Unfortunately, it would be simply impossible to derive $\Pr(j)$ directly using Equation (5.2) because (i) we need to enumerate all possible worlds and the number of possible world can be extremely large when $n$ is large; and (ii) computing $\Pr(W_i)$ for any $W_i$ involves $n$-dimensional integral of continuous distributions, which is not possible.

To solve this problem, we use a random sampling method as follows. We independently randomly generate an $n$-dimensional vector following the distribution of $(\text{Rank}(b_1) \text{Rank}(b_2) \cdots \text{Rank}(b_n))$ for $N$ times. Each of these $N$ vectors contain $n$ values, which are independently drawn from the distribution $\text{Rank}(b_1), \text{Rank}(b_2), \ldots, \text{Rank}(b_n)$, respectively. When generating these $N$ vectors, we keep track of the number of occurrences of each object appearing in the top-$k'$ and compute:

$$
\hat{\Pr}(j) = \frac{\text{the number of vectors where } b_j \text{ is in top-}k'}{\text{total number of vectors sampled: } N}.
$$

For example, if $n = 3$, $k' = 2$, and a sample vector generated is $[2.5 \ 1.0 \ 3.3]$, we will increment the counter for $b_2$, which is ranked to top-1 in this vector. This way, the frequency ratios $\hat{\Pr}(j)$ will serve as an estimation of the true probability values $\Pr(j)$ for $1 \leq j \leq n$. In comparison to a brute-force method that directly computes the probabilities, this random sampling method has several advantages: (i) it is computationally feasible, (ii) it guarantees that $\hat{\Pr}(j)$ is very close to its true value when the number of samples $N$ is sufficiently large, and (iii) this guarantee of quality is independent of the vector dimensionality $n$, which is desirable because the number of boundary
objects is usually large. We formally state the quality guarantee of this method in the following claim.

**Claim 3** The sampling error \( \Pr\{|\hat{\Pr}(j) - \Pr(j)| \geq \epsilon\} \) decays linearly with \( \frac{1}{\sqrt{N}} \), where \( \epsilon \) is any small constant and \( N \) is the total number of vectors sampled.

**Proof:** This can be proved using the Central Limit Theorem [67]. We defer the details of the proof to Section 5.4.6.

**Computational complexity:** To compute \( \hat{\Pr}(j) \) for all \( 1 \leq j \leq n \) using random sampling, we initially maintain a hash table keyed on \( j \) to count in how many vectors \( b_j \) appears in the top-\( k' \). We assume that the cost of generating a one-dimensional Gaussian sample value is constant. Every time we generate an \( n \)-dimensional sample vector, we use a quicksort-like algorithm (i.e., to select the top-\( k' \) from \( n \) elements) to derive the top-\( k' \) boundary objects in \( O(n + k' \log k') \) time and then increment the counter for them. Therefore, the total computation process for obtaining all these estimated probabilities (and thus the probabilistic pruning step) takes \( O(nN + k'N \log k') \) time. The space complexity is \( O(n) \) because only a hash table and a sample vector need to be maintained. In some cases, we can quickly remove some objects which are obviously likely or unlikely to be in the top-\( k \) results. Section 5.4.7 further presents an upper bound-based pruning strategy to speed up the probabilistic pruning.

Note that the cost of the random sampling method and the probabilistic pruning step can be ignored when comparing to the probing cost. In our empirical evaluation, we found that this process is very fast with very large values of \( N \) and \( n \).

### 5.4.4 The Offline Algorithm

In this subsection, we present the pseudo code for the psIndex offline algorithm and clarify several issues.

**psIndex construction:** Table 5.4 shows the pseudo code for the offline algorithm. The outer loop iterates over all object spaces and the inner loop goes through each segment of the piecewise regression function. Each inner loop (Lines 5–10) runs in linear time, \( O(|S_l|) \), so the overall algorithm is efficient.
**Scalability of index construction:** By sequentially aggregating the sorted lists, the algorithm is scalable to large data by accessing them in a streaming fashion.

**Selection of knots:** Note that the positions of the knots, \( r_0, r_1, \ldots, r_g \), are taken as input parameters. In this algorithm, we select a set of uniformly spaced knots. In principle, however, other non-uniform selections are possible to optimize the efficiency. First, one may select the knots to minimize the global error of the piecewise regression model. Second, a heuristic approach is to reduce the local regression error by selecting denser knots for certain segments. Such selection can be learned through user queries, where certain segments tend to contain boundary objects more frequently than others. However, these questions are beyond the scope of this chapter and are left for future study.

**Parameter \( g \):** In our linear model, each object space stores \( 4g + 1 \) values. Thus, given \( \alpha \), we set \( g \) to the largest integer s.t. \((4g + 1)L + g + 1 \leq \alpha \times \sum_t |S_t|\).

### 5.4.5 The Online Algorithm

The online algorithm in Table 5.5 is organized by the three steps: boundary object generation (Lines 1–8), probabilistic pruning (Lines 9–16), and probing (Lines 17–19). Note that at Line 15, we require that \(|B^+| \leq k' = k - |C(p)|\) (otherwise there would be more than \( k \) answers) and \(|B^-| \leq |B(p)| - k'\) (otherwise there will fewer than \( k \) answers). When \( B^+ \) is too large (i.e., \(|B^+| > k'\)), we can keep only the objects with the top-\( k' \) largest probabilities in \( B^+ \). Similarly, we can reduce the size of \( B^- \) when it contains too many objects.

**Confidence threshold \( \theta \):** When a user sets \( \theta = 1.0 \), she desires the top-\( k \) to be precise. In such cases, we replace the probabilistic pruning phase (Lines 9–16) with the following: compute for each boundary object how many other boundary objects are ranked absolutely higher or lower (note that the residual error of the regression of any segment is finite). Then, promising and unpromising boundary objects (i.e., \( B^+ \) and \( B^- \)) are identified in a deterministic fashion instead of relying on the sampling method.

**Computational complexity:** We break down the cost by step:

- The boundary object generation step can be efficiently processed in \( O(|C(p)| \log |C(p)|) \) time and uses \( O(|C(p)|) \) space;
Algorithm 5.2: Probabilistic index construction

1: \textbf{foreach} $S_l \in S$ \textbf{do}
2: \quad Probe $S_l$ to obtain the sorted list of scores
3: \quad $\{m^l_1, m^l_2, \ldots, m^l_{|S_l|}\}$;
4: \quad Store $(g + 1)$ knots $\{m^l_{r_0}, m^l_{r_1}, \ldots, m^l_{r_g}\}$;
5: \textbf{for} $i \leftarrow 0$ \textbf{to} $g - 1$ \textbf{do}
6: \quad Compute linear least squares regression for segment $\{m^l_{r_i}, m^l_{r_{i+1}}, \ldots, m^l_{r_{i+1}}\}$;
7: \quad Store $\beta^l_i$ and $\xi^l_i$;
8: \quad Compute the variance of the regression;
9: \quad Store $(\sigma^l_i)^2$;
10: \textbf{end}
11: \textbf{end}

Table 5.4: The offline algorithm for psIndex.

- The cost of the probabilistic pruning step has been partially discussed in Section 5.4.3, which takes $O(nN + k'N \log k') \leq O(nN + kN \log k)$ time and $O(n)$ space;

- The last probing step takes $O(|B^c| \times \text{Cost}_{TS})$ time, where $\text{Cost}_{TS}$ denotes the table scan cost, and $O(1)$ space. This is the efficiency bottleneck.

Overall, the algorithm has time complexity $O(|B^c| \times \text{Cost}_{TS})$ and space complexity $O(|C(p)|)$. This complexity result justifies the key thrust of the probabilistic strategy: by pruning many unlikely boundary objects, $|B^c|$, the crucial factor in query cost, can be minimized.

5.4.6 Proof of the Sampling Quality

Now we formally prove Claim 3. Suppose $N$ sample $n$-dimensional vectors, $V_1, V_2, \ldots, V_N$ are drawn from some independent Gaussian distributions. Let a random vector $\tilde{v}$ represent the joint distribution (the domain of $\tilde{v}$ is the $n$-dimensional space $\mathbb{R}^n$). Let $I_j$ $(1 \leq j \leq n)$ be an identity function such that $I_j(\tilde{v}) = 1$ if $b_j$ is in top-$k'$ according to $\tilde{v}$; or 0 otherwise. Thus, $\Pr(j) = E[I_j(\tilde{v})]$.

Also, $\hat{\Pr}(j) = \sum_{i=1}^{N} I_j(V_i)/N$ by Equation (5.3).

By Central Limit Theorem [67], when $N$ is sufficiently large, we have $V_j = \sum_{i=1}^{N} I_j(V_i)/N$ follows Gaussian distribution $\mathcal{N}(E[I_j(\tilde{v})], \sigma^2_{I_j(\tilde{v})}/N)$, where $\sigma^2_{I_j(\tilde{v})}$ is the variance of $I_j(\tilde{v})$. Therefore, when we quadratically increase $N$, the standard deviation $\sqrt{\sigma^2_{I_j(\tilde{v})}/N}$ will be linearly decreasing; consequently, fixing any small $\epsilon$ (e.g., 0.001), the (error) probability that $\hat{\Pr}(j)$ deviates more than
\( \epsilon \) from the mean, \( \Pr(j) \), will be linearly decreasing. Clearly, this relationship is independent of \( n \), the dimensionality of the vectors.

### 5.4.7 An Upper Bound-based Pruning Strategy

Intuitively, a boundary object is likely to be in the top-\( k' \) when (i) the boundary object \( b_j \) is ranked higher than other boundary objects and (ii) the “estimated rank gap” between them is large. The reverse also holds for an unlikely top-\( k' \) object. In this subsection, we exploit this intuition and develop an upper bound-based strategy for probabilistic pruning. It can complement the sampling method (Section 5.4.3) in the presence of a low confidence threshold \( \theta \) since such upper bound computation is extremely efficient. The method is based on the following claim:

**Claim 4** Given any two boundary objects \( b_j \) and \( b_l \) so that \( \hat{\text{Rank}}(b_j) < \hat{\text{Rank}}(b_l) \), \( \text{Rank}(b_j) \sim \mathcal{N}(\hat{\text{Rank}}(b_j), \sigma_j^2) \), and \( \text{Rank}(b_l) \sim \mathcal{N}(\hat{\text{Rank}}(b_l), \sigma_l^2) \), we have

\[
\Pr\{\text{Rank}(b_j) > \text{Rank}(b_l)\} \leq \frac{\text{Var}[Y]}{(\text{Rank}(b_l) - \text{Rank}(b_j))^2},
\]

(5.4)

where \( \text{Var}[Y] \) is the variance of the auto-correlation [67] of two Gaussian distributions \( \mathcal{N}(0, \sigma_j^2) \) and \( \mathcal{N}(0, \sigma_l^2) \).

**Proof:** This inequality can be derived using Chebyshev’s inequality [67] and the fact \( E[Y] = 0 \).

Supposing we have materialized \( \text{Var}[Y] \) for all pairs of residual error distributions, then Equation (5.4) can be computed in \( O(1) \) time for any pair of boundary objects \( b_j \) and \( b_l \). Now, the probabilistic pruning of boundary objects works as follows (i.e., replace Table 5.5 Lines 9–15 with the following): For each object having the top-\( k' \) estimated rank, we compute its probability of “being swapped out of the top-\( k' \)” using Equation (5.4). If this probability is lower than \( 1 - \theta \), we will add it into \( B^+ \). Similarly, for the remaining object, we compute its probability of “being swapped into the top-\( k' \)”. If this probability is lower than \( 1 - \theta \), we will add it into \( B^- \). Then, let \( B^c \leftarrow B \setminus (B^+ \cup B^-) \).

This process has time complexity \( O(n^2) \), which is more efficient than the sampling method. Due to the limited space, we do not report its performance result in the experiments.
Algorithm 5.3: Probabilistic query processing

/* boundary object generation */
1: Retrieve QueryTupleSet;
2: Aggregate QueryTupleSet to compute C(p);
3: foreach c ∈ C(p) do
4:   Compute HRank(c) LRank(c), and ˆRank(c);
5: end
6: Compute LRankthres and HRankthres;
7: Ck(p) ← {c| LRank(c) < HRankthres};
8: B(p) ← {c| HRank(c) < LRankthres} \ Ck(p);
/* probabilistic pruning */
9: Initialize a counter hash table for each bj ∈ B(p);
10: repeat
11:   Randomly generate an n-dimensional vector;
12:   Increment the counter of the top-k objects according to the vector;
13: end
14: Pr(j) ← bj’s counter \ N for each 1 ≤ j ≤ n;
15: Partition B(p) to B+, B−, and Bc using θ;
16: Append B+ to Ck(p);
/* probing */
17: Probe all object spaces containing ≥ 1 object in Bc;
18: Append the top-(k − |Ck(p)|) objects in Bc to Ck(p);
19: Return Ck(p) with the objects’ estimated ranks;

Table 5.5: The online algorithm for psIndex.
### Table 5.6: Top-5 objects of two example queries.

<table>
<thead>
<tr>
<th>Jennifer Widom</th>
<th>Christos Faloutsos</th>
</tr>
</thead>
<tbody>
<tr>
<td>Query</td>
<td>Rank</td>
</tr>
<tr>
<td>(SIGMOD)</td>
<td>0.08%</td>
</tr>
<tr>
<td>(VLDB)</td>
<td>0.10%</td>
</tr>
<tr>
<td>(self)</td>
<td>0.11%</td>
</tr>
<tr>
<td>(ICDE)</td>
<td>0.42%</td>
</tr>
<tr>
<td>(2000)</td>
<td>0.42%</td>
</tr>
</tbody>
</table>

5.5 Experiments

In this section we evaluate the effectiveness of the kOSearch query and the efficiency of our proposed algorithms. We first conduct a DBLP [1] case study (Section 5.5.1), followed by a comprehensive performance study on the TPC-H decision support benchmark [3] (Section 5.5.2). Our findings can be summarized as follows:

- kOSearch queries generate meaningful results in our case study;
- The probabilistic approach consistently outperforms the horizontal and vertical approaches by 1 to 2 orders of magnitude in query processing efficiency, while using only 1% of their storage overhead;
- The precision of the probabilistic approach is 100% in most cases, and is in general above 99%.

All our experiments were done on a computer with 2.5GHz dual-core CPU, 4GB of memory, and 250GB of hard disk. The source code was compiled in Microsoft Visual C# and the data was stored in Microsoft SQL Server 2008 running in Windows XP.

#### 5.5.1 A DBLP Case Study

The DBLP data set contains about 1.7M base tuples, each corresponding to a paper with the three dimensions: Author, Venue, and Year. Four object spaces are considered: \{Author\}, \{Author, Year\}, \{Author, Venue\}, and \{Author, Venue, Year\}. COUNT is used to rank objects. Table 5.6 displays the top-5 results for two query authors (the Author dimension is omitted). As expected, these results match our intuition well.
5.5.2 Performance

**TPCH data:** For performance study, we generate a TPCH [3] fact table with $6M$ tuples and $d = 10$ dimensions. We choose $L = 120$ object spaces, each having no more than $5M$ objects and we use \textit{SUM} as the default aggregate function. The standard TPCH benchmark generator [3] is used to generate a \textit{lineitem} table containing $6M$ base tuples. The following 10 dimensions are used: \textit{suppkey} (cardinality=10000), \textit{linenumber} (7), \textit{quantity} (50), \textit{discount} (11), \textit{tax} (9), \textit{returnflag} (3), \textit{linestatus} (2), \textit{shipdate} (2526), \textit{shipinstruct} (4), and \textit{shipmode} (7). All object spaces with more than $5M$ objects are ignored.

**Algorithms for comparison:** Five methods are compared: Full (full materialization), Empty (no materialization), Horizon (horizontal score index), Vertical (vertical score index), and Prob (probabilistic score index). For Prob, we set the default number of samples $N = 10^5$ and set the confidence threshold $\theta = 0.8$.

*Query execution time* and *storage overhead* are the performance metrics. For Prob, its precision will be analyzed as well: given a top-$k$ query, the \textit{precision} is defined as the number of true top-$k$ objects returned divided by $k$.

**Query workload:** 10 distinct objects are uniformly randomly generated from the object space \{\textit{suppkey}\}. All results are averaged over these objects.

5.5.3 Storage

Figure 5.3(a) displays a comparison of the storage overhead of the strategies. Full consumes nearly 2GB of disk space, whereas for Vertical and Horizon we set the storage budget ratio \( \alpha \) to 0.5% and they use about 9MB of space. For Prob, we set \( \alpha \) to 0.005% and its size is only 95KB, about 1% of Horizon and Vertical. Thus, the probabilistic score index is orders of magnitude smaller than the exact indices.

5.5.4 Comparison of Efficiency vs. Top-k

In this subsection, we compare the efficiency of the algorithms. We vary the query parameter $k$ from 10 to 90, and show in Figure 5.3(b) the query execution time (log scale) of Empty, Horizon, Vertical, and Prob with respect to $k$. When $k \leq 30$, Horizon uses < 1 second and is the fastest.
Figure 5.3: Performance comparison w.r.t. top-k.
When \( k > 30 \), \( \text{Prob} \) is the fastest. We can see that \( \text{Prob} \) consistently outperforms \( \text{Vertical} \) by 100 to 1000 times, and beats \( \text{Horizon} \) by 10 to 100 times when \( k > 30 \). Overall, \( \text{Prob} \) achieves dramatically higher efficiency while using less space.

To explain the gap of the query execution time of these methods, Figure 5.3(c) plots the number of probe queries issued vs. top-\( k \) for each method. This curve is strongly correlated with Figure 5.3(b), which verifies that the probing cost dominates the total runtime. We can see that \( \text{Empty} \) needs to probe all 120 object spaces. \( \text{Vertical} \), materializes \( L' = 12 \) sorted lists of scores, and therefore performs slightly better than \( \text{Empty} \). Because each query object has descendent objects in all object spaces, \( \text{Vertical} \)'s performance is invariant to the query. For \( \text{Horizon} \), the number of probed spaces is monotonically increasing. In particular, 0 space is probed when \( k \leq 30 \) and 84 spaces are probed at \( k = 90 \). This verified that \( \text{Horizon} \) is not robust: it is very sensitive to the parameter \( k \), because \( \text{Horizon} \) only materializes the highly ranked objects, thereby having no pruning power when the \( k \)-th rank threshold is not high. On the contrary, \( \text{Prob} \) performs much more consistently and is insensitive to the parameter \( k \). In fact, Figure 5.3(c) shows that \( \text{Prob} \) probes no more than 2 object spaces in the worst case!

In Figure 5.3(d) we show the number of objects verified (i.e., how many objects' true rank has been computed during the probing phase) in relation to \( k \). On average, each query object has \( |C(p)| = 25395.4 \) descendent objects. For \( \text{Vertical} \) only about 110 of all the descendent objects are not verified. However, despite that the number of unverified objects is few in this case, some object spaces can be pruned and thus it is slightly faster than \( \text{Empty} \). For \( \text{Horizon} \), about half of the objects are not verified when \( k \geq 60 \). Not surprisingly, \( \text{Prob} \) has a dramatic improvement over the exact algorithms in that only very few objects are computed.

### 5.5.5 Pruning Power of the Probabilistic Approach

We further analyze the pruning power of \( \text{Prob} \) by plotting Figure 5.4. We vary \( k \) from 10 to 1000 in log scale and plot three curves: “Total” (the total number descendent objects), “Boundary” (the number of boundary objects), and “Verified” (the number of boundary objects left unpruned, i.e., \( |B^c| \)). (Note that the “Verify” curve should have value 0 at \( k = 20 \) but is shown to be 0.1 in the figure.)
On average, we can see that “Boundary” is about $1/300$ of “Total”, and “Verified” is about $1/100$. This figure confirms that the probabilistic pruning approach is extremely effective, where most objects can be pruned with high confidence. Unlike an exact algorithm like Horizon, whose performance degrades quickly as $k$ becomes larger, Prob is very insensitive to $k$ as the number of objects verified is constantly $\leq 1.5$. Thus, such a probabilistic pruning approach is more desirable in real applications.

### 5.5.6 Precision Guarantee

For Prob, it is critical to ensure its result quality. We now turn to a precision evaluation for Prob. We keep $\theta = 0.8$ and vary $k$ from 10 to 100, 200, 500, and 1000. The precision of Prob is plotted in Figure 5.5. Interestingly, despite that our confidence threshold is set to 0.8, we found that the precision of Prob is 100% for most $k$ values. In particular, the precision is 99.75%, 99.86%, and 99.95% at $k = 40, 70, \text{ and } 200$, respectively. In fact, for each of these $k$ values, only 1 top-$k$ object outputted by Prob is not accurate among all 10 workload queries.

Our conclusion here is twofold. First, Prob is able to yield a desirable tradeoff between efficiency and precision. Combining Figures 5.4 and 5.5, it is evident that a large number of boundary objects can be pruned with very little sacrifice in precision. In general, the precision is higher when $k$ is larger because of the fact that the absolute error (i.e., the number of non-top-$k$ objects produced by Prob) is consistently low. Second, because the empirical precision is much higher than the theoretical threshold 0.8, the user-specified confidence $\theta$ is somewhat “conservative” than being
“aggressive”. This is desirable in any application with a need for quality assurance.

Since the precision of the results is also related to different values of \( \theta \) and \( N \) (the number of samples), we will further study those parameters shortly.

### 5.5.7 Probabilistic Score Index Size

In this subsection, we evaluate Prob’s performance when varying the space budget parameter \( \alpha \). We generate five indices, \( S1, S2, S3, S4, \) and \( S5 \), using \( \alpha = 0.001\%, 0.002\%, 0.005\%, 0.01\%, \) and \( 0.02\% \), respectively. \( S3 \) is the default size configuration studied in Section 5.2.1. As shown in Figure 5.6(a), Prob’s size is from \( \frac{1}{100} \) to \( \frac{1}{25} \) of Horizon’s.

Figure 5.6(b) displays a comparison of query execution time between \( S1 \) to \( S5 \) with Horizon.
The comparison is divided into two groups corresponding to \( k = 10 \) and \( k = 100 \), respectively. As expected, Prob’s efficiency is higher when increasing its size. At \( k = 10 \), Horizon has the optimal performance as all top-\( k \) answers are precomputed; on the other hand, S5 has very similar performance with Horizon even when its size is only \( \frac{1}{25} \) of Horizon. At \( k = 100 \), all Prob configurations outperform Horizon, from 8 (S1) to 1488 times (S5).

Figure 5.6(c) displays Prob’s precision. For S3, S4, and S5, the precision is 100%. For S2, the precision is 100% at \( k = 10 \) and 99.9% at \( k = 100 \). For S1, the precision is 92% at \( k = 10 \) and 99.9% at \( k = 100 \). The precision is higher when the index is larger. Further, the precision is consistently high (e.g., \( \geq 99.9\% \)) when the index size is reasonably large (i.e., \( \alpha \geq 0.002\% \)).

Figure 5.6(d) plots the residual error’s probability density distributions for S1 through S5. This matches our intuition: when the index size becomes larger, the peak (centered at 0) is higher and the variance is smaller, indicating a better quality of regression.

### 5.5.8 Confidence Threshold

We evaluate the impact of the confidence threshold \( \theta \) on Prob’s performance in this subsection. We fix \( \alpha = 0.005\% \) for Prob and vary \( \theta \) from 0.0 to 1.0. Figure 5.7(a) displays the query execution time of Empty, Prob at \( k = 10 \), and Prob at \( k = 100 \) with respect to \( \theta \). We can see that a smaller value of \( \theta \) would result in less query execution time. This is because smaller \( \theta \) would cause a monotonically larger number of boundary objects to be pruned during the probabilistic pruning step (i.e., larger \( B^+ \) and \( B^- \)).

Figure 5.7(b) shows the precision of query results with respect to \( \theta \). Observe that (1) the precision is consistently above the threshold \( \theta \); (2) The precision increases when \( \theta \) increases; and (3) the precision is 100% when \( \theta \geq 0.9 \). These results empirically verified that \( \theta \) is able to well represent the user’s confidence level.

Figures 5.7(a) and 5.7(b) exhibit a controllable tradeoff between efficiency and precision using the parameter \( \theta \). While in general we found that a confidence threshold of 0.8 works well in practice, the optimal parameter of \( \theta \) can be selected on an application-dependent basis.
Figure 5.7: Performance of psIndex w.r.t. probabilistic parameters.
5.5.9 Random Sampling Size

During the random sampling step, a too small sample size $N$ is likely to derive incorrect probability $\Pr(j)$ for a boundary object $b_j$, whereas a too large sample size may undermine the efficiency of $\text{Prob}$. How large is the random sampling size sufficient? To answer this question, we investigate the impact of the number of random samples ($N$) on $\text{Prob}$’s performance.

To make $N$’s impact more obvious, We fix $\theta = 0.8$ and set $\alpha = 0.001\%$ (corresponding to $S1$ in the index size experiment).

We vary $N$ from $10^3$ to $10^6$. Figure 5.7(c) plots the relation between $N$ and query execution time. We plot the overall time as well as the time exclusively used by the random sampling process (in log scale). We can see that, when $N = 10^3$, $10^4$, and $10^5$, the sampling process uses only $\frac{1}{1400}$, $\frac{1}{140}$, and $\frac{1}{15}$ of the overall time, indicating that sampling has a very small overhead.

Figure 5.7(d) displays the query result precision with respect to $N$. We observe that the precision is extremely insensitive to $N$. In fact, at $k = 10$, the precision is consistently about 92%, and at $k = 100$, the precision is consistently $\geq 99.9\%$.

We conclude from Figures 5.7(c) and 5.7(d) that a reasonably large $N$ (e.g., $10^5$) introduces only a neglectable amount of overhead and is able to give good estimation for the probability computation.
5.5.10 Other Aggregate Functions

Finally, we study the performance of Prob on the AVG (average) aggregate function instead of SUM. As in the default case, we use $\alpha = 0.5\%$ for Horizon and Vertical and $\alpha = 0.005\%$ for Prob; we also set $\theta = 0.8$ and $N = 10^5$.

Figure 5.8(a) shows the query execution time with respect to $k$ for Empty, Horizon, Vertical, and Prob. Horizon is the fastest exact algorithm in this figure. We vary $k$ from 10 to 500. At $k = 10$, Prob is 6.3 times faster than Horizon. At $k = 50, 100,$ and $500$, Prob is 48 to 86 times faster than Horizon. Note that Prob’s time does not necessarily increase when $k$ is increased because $k$ does not dictate the number of boundary objects.

Figure 5.8(b) plots the precision of Prob with respect to $k$. Prob has accuracy 100%, 99.6%, 99.9%, and 100% in these four cases, verifying that the quality of the regression and pruning steps is high regardless of the aggregate function used.

In summary, while relaxing very little on the accuracy, Prob is able to outperform the exact Horizon strategy in both storage overhead (2 orders of magnitude) and efficiency (1 to 2 orders of magnitude).

5.6 Extensions

5.6.1 Handling Complex Query Semantics

We discuss two extensions to the kOSEARCH query model: (1) how to support query-dependent weights on different object spaces (e.g., an object that is ranked 1st in $A$ may be considered more interesting than it ranked 1st in $ABC$); and (2) how to avoid redundant top-$k$ results (e.g., objects like $a_2 b_3$ and $a_2 b_3 c_1$ may contain redundant information).

Given a set of non-negative weights $w_1, w_2, \ldots, w_L$ for the object spaces, the query execution algorithms 1 and 3 can be extended as follows. When computing the rank bounds $HRank$ and $LRank$ for each descendent object, we can incorporate these weights and derive a set of weighted bounds. The threshold computation and the pruning step remain unchanged. By letting $w_l = |S_l|$ ($1 \leq l \leq L$), we can model the absolute ranking semantics. More complex weighting schemes can be in principle supported in a similar way. These weights would not significantly affect the
Table 5.7: kOSearch problem formulations where the probabilistic score index framework can be applied.

<table>
<thead>
<tr>
<th>Problem context</th>
<th>Object space</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-dimensional</td>
<td>Group-by queries</td>
<td>Decision support</td>
</tr>
<tr>
<td>Keyword search</td>
<td>Keyword queries</td>
<td>Advertising</td>
</tr>
<tr>
<td>General problem</td>
<td>Ranked queries</td>
<td>Social networks, ...</td>
</tr>
</tbody>
</table>

To avoid redundancy, the algorithms can be modified as follows. Instead of generating the top-\(k\) objects as a whole, the original algorithms can generate the top-\(k\) results one at a time. First, a top object is generated as if \(k = 1\). Second, all redundant objects with respect to the top-1 are ignored in the subsequent computation. This iterative method can remove the redundancy from the top-\(k\) results. Further, this method does not introduce significant efficiency overhead because any object space is guaranteed to be probed at most once.

### 5.6.2 Incremental Index Maintenance

In real data warehousing applications, object scores may not be static; they can be incrementally updated over time. This calls for incremental index maintenance techniques to accommodate such dynamic changes.

We discuss an extension to the probabilistic score index framework. Our extended solution contains three component. First, to dynamic maintain the knots in each object space, we can borrow existing algorithms like [62], which is able to maintain the knots within a guaranteed error bound using limited memory space. Thus, \(HRank\) and \(LRank\) can be accurately derived from the dynamically maintained knots. Second, the regression parameters can be updated by building a predictive model over time. The residual error, on the other hand, can also be estimated using random sampling techniques. Third, a background thread will be constantly running that computes the up-to-date regression models for each object space in an iterative fashion. This thread will not block query processing and therefore will not affect the performance.
5.6.3 The General kOSearch Query Problem and Its Applications

In this chapter, we studied the kOSearch queries defined over the multi-dimensional space, where the object spaces are defined as multi-dimensional group-by’s. However, the kOSearch query model can generalize a broad class of problems, as illustrated in Table 5.7. The probabilistic score index framework developed here can be applied toward all these problems.

For example, in the keyword search domain, object spaces may be formulated by keyword queries, and objects represent documents or other entities. Given an object DOC, a user may like to discover the most interesting keyword queries KWQ1, KWQ2, . . . , KWQk such that DOC is highly ranked in the result list of each KWQi (1 ≤ i ≤ k). In a typical application, a keyword query generates a list of result documents ranked by a relevance scoring function. An application of such a kOSearch problem is the search-based advertising: advertisers may find it useful to discover the most interesting keyword queries to promote their webpages.

The kOSearch queries can be generally formulated over other types of ranked queries with numerical scores. For example, in a social network, one may like to find the best subnetwork of links such that a user or product is highly ranked by centrality or network distance measures. We leave a more in-depth examination of kOSearch queries on these application domains and extensions of the probabilistic score index framework to our future work.

5.7 Summary

We have proposed the rank-driven top-k object search problem to discover the “best” sub-products or features for a given product. We studied both exact and approximate strategies to seek a middle ground between time and space. The probabilistic score index framework was developed for top-k approximation with probabilistic guarantee. Comprehensive experiments have verified the effectiveness and efficiency of our methods.
Chapter 6

Conclusions and Future Work

6.1 Conclusions

This thesis motivates the general promotion analysis research problem. The existing online analytical processing and multidimensional analysis engines suffer from a lack of effective and efficient support for promotion-oriented functionalities. Despite the need for such functionalities is ubiquitous in a wide variety of real-world applications, users with a traditional decision support system must go through heavy guess work to discover interesting spaces for promotion, and sometimes it would be simply impossible for them to obtain any interesting results.

To address the needs, a systematic, principled promotion analysis framework was developed in this thesis. We discussed the models and semantics of the promotion analysis problem. A unified interestingness measure combining the object rank and rank-independent properties of local spaces was proposed to model various semantics. More advanced redundancy-aware query model was also examined. Furthermore, we discussed both categorical and continuous, ranged dimensions for the data space, as well as flat and multidimensional domains for the object space.

The promotion analysis problem brought many technical challenges. For example, we tackled the spurious promotion problem and the expensive holistic property of object ranking. Also, we developed efficient techniques for object aggregation and ranking as well as an optimal algorithm to achieve the best tradeoff between space and time. We explored both exact and approximate query optimization strategies, which were shown to work well empirically. In summary, our framework has the following benefits:

- Flexibility: It allows users to conduct promotion analysis on various data contexts and specify different query semantics;
Efficiency: Our proposed approaches will be able to efficiently answer promotion queries and enable materialization plans that yield a desirable tradeoff between space overhead and efficiency;

Scalability: All of our proposed approaches are scalable to deal with the size of large data warehouses;

Practicality: Our proposed approaches do not rely on unrealistic assumptions and may be implemented in existing systems conveniently;

Extensibility: Our proposed approaches demonstrate general principles that may be applied toward other problems.

Based on the above discussion, we believe that the promotion analysis framework is an interesting and important study.

6.2 Future Directions

There could be various ways to model promotion applications. Here we discuss several potentially interesting themes for future research.

A language for promotion analysis: In this thesis, the multidimensional data space and object space are predefined. In practice, users may dynamically construct these spaces or provide fuzzy guidance for promotion search. For example, when promoting an author in the DBLP data set, the user may define some research areas according to her own criteria, or provide hints to guide the promotion process. Therefore, it is important to develop a formal language for users to flexibly conduct the analysis. The key challenge would be to abstract out a set of basic primitives that is expressive and complete. For online computation, primitive-specific optimization can be performed to make the analysis efficient.

Feature discovery and selection: When the search space for promotion is undefined or unknown, it is unclear what features one may use to promote an object. In order to discover interesting features and judge the goodness of each feature, machine learning techniques may be developed. For example, we can use supervised or semi-supervised techniques to learn what product
properties are meaningful for promotion, and what types of ranked results are truly useful yet surprising. Further exploration in this topic would complement our study and make the framework more powerful.

**Group promotion**: Instead of promoting a single target object as discussed in the previous chapters, users may want to promote a group of target objects. For example, the target group could be a collection of different types of items in a product package (e.g., a travel package including hotel and flight). For such group promotion, the promotiveness can be measured by the average increase in rank for each object in the target group or by other user-defined aggregate measures. How to extend the cost model and approximate techniques, on the other hand, would be an interesting open question.

**Mining the measure space**: Mining promotive regions in the measure space is an orthogonal yet important problem. Unlike the multidimensional space that is organized in a finite number of cells, the measure space is often numerical and thus impossible to be exhaustively enumerated. On the other hand, it would be very useful for decision makers to understand the product attributes and position products. For example, knowing by what criteria a product is successful (e.g., by sales or by customer rating) can help further position and promote it. Thus, an in-depth examination on how to enable the interaction between promotion analysis and the numerical space of measures and aggregates would be worthwhile.

This thesis work may also open up new horizons in other domains such as large heterogeneous information network analysis, graph mining, and spatio-temporal data mining. Below we outline several domains.

**Promotion in information networks**: A heterogeneous information network, with each node and link carrying some multidimensional information, may need promotion analysis as well to promote objects in such a network or in its surrounding subnetworks. However, the promotion measures of an object could be related to certain network property, such as network density, connectivity, and centrality; the computation of such a promotion measure could be closely related to the network topological structure and the node/link values. The methods for promotion analysis will need to be re-examined in such networks. We propose to perform network-based precomputation so that an initial evaluation of the nodes and links can be done before query time such that
the online query-based promotion computation can avoid searching many hopeless paths.

An example could be the LinkedIn network (http://www.linkedin.com/), where nodes represent professional persons and two persons have an edge when they are connected in the real world. In a traditional scenario of search, one may issue a boolean query and perform aggregations over the network to obtain the top-\(k\) nodes with the highest scores (e.g., find the top-\(k\) persons connected with the most “database” professionals in a 2-hop neighborhood). From a promotional perspective, the user may want to discover interesting boolean queries which can promote a given node or community (e.g., given a person, find in which area he is highly ranked in professional connections). The detailed search strategy is left for further work.

**Ranking and promotion over textual data:** One can extend the promotion analysis framework to deal with unstructured data and queries in addition to the structured dimensions. It would be interesting to discover useful keywords for promotion or, conversely, conduct promotion with respect to an input keyword query. Relevance ranking or other information retrieval metrics may be applied to gauge the utility of results. Moreover, one can study the problem of comparative ranking/search that involves not only a query object for analysis, but also a given pool of competitor objects for comparison. These problems will need more in-depth research in data mining and machine learning.

**Probabilistic and uncertain data analysis:** Recently, uncertain data management have been gaining increasing attention. The key difference between uncertain and certain data management is that the former enables users to model information uncertainty by associating tuples with probability values and correlation relationships. There has been a number of studies on probabilistic ranked query processing. We can further examine the promotion analysis problems in this area. For instance, given a target object, users may like to know which subspaces or regions an object has the highest expected rank or the largest probability to be highly ranked. These questions pose many research challenges that have not been addressed before.
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