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Abstract

Most models of aircraft trajectories are non-linear and stochastic in nature; and their internal parameters are often poorly defined. The ability to model, simulate and analyze realistic air traffic management conflict detection scenarios in a scalable, composable, multi-aircraft fashion is an extremely difficult endeavor. Accurate techniques for aircraft mode detection are critical in order to enable the precise projection of aircraft conflicts, and for the enactment of altitude separation resolution strategies.

Conflict detection is an inherently probabilistic endeavor; our ability to detect conflicts in a timely and accurate manner over a fixed time horizon is traded off against the increased human workload created by false alarms—that is, situations that would not develop into an actual conflict, or would resolve naturally in the appropriate time horizon—thereby introducing a measure of probabilistic uncertainty in any decision aid fashioned to assist air traffic controllers. The interaction of the continuous dynamics of the aircraft, used for prediction purposes, with the discrete conflict detection logic gives rise to the hybrid nature of the overall system. The introduction of the probabilistic element, common to decision alerting and aiding devices, places the conflict detection and resolution problem in the domain of probabilistic hybrid phenomena.

A hidden Markov model (HMM) has two stochastic components: a finite-state Markov chain and a finite set of output probability distributions. In other words an unobservable stochastic process (hidden) that can only be observed through another set of stochastic processes that generate the sequence of observations. The problem of self separation in distributed air traffic management reduces to the ability of aircraft to communicate state information to neighboring aircraft, as well as model the evolution of aircraft trajectories between communications, in the presence of probabilistic uncertain dynamics
as well as partially observable and uncertain data. We introduce the Hybrid Hidden Markov Modeling (HHMM) formalism to enable the prediction of the stochastic aircraft states (and thus, potential conflicts), by combining elements of the probabilistic timed input output automaton and the partially observable Markov decision process frameworks, along with the novel addition of a Markovian scheduler to remove the non-deterministic elements arising from the enabling of several actions simultaneously. Comparisons of aircraft in level, climbing/descending and turning flight are performed, and unknown flight track data is evaluated probabilistically against the tuned model in order to assess the effectiveness of the model in detecting the switch between multiple flight modes for a given aircraft. This also allows for the generation of probabilistic distribution over the execution traces of the hybrid hidden Markov model, which then enables the prediction of the states of aircraft based on partially observable and uncertain data.

Based on the composition properties of the HHMM, we study a decentralized air traffic system where aircraft are moving along streams and can perform cruise, accelerate, climb and turn maneuvers. We develop a common decentralized policy for conflict avoidance with spatially distributed agents (aircraft in the sky) and assure its safety properties via correctness proofs.
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Chapter 1

Introduction

1.1 Air Traffic Control

The goal of air traffic control (ATC) system is to accomplish the safe, efficient flow of traffic from origin to destination. The task of air traffic control includes ground operations from the gate to the taxiway to the runway, takeoff and climb operations to reach a cruising altitude, cross-country flight to the destination, approach and landing operations at the destination, and taxi back to the gate. There are three general classes of controllers. Ground and local controllers (referred to as tower controllers) handle aircraft on the taxiways and runways and also through takeoffs and landings. Radar controllers handle aircraft from their takeoff to their cruising altitude (departure control) and then return them through their approach at the destination (approach control). The busy region surrounding airport facilities is called the terminal radar control area, TRACON. En-route controllers working at the air route traffic control center (ARTCC) manage the flow of traffic along the airways between the TRACON areas. Flow of aircraft across the entire United States is managed by the Air Traffic Control System Command Center in Herndon, Virginia. [1]

In the current ATC system, the pilot determines the flight’s objectives and decides how those objectives can best be met. The objectives include the
destination airport, route of flight, proposed altitude, cruising airspeed, time of departure, climb and descent profiles, and speed schedules [2]. However, the controller gets only a limited number of these objectives through the flight plan. Using this limited information, the controller is responsible for separating aircraft.

Detection of conflicts —defined here as the potential loss of prescribed separation [3]— between two aircraft is the primary purpose of air traffic control. This task, multiplied by a large number of aircraft pairs under a single controller’s responsibility at any time exacts a high toll on human controllers in terms of mental workload; furthermore, the potential consequences of a miss—a midair collision—are simply unacceptable within the modern air transportation systems. Therefore, ATC procedures have been designed to maximize safety (i.e., to minimize the potential of conflicts) with a necessary tradeoff in reduced system capacity.

Safety is ensured, in large part, by guaranteeing minimum vertical and lateral separation. To ensure total safety, the aircraft would never fly. And to ensure a greater safety level than what we have today, separation thresholds would be greater than what we currently practice. However, this compromise the second goal of ATC, efficiency, which is demanded by consumers and pilots. Every airport has a capacity, i.e., the number of aircraft it can receive per unit of time. And the goal is to meet this capacity. Optimization is limited by changes in the weather, wake vortices following the passage of heavy aircraft and the limited ability to predict the future.

For the current ATC system, for en-route airspace the minimum horizontal separation is 5 nmi, while the minimum vertical separation is 1000 ft. When the controller is separating aircraft, it is required to ensure that the airspace reserved for one aircraft does not overlap the airspace reserved for
another. Controllers use four methods to separate aircraft: vertical, lateral, longitudinal, and visual separation [2]. The basic vertical separation method is for the controller to request that the pilot report passing through or leveling off at a particular altitude. Once this altitude has been reported, the controller can assign another altitude to a different aircraft, as long as the two altitudes differ by at least 1000 feet. One exception to this rule is that if both aircraft are climbing, once the higher aircraft has reported leaving an assigned altitude and is climbing to an altitude at least 1000 feet higher, the lower aircraft may be assigned the altitude the first aircraft has vacated.

Exclusive use of vertical separation can result in inefficient use of airspace. Thus, controllers consider alternating methods of separating aircraft, one of which is lateral separation. With lateral separation, each aircraft must be established on an airway whose protected airspaces do not overlap. If this cannot be accomplished, one of the other methods of separation should be used.

Holding patterns are used whenever an aircraft does not have sufficient airspace to continue toward its destination. An aircraft is restricted to a small area when it is within a holding pattern. By clearing aircraft to fly either above or below other holding aircraft, vertical separation is applied. To ensure lateral separation (when the reserved airspace for the holding aircraft does not overlap with the reserved airspace belonging to other aircraft) the controller should take into account the speed of the aircraft. Since the inbound leg of a standard holding pattern is one minute, faster aircraft will cover a greater distance in that time.

Longitudinal separation between two aircraft that are flying along the same route can be applied when the aircraft are flying at or near the same airspeed or the leading aircraft is significantly faster.
Visual separation is one of the most flexible methods. In this method, it is required that either of the pilots sees the other aircraft and provide the required separation, or that the controller is able to see both aircraft and provide safe separation.

Air traffic is expected to grow by 5% annually over the next decade. In view of the current ATC limitations, the Federal Aviation Administration (FAA) and the aviation community are working together on two initiatives: Free Flight, and ATC modernization. Free flight allows pilots to choose their own routes, altitudes, and speeds and modify them in real time as they see fit. User preference would be restricted only in congested airspace or to prevent unauthorized entry of special use airspace. Free flight is potentially feasible because of enabling technologies, like Global Positioning system (GPS), datalink communications like Automatic Dependence Surveillance-Broadcast (ADS-B), Traffic Alert and Collision Avoidance Systems (TCAS), and powerful on-board computation.

To increase system throughput and the number of aircraft individual controllers can safely monitor under the demand of increased traffic levels, several automated aids that detect conflicts based on complex algorithms have been developed. However, such automated tools are inherently imperfect [4, 5]. NASA’s Center-TRACON Automation System (CTAS) [6] and MITRE’s URET [7] are decision support tools for ground controllers.

CTAS is a system developed by NASA that provides users with airspace capacity improvement, delay reductions and fuel savings by using computer automation to assist controllers in efficiently descending, sequencing, and spacing arriving aircraft. It provides four functions: traffic management advisor, descent advisor, final approach spacing toll, and expedite departure path.
The User Request Evaluation Tool (URET) was developed at MITRE Corporation’s Center for Advanced Aviation System Development (CAASD) to assist controllers with detection and resolution of predicted problems. URET combines real-time flight plan and track data (from the ARTCC Host computer) with site adaptation, aircraft performance characteristics, and winds and temperatures (from the National Weather Service) in order to construct four-dimensional flight profiles. It also adapts each trajectory to the observed behavior of aircraft (speed, climb and descent rate) [7]. URET uses its predicted trajectories to continuously check for conflicts up to 20 minutes into the future and displays an alert to the appropriate sector. It also provides a trial plan which allows a controller to check a desired flight plan amendment for potential conflicts before issuing a clearance. [3]

Combined with the innately probabilistic nature of conflict detection and the asymmetrical valuing of the two erroneous outcomes, misses and false alarms —that is, situations that would not develop into an actual conflict, or would resolve naturally in the appropriate time horizon —automated conflict alerting systems frequently produce large numbers of false alarms that again contribute to increased workload of the human controllers overseeing the system. Such probabilistic uncertainty associated with automated decision aids greatly reduces their usability and acceptability in the workplace; conversely, improvements in the reliability (i.e., reduced false alarm rates) of automated conflict detection systems will help to bring about their full potential in increasing the system capacity without undue drawbacks in controller workload and trust. The interaction of the continuous dynamics of the aircraft, used for prediction purposes, with the discrete conflict detection logic gives rise to the hybrid nature of the overall system. The introduction of the probabilistic element, common to decision alerting and aiding
devices, places the conflict detection and resolution problem in the domain of probabilistic hybrid phenomena.

1.2 Hybrid System

Hybrid systems involve both continuous dynamics as well as discrete phenomena. The continuous dynamics of hybrid systems, generally given by differential equations, may be continuous-time, discrete-time, or mixed. The discrete variable dynamics of hybrid systems are generally governed by a digital automaton, or an input-output transition system with a countable number of states. We can assume a hybrid system to a run with a sequence of steps. The system evolves continuously, within each step, until a transition occurs. Transitions are instantaneous state changes that separate continuous state evolutions.

Due to the inherent uncertainty existing in real world problems, stochastic hybrid and switched modeling formalisms [8] are prevalent in the representation of physical systems. Stochastic hybrid systems arise in numerous applications of systems with multiple nodes, such as flexible manufacturing system, air traffic management, etc. This idea is not new and many models of stochastic hybrid systems have been proposed. The major point of distinction lies in the manner in which the randomness or stochasticity is incorporated into the model.

Generally, the data received for conflict detection purposes is noisy, and limited in its scope (i.e. position, speed and heading). Fortunately, aircraft behavior can be characterized by several standard flight modes, such as steady level flight, climbing flight, turning flight, etc. However, due to the noise associated with the flight track data, and the lack of intent information,
it is often difficult to determine whether a given aircraft is adhering to its declared flight plan. In order to estimate the mode of flight, the observed position, speed and heading data must be analyzed, and a probabilistic distribution over the possible modes must be determined. This task lends itself to the framework of Hidden Markov Modeling (HMM), which is used here to detect flight mode changes.

1.3 Hidden Markov Models

The Hidden Markov Model [9] is comprised of a finite set of states, each of which is associated with a (generally multidimensional) probability distribution. Transitions among the states are governed by a set of probabilities called transition probabilities. In a particular state an outcome or observation can be generated, according to the associated probability distribution. It is only the outcome, not the state, that is visible to an external observer: therefore the states of the system are hidden from the observer, hence the name Hidden Markov Model.

Hybrid Input/Output Automata, HIOAs, are used in description and analysis of hybrid systems. We use the HIOA framework developed in Ref. 10.

1.4 Hybrid Input/Output Automata (HIOA)

HIOA is an automaton framework for describing discrete and continuous behavior. The simplest HIOA consists of sets of internal variables, internal
actions, transitions and trajectories. Valuations of the internal variables define the states of the automaton, which can change continuously over a period of time (trajectories) and discretely through transitions. The behavior of an HIOA is modeled as an alternating sequence of actions and trajectories, referred to as an execution. An HIOA is a nondeterministic automaton which can communicate both discretely (through shared actions) and continuously (through shared variables) with other HIOAs. The external interface of the HIOA is defined by adding sets of input and output variables and input and output actions. The externally visible behavior corresponding to an execution, called a trace, is obtained by removing all the internal variables and actions from the execution.

In HIOAs, uncertainties are captured as nondeterministic choices. Nondeterminism can describe uncertainty as a set of possible choices. Incorporating probabilities in hybrid systems framework yields a richer language for model construction called Probabilistic Timed I/O Automata (PTIOA), which provides a mathematical framework for modeling and verifying computing systems that interact with uncertain systems. PTIOA supports continuous evolution, nondeterminism, probabilistic transitions, and discrete communications between components.

In order to generate the probability distribution over a set of executions of a hybrid system, the issues of non-determinism must be resolved. If there are several enabled actions for a given state in an execution, one must be chosen via a consistent policy. Possible policies include (i) event chosen independent of execution history, or (oblivious), (ii) event dependent on current state, or (Markovian) (iii) event chosen dependent on execution history, or (history-dependent). Extensive work has been done regarding the first policy [11]. We consider the implementation of a Markovian policy in the context of a
partially observable probabilistic hybrid automata framework, which we call a *Hybrid Hidden Markov Model (HHMM)*. This framework arose through the consideration of the distributed air traffic management problem, where individual airplanes (agents) have full information of their own state and model, but only partial information regarding their neighbors’ states. We utilize the HHMM formalism to address the problem of self-separation of aircraft along a parametrized route in the included example.

### 1.5 Decentralized Conflict Avoidance

In the decentralized air traffic system, each aircraft talks to its closest neighbors, i.e., it has the flight data of its neighboring aircraft. Since there are data dropouts, uncertainties in the data, an unknown time-varying number of maneuvering aircraft and unknown identities, the assumption of full observability does not stand. At each time instant, each aircraft detects potential conflicts with its neighboring aircraft and then makes a decision to resolve conflicts. The combination of probabilistic uncertain dynamics and probabilistic observability yields the probability distribution over the state which is called a belief state.

The mathematical definition of the decentralized conflict detection algorithm for an aircraft, represented by an HIOA, which then receives as inputs the position, velocity and heading of all aircraft within sensor range, allows for the aircraft in question to run HHMMs of each aircraft, and to probabilistically predict what mode of the HIOA each sensed aircraft has engaged. This allows for proactive conflict detection and resolution maneuvers that can be enacted by each aircraft, without involving overt communication between aircraft.
1.6 Thesis Outline

In the next chapter, a literature review of the state of the art techniques in stochastic hybrid modeling, probabilistic conflict detection and intent information are outlined. Chapter four provides the theoretical background for Hidden Markov Modeling, and the types of problems best suited for this formalism. The hybrid hidden Markov model (HHMM) is introduced chapter five along with presenting the HIOA and PTIOA frameworks and their properties. A description of the air traffic data and sector area being used is given in chapter six. The model which uses intent information in the HHMM is described here as well. The models derived and their efficacy as well as the comparison between HMM and other approaches are then discussed in this chapter. In chapter seven, a decentralized conflict avoidance algorithm using the HHMM framework and the HIOA language is developed. Conclusions and future work are outlined in chapter eight.
Chapter 2

Survey of the Field

2.1 Probabilistic Conflict Detection Algorithms

In this section we present a brief review of some of the work done in probabilistic conflict detection. Kuchar and Yang [12] present an excellent survey of over 60 different conflict detection and resolution schemes, where these methods are classified according to a taxonomy that includes dimensions of state (vertical, horizontal or both), prediction methods (nominal, worst-case or probabilistic), conflict detection threshold, conflict resolution methods and maneuvers, and conflict management (pairwise or global).

Carpenter and Kuchar [13] have developed a prototype airborne collision alerting logic for aircraft on approach to closely-spaced parallel runways. The alerting decision is based on the estimated probability of a collision (using a series of Monte Carlo simulations), in contrast to using a standard spatial or temporal alerting criterion (Traffic Alert and Collision Avoidance System (TCAS) or Precision Runway Monitoring (PRM)) to avoid large time delays and also unacceptable false alert rates. The authors have developed a dynamic model of aircraft on approach that includes uncertainties in sensor measurement and in the intentions of the aircraft. In this model having knowledge of the relative position, speed, heading and turn rate of parallel
traffic is important to determine whether a situation is hazardous. Here the threatened aircraft follows a normal approach path while the intruder follows either a normal or a blunder approach path. In case of an alert, the climbing-turn maneuver is initiated. Since this is an airborne probabilistic logic, as the authors mention, the pilot may have some difficulties in understanding why alerts occur. This may result in a lack of trust in the system, hence a decrease in its efficiency.

Paielli and Erzberger [14,15] present a method that accurately estimates the probability of conflict for aircraft pairs in free flight. They make two important assumptions: First, the prediction errors are approximated as normally distributed. Hence, the two error covariances of the aircraft pair can be combined into a single covariance of their relative position. Paielli and Erzberger [14,15] assign this combined covariance to one of the aircraft, referred to as the stochastic aircraft, while the other aircraft (reference aircraft) is regarded to have no positional uncertainty. Secondly, it is assumed that the planned velocities and prediction errors of both aircraft are constant throughout the encounter or the period of potential conflict. The probability of conflict is then determined as the intersection of the ellipse corresponding to the combined error covariance and the circular conflict zone (5 nmi radius). By projecting the circular conflict zone along a line parallel to the relative velocity, an extended conflict zone is formed. The total probability of the encounter is the intersection of the combined error ellipse and this extended conflict zone. With a coordinate transformation the combined error ellipse transforms into a unit circle, which simplifies the probability computation and leads to an analytical computation of the total probability of conflict, which in turn can be used to find the optimal time to initiate a resolution maneuver. Paielli [16] tests the conflict detection scheme proposed in Ref. 14
using actual flight data, considering only aircraft pairs in level flight over FL290.

Blin et al. [17] propose different aircraft position error models that they tune by reproducing the results obtained in Ref. 14, 15. Their models are based on three considerations: (1) a position error normally distributed with a constant rate that grows linearly with time, (2) a position error resulting from a velocity error modeled as a Brownian process, and (3) a position error resulting from an acceleration error modeled as a Brownian process. According to the authors, a combination of these three models is a possible solution. This new position error model is generic and can be used for different probabilistic methods. In Ref. 18 the authors have developed an environment to quantitatively evaluate and compare three different conflict detection algorithms (geometric, probabilistic and enhanced probabilistic). They use minimum horizontal separation expansion and altitude shift to create conflicts with real air traffic data. Like Ref. 16, the authors develop their prediction error model with simple trajectory prediction, i.e., straight paths at constant speed. It is shown that the modifications to the error model of Ref. 14 proposed in Ref. 17 result in a decrease of the missed detection rate while maintaining the false alarm rate.

Prandini et al. [19] present a decentralized algorithm for CD&R. In this model, randomized optimization is used for estimating the criticality measure, that is, the maximum instantaneous probability of conflict, and formulating a conflict detection algorithm for two aircraft encounters. The advantage of randomized techniques is that they tend to be computationally efficient.

Hwang et al. [20] use the trajectory prediction error model proposed in Ref. 14 to develop a conflict detection algorithm which is based on hybrid
models of aircraft. For flight mode estimates they propose a modified version of the Interacting Multiple Model (IMM) algorithm [21, 22] called Residual Mean IMM. This work is restricted to two dimensions.

2.2 Stochastic Hybrid Systems (SHS)

Due to the inherent uncertainty existing in real world problems, stochastic hybrid and switched modeling formalisms [8, 23–25] are prevalent in the representation of physical systems. Stochastic hybrid systems arise in numerous applications of systems with multiple nodes, such as flexible manufacturing system, air traffic management, etc. This idea is not new and many models of stochastic hybrid systems have been proposed (see Ref. [26] for an overview). The major point of distinction lies in the manner in which the randomness or stochasticity is incorporated into the model.

One choice in modeling stochastic hybrid systems is to replace the deterministic dynamics by a stochastic differential equation. In this case, starting from a fixed initial state, depending on the solutions of the stochastic equations, different guards can be activated. Hence different discrete transitions occur randomly, although the discrete state is deterministic [27].

Another choice is to replace the deterministic transitions between discrete states by random ones governed by some prescribed probabilistic law. Two types of discrete transitions are studied in different models. The first occur at the boundaries of the state space, where continuous evolution becomes impossible. These transitions are called forced transitions. The second class of transitions, known as spontaneous transitions, can take place in the interior of the state space at random times (e.g. using a generalized Poisson process) [24].
Some stochastic hybrid models allow diffusion to model continuous evolution (Switched Diffusion Processes [28, 29]; Stochastic Hybrid Systems [27]) while others do not (e.g. Piecewise Deterministic Markov Processes [30]). Some models only allow forced transitions [27], others allow random time transitions [28], while still others allow both. Next, some stochastic hybrid models are reviewed.

2.2.1 Piecewise Deterministic Markov Processes (PDMP)

Piecewise Deterministic Markov Processes (PDMP) are a model of stochastic hybrid systems in which randomness occurs only in the discrete transitions. The evolution of the continuous state is according to a deterministic nonlinear differential equation, but transitions occur either when the state hits the state space boundary (guards), or according to a generalized Poisson process. After each transition the hybrid system is reset instantaneously according to a probability distribution which depends on the state before the transition [29].

2.2.2 Switched Diffusion Process (SDP)

A controlled switching diffusion is an example of a hybrid system that arises in numerous applications like fault-tolerant control systems, multiple target tracking and flexible manufacturing systems. The continuous state is governed by a stochastic differential equation (controlled diffusion process), while the discrete state is a controlled Markov chain which its transition matrix depends on the continuous state. Also the continuous state jumps at random times. The characteristic feature of SDP is that the continuous state
evolves without jumps, i.e. it can be assumed to be a continuous function of time [24,28].

2.2.3 Polynomial Stochastic Hybrid Systems (PSHS)

Stochastic Hybrid Systems (SHS) are a class of nonlinear stochastic continuous time hybrid dynamical systems. They are characterized by a hybrid state defined by continuous and discrete states. The continuous state evolves according to a stochastic differential equation that depends on the hybrid state. The discrete dynamics produces transitions in both continuous and discrete states. Transitions are either forced or spontaneous. After each transition, the hybrid state is reset instantaneously to a new value according to a probability law depending on the pre-jump location. This class allows diffusion processes in the continuous evolution, spontaneous discrete transitions, forced transitions, and probabilistic reset of the hybrid state as a result of discrete transitions [30].

PSHS generally correspond to stochastic SHS with polynomial continuous vector fields, reset maps, and transition intensities. For this model both the continuous and the discrete component of the hybrid state are stochastic processes. The evolution of the continuous state is determined by a stochastic differential equation and the discrete state is governed by a transition or reset map. These discrete transitions are triggered by stochastic events (like transitions in PDMP) [25].

Although SHS can model large classes of systems, their formal analysis presents significant challenges, such as having an analytical solution for the partial differential equations that express the evolution of the probability distribution function for the states. But in the PSHS model, an infinite
vector is created that contains the probabilities of all discrete modes and the multi-variable statistical moment of the continuous state. The dynamics of this vector are governed by an infinite-dimensional linear ordinary differential equation. It is shown in Ref. [25] that these linear ODEs can sometimes be approximated by a finite-dimensional nonlinear ODE with relative precision.

### 2.3 Intent Information

In predicting the potential of future loss of separation between two aircraft it is imperative to know the respective intentions of the aircraft (e.g., will they continue on their present straight-line trajectories, or will one or both change altitudes and/or headings, etc.). Human controllers may infer aircraft intentions from the filed flight plans but also possess large amounts of intent information from their communications with pilots as well as their own planning processes. The latter two sources of information are clearly extremely valuable in this task due to their greater immediacy and because flight plans are frequently changed via voice communications, based on controllers’ active planning of traffic flows. Automated systems have access to flight plan information but not to moment-to-moment information exchanges between controllers and pilots via voice radio, and obviously not to controllers’ covert planning processes, and therefore are in certain disadvantage compared to human controllers.

Some CD&R algorithms have used intent information to predict the future position of an aircraft. These algorithms may use different types of intent information. Predefined flight plans and ATC clearances are called implicit intent information. Implicit intent is available via a filed flight plan, and/or communications between the ATC controller and the pilot. Infor-
mation exchange between two or more aircraft or between aircraft and ATC through digital data link provides the explicit form of intent. The Flight Management System (FMS) flight plans are explicit intent. FMS route information consists of the position of each waypoint, the estimated speed at each waypoint and the estimated time of arrival at each waypoint.

In Ref. 31 the initial set of explicit intent information, transferred via data link between aircraft, required to perform conflict detection is described. Kuchar and Yang [32] describe some of the fundamental issues that arise in CD&R problems involving intent by developing a generalized model of conflict detection when intent information is available. Their model is composed of a strategic model (economic-based) and a tactical one (safety-based).

In Ref. 33 a method to compute the probability of conflict in the presence of intent information and trajectory uncertainties is described. This approach relies on Monte Carlo simulations using a series of straight-line trajectories. They use a series of Monte Carlo simulations for various trajectory errors and intent information.

Carreno and Munoz [34] present an intent based conflict detection algorithm as well. They use published data to predict aircraft future locations. Their intent based conflict detection algorithm utilizes intent projection when the aircraft is on a nominal path, otherwise it reverts to state projection when the aircraft diverts from its nominal path by more than a predetermined margin. This algorithm reduces the number of false alarms as opposed to state based conflict detection algorithms.

Zhao et al. [35] propose several classifications of pilot intent models. They specify four groups of intent parameters: motive intent, objective intent, trajectory intent, and cost intent. Motive intent can be used to predict
aircraft trajectories in a short time, in turn objective intent can reduce the number of false alarms when used in tactical CD&R aids.

Conformance monitoring in air traffic control is required to detect deviations of aircraft from their assigned trajectories. This promotes safety, security, and efficiency. In Ref. 36 fault detection techniques are used for conformance monitoring, where non-conforming behavior of an aircraft is considered a fault. Use of this approach and the insight gained through it is demonstrated by simple implementations of the framework with flight-test data.

Krozel and Andrisani [37] present a method for inferring the intent of a pilot in real time. Their method is based on artificial intelligence and links weather state information, special-use airspace region boundaries and other factors to the inferred intent. This technique can be used for conformance monitoring as well but has not been extended to this application as of yet.
A hidden Markov model (HMM) has two stochastic components: a finite-state Markov chain and a finite set of output probability distributions. In other words an unobservable stochastic process (hidden) that can only be observed through another set of stochastic processes that generate the sequence of observations.

The basic theory of HMMs was introduced in the late 1960s by Baum and his colleagues [38–41]. In the classic paper of L.R. Rabiner [9] an introduction to the theory of HMMs and their application in speech recognition has been presented. In this work, an example of an HMM is introduced where there is a collection of $N$ urns, each containing a different proportion of colored balls with $M$ possible colors for each ball. The observation sequence occurs by choosing a new urn based on only the previously chosen urn, and then choosing with replacement a ball from this new urn. The ball choices are observable but the sequence of urn choices are hidden.

HMMs are currently being used in automatic speech recognition [42–44], language modeling [45, 46], biological sequence analysis [47], network intrusion detection systems [48, 49] and various other applications.
3.1 Discrete Markov Processes

Consider a system with a set of $N$ states, $S = \{s_1, s_2, \ldots, s_N\}$. At any given time, the system is in one of the states and moves to another state in the next time step according to a set of probabilities associated with the state. If the process is a first order Markov chain, the transition probability does not depend upon which states the chain was in before the current state, i.e.,

$$a_{ij} = P\{q_{t+1} = j \mid q_t = i\}, \quad 1 \leq i, j \leq N$$

The state transition probabilities have the following properties:

$$a_{ij} \geq 0, \quad 1 \leq i, j \leq N$$

$$\sum_{k=1}^{M} a_{ij} = 1, \quad 1 \leq i \leq N$$

Since the output of the process is the set of states at each instant of time and each state corresponds to a physical, i.e., observable, event, this stochastic process can be called an observable Markov model.

3.2 Hidden Markov Model

The Hidden Markov Model [9, 42, 50–53] is comprised of a finite set of states, each of which is associated with a (generally multidimensional) probability distribution. Transitions among the states are governed by a set of probabilities called transition probabilities. In a particular state an outcome or observation can be generated, according to the associated probability distribution. It is only the outcome, not the state, that is visible to an external
observer: therefore the states of the system are hidden from the observer, hence the name Hidden Markov Model.

In order to define the HMM completely, the following five elements are needed:

1) The number of states of the model, \( N \) (although the states are hidden).

2) The number of distinct observation symbols per state, i.e, the discrete alphabet size, \( M \). If the observations are continuous then \( M \) is infinite.

3) The state transition matrix, \( \Lambda = \{a_{ij}\} \), and the set of state transition probabilities,

\[
a_{ij} = P \{q_{t+1} = j | q_t = i\}, \quad 1 \leq i, j \leq N
\]

where \( q_t \) denotes the current state. Transition probabilities should satisfy the normal stochastic constraints,

\[
a_{ij} \geq 0, \quad 1 \leq i, j \leq N \quad \text{and} \quad \sum_{k=1}^{M} a_{ij} = 1, \quad 1 \leq i \leq N.
\]

4) A probability distribution in each of the states, \( B = \{b_j(k)\} \) where

\[
b_j(k) = P \{o_t = v_k | q_t = j\}, \quad 1 \leq j \leq N, \quad 1 \leq k \leq M,
\]

where \( v_k \) denotes the \( k^{th} \) observation symbol in the alphabet, and \( o_t \) is the current observation. The following stochastic constraints must be satisfied.

\[
b_j(k) \geq 0, \quad 1 \leq j \leq N, \quad 1 \leq k \leq M \quad \text{and} \quad \sum_{k=1}^{M} b_j(k) = 1, \quad 1 \leq j \leq N.
\]
5) The initial state distribution, \( \Pi = \{\pi_i\} \) where,

\[
\pi_i = P\{q_1 = i\}, \quad 1 \leq i \leq N.
\]

Therefore we can use the compact notation \( \lambda = (\Lambda, B, \Pi) \) to denote an HMM with discrete probability distributions.

### 3.2.1 The three basic problems for HMMs

There are three basic problems for HMMs that are useful in real-world applications. Given the model parameters, the evaluation problem involves computing the probability of a particular output sequence and is solved using the forward algorithm. The decoding problem entails determining the hidden sequence most likely to have generated a sequence of observations, and is solved by the Viterbi algorithm. In the learning problem, the model parameters that are most likely to have generated a sequence of observations are determined using the Baum-Welch algorithm.

1) Given a model \( \lambda = (\Lambda, B, \Pi) \) and the observation sequence \( O = o_1o_2\ldots o_T \), how do we efficiently compute the probability of the observation sequence, \( P\{O | \lambda\} \)?

2) Given a model \( \lambda = (\Lambda, B, \Pi) \) and the observation sequence \( O = o_1o_2\ldots o_T \), what is the most likely state sequence in the model, \( Q = q_1q_2\ldots q_T \) that produces the observations?

3) Given a model \( \lambda = (\Lambda, B, \Pi) \) and the observation sequence \( O = o_1o_2\ldots o_T \), how should we adjust the model parameters in order to maximize \( P\{O | \lambda\} \)?
3.2.2 The Decoding Problem and the Viterbi Algorithm

The solution to the decoding problem depends upon the way the "most likely state sequence" is defined. One approach is to find the most likely state $q_t$ at time $t$ and to concatenate all such $q_t$’s. However this method does not necessarily give a physically meaningful state sequence. Therefore we use another method, commonly known as the Viterbi algorithm, where the entire state sequence with the maximum likelihood is found. In order to facilitate this computation, we define an auxiliary variable, which gives the highest probability that a partial observation sequence and state sequence up to time $t$ can have, given that the current state is $i$.

$$\delta_t(i) = \max_{q_1, q_2, \cdots, q_{t-1}} P\{q_1, q_2, \cdots, q_{t-1}, q_t = i, o_1, o_2, \cdots, o_{t-1} | \lambda\}$$  \hspace{1cm} (3.1)

It is easy to observe that the following recursive relationship holds.

$$\delta_{t+1}(i) = b_j(o_{t+1}) \left[ \max_{1 \leq i \leq N} \delta_t(i) a_{ij} \right], \quad 1 \leq i \leq N, \quad 1 \leq t \leq T - 1,$$  \hspace{1cm} (3.2)

where, $\delta_1(j) = \pi_j b_j(o_1), \quad 1 \leq j \leq N$.

So, the procedure to find the most likely state sequence starts from the calculation of $\delta_T(j)$, $1 \leq j \leq N$, and the state $j^*$, is found where

$$j^* = \arg \max_{1 \leq j \leq N} \delta_T(j).$$  \hspace{1cm} (3.3)

The sequence of states is then back-tracked to find the most likely.

This whole algorithm can be interpreted as a search in a graph whose nodes are formed by the states of the HMM in each of the time instants.
3.2.3 The Learning Problem

Generally, the learning problem involves adjusting the HMM parameters, so that the given set of observations (called the training set) is represented by the model in the best possible way for the intended application. Thus it is clear that the ”quantity” we wish to optimize during the learning process differs depending on the nature of the application. In other words, there may be several optimization criteria for learning, out of which a suitable one is selected depending on the application.

There are two main optimization criteria found in the literature; Maximum Likelihood (ML) and Maximum Mutual Information (MMI). The solution to the learning problem under the Maximum Likelihood method is described below.

In ML we try to maximize the probability of a given sequence of observations \( O^w \), belonging to a given class \( w \), given the HMM \( \lambda_w \) of the class \( w \), with respect to the parameters of the model \( \lambda_w \). This probability is the total likelihood of the observations and can be expressed mathematically as

\[
L_{tot} = P \{ O^w | \lambda_w \}. \tag{3.4}
\]

Since we consider only one class \( w \) at a time, we can drop the subscript and superscript \( w \)’s.

However, there is no known way to analytically solve for the model \( \lambda = (\Lambda, B, \pi) \), which maximizes the quantity \( L_{tot} \). Nonetheless, we can
choose model parameters such that it is locally maximized, using an iterative procedure, like the Baum-Welch method, which is described below.

This method can be derived using simple “occurrence counting” arguments, or using calculus to maximize the auxiliary quantity

\[ Q(\lambda, \bar{\lambda}) = \sum_q P\{q | O, \lambda\} \log \left[ P\{O, q, \bar{\lambda}\} \right]. \quad (3.5) \]

A special feature of this algorithm is that it is guaranteed to converge.

To describe the Baum-Welch algorithm, also known as the Forward-Backward algorithm, we define two auxiliary variables, in terms of the classical forward and backward variables, \( \alpha_t(i) \) and \( \beta_t(j) \) respectively.

\[
\alpha_t(i) = P\{o_1, \cdots, o_t, q_t = i | \lambda\} \quad (3.6)
\]

\[
\alpha_{t+1}(i) = \sum_{i=1}^{N} \alpha_t(i) a_{ij} b_j(o_{t+1}) \quad 1 \leq j \leq N, \ 1 \leq t \leq T - 1 \quad (3.7)
\]

\[
\beta_t(j) = P\{o_{t+1}, \cdots, o_T | q_t = j, \lambda\} \quad (3.8)
\]

\[
\beta_t(j) = \sum_{j=1}^{N} a_{ij} b_j(o_{t+1}) \beta_{t+1}(j) \quad 1 \leq i \leq N, \ t = T - 1, T - 2, \cdots \quad (3.9)
\]

The first variable is defined as the probability of being in state \( i \) at time \( t \) and in state \( j \) at time \( t + 1 \). Formally,

\[
\xi_t(i, j) = P\{q_t = i, q_{t+1} = j | O, \lambda\}. \quad (3.10)
\]

This is the same as,

\[
\xi_t(i, j) = \frac{P\{q_t = i, q_{t+1} = j | \lambda\}}{P\{O | \lambda\}}. \quad (3.11)
\]
Using forward and backward variables this can be expressed as,

\[ \xi_t(i, j) = \frac{\alpha_t(i) a_{ij} \beta_{t+1}(j) b_j(o_{t+1})}{\sum_{i=1}^N \sum_{j=1}^N \alpha_t(i) a_{ij} \beta_{t+1}(j) b_j(o_{t+1})}. \] (3.12)

The second variable is the \textit{a posteriori} probability,

\[ \gamma_t(i) = P \{ q_t = i | O, \lambda \}, \] (3.13)

that is the probability of being in state \(i\) at time \(t\), given the observation sequence and the model. In forward and backward variables this can be expressed by,

\[ \gamma_t(i) = \frac{\alpha_t(i) \beta_t(i)}{\sum_{i=1}^N \alpha_t(i) \beta_t(i)}. \] (3.14)

One can see that the relationship between \(\gamma_t(i)\) and \(\xi_t(i, j)\) is given by,

\[ \gamma_t(i) = \sum_{j=1}^N \xi_t(i, j), \quad 1 \leq i \leq N, \quad 1 \leq t \leq M. \] (3.15)

Now it is possible to describe the Baum-Welch learning process, where parameters of the HMM are updated in such a way as to maximize the quantity, \(P \{ O | \lambda \}\). Assuming a starting model \(\lambda = (\Lambda, B, \pi)\), we recursively calculate and update the HMM parameters according to Eqs. 3.16-3.18, known as re-estimation formulae.

\[ \bar{\pi}_i = \gamma_1(i), \quad 1 \leq i \leq N \] (3.16)

\[ \bar{a}_{ij} = \frac{\sum_{t=1}^{T-1} \xi_t(i, j)}{\sum_{t=1}^{T-1} \gamma_t(i)}, \quad 1 \leq i \leq N, \quad 1 \leq j \leq N \] (3.17)

\[ \bar{b}_j(k) = \frac{\sum_{t=1,o_t=k}^T \gamma_t(j)}{\sum_{t=1}^T \gamma_t(i)}, \quad 1 \leq j \leq N, \quad 1 \leq k \leq M \] (3.18)
The Baum-Welch algorithm is guaranteed to converge, thereby finding a local maxima.

If we now allow the states of the HMM to be represented by continuous, probabilistic functions, the models become Hybrid Hidden Markov Models (HHMM) which are described in the next chapter.
Chapter 4

Hybrid Hidden Markov Models

In the previous chapter, we studied hidden Markov models. If we now allow the states of the HMM to be represented by continuous, probabilistic functions, the models become Hybrid Hidden Markov Models (HHMM). Thus, an HHMM can be used in conjunction with past flight data in a TRACON in order to model the conformance of aircraft to flight paths, or to detect when individual aircraft change their mode of flight (e.g. when an aircraft changes its flight path from steady level flight, to climbing flight etc.).

4.1 Hybrid Automata

A hybrid automaton is a state machine whose states can change by discrete transitions, which result in an instantaneous change of state, or by continuous trajectories, which express the evolution of the state over time intervals.

**Definition 4.1.1** A hybrid automaton, HA, is composed of the seven-tuple:

\[
HA = (W, X, Q, \Theta, E, H, D, T)
\]  

where,

- The sets W and X are disjoint from each other and correspond to external and internal variables, respectively. The set of variables is
defined as $V = W \cup X$.

- $Q$ represents the set of states, $Q \subset val(X)$.

- $\Theta$ is the non-empty set of start states, $\Theta \subseteq Q$.

- The set of actions $Ac$ consists of a set $E$ of external actions and a set $H$ of internal actions which are disjoint from each other.

- The set $D$, of discrete transitions, $D \subseteq Q \times Ac \times Q$, is often denoted in shorthand by $x \xrightarrow{a} x'$. If $x \xrightarrow{a} x'$, it is said that $a$ is enabled in $x$.

- $T$ is the set of trajectories for $V$. For a trajectory $\tau \in T$, the first and last (if $\tau$ is closed) states are denoted by $\tau.f\text{state}$ and $\tau.l\text{state}$ respectively. The set $T$ satisfies the following closure properties.

  - $P_1$ Prefix Closure: For every $\tau \in T$ and every prefix $\tau'$ of $\tau$, $\tau' \in T$.
  
  - $P_2$ Suffix Closure: For every $\tau \in T$ and every suffix $\tau'$ of $\tau$, $\tau' \in T$.
  
  - $P_3$ Concatenation Closure: If $\tau_0, \tau_1, \cdots \in T$ is a sequence of trajectories such that $\tau_i.l\text{state} = \tau_{i+1}.f\text{state}$, then their concatenation is also in $T$.

These closure properties are needed for parallel composition of hybrid automata. In a composed system, any trajectory of any automaton can be interrupted at any time by a discrete transition of another automaton. Prefix closure ensures that the part of trajectory up to the transition is a trajectory, while the remainder being a trajectory is guaranteed by suffix closure. And finally the concatenation closure is required so that the automaton can follow changes in its continuous dynamics.
Note: Each variable (a component of the system’s state) \( v \) is associated with a static type and a dynamic type. The static type of \( v \), \( type(v) \), is the set of values that \( v \) can take. \( val(V) \) is the set of all valuations of \( V \) and a valuation is a function that associates for each \( v \in V \) a value in \( type(v) \).

### 4.1.1 Executions and Traces

Execution fragments and traces are used to describe the behavior of the automata. An execution fragment of a hybrid automaton is an \((Ac,V)\)-sequence (action-trajectory sequence)

\[
\alpha = \tau_0 a_1 \tau_1 a_2 \tau_2 \cdots
\]

where

- Each \( \tau_i \in T \)
- Each \( a_i \in Ac \)
- If \( \tau_i \) is not the last trajectory in \( \alpha \), then the last state in \( \tau_i \) can map, under some action \( a_{i+1} \), to a first state in some trajectory \( \tau_{i+1} \);
  \( \tau_i.lstate \xrightarrow{a_{i+1}} \tau_{i+1}.fstate \).

An execution fragment records all the details of a particular run of a system, including all the discrete state changes and also the changes to the state and external variables as time advances. The set of execution fragments of \( HA \) is denoted by \( \text{frags}_{HA} \). An execution fragment \( \alpha \) is called an execution if the first state of \( \alpha \) is a start state of the hybrid automaton \( HA \). The set of executions of \( HA \) is defined as \( \text{execs}_{HA} \). A state of the hybrid automaton is reachable if it is the last state of some execution of the automaton.
invariant property (or an invariant) is a predicate on the state variables that is true in all reachable states.

Traces capture the externally visible behavior of a hybrid automaton. Traces record external actions and the trajectories that describe the evolution of external variables. The trace of an execution fragment $\alpha$, $\text{trace}(\alpha)$, is the $(E,W)$-restriction of $\alpha$, i.e., the restriction of $\alpha$ to the external actions and external variables. A trace fragment of a hybrid automaton $HA$, from a state $x$ of $HA$, is the trace of an execution fragment of $HA$ whose first state is $x$. A trace of $HA$ is the trace of an execution of $HA$. The set of traces of $HA$ is defined as $\text{traces}_{HA}$.

Definition 4.1.2 Hybrid automata $HA_1$ and $HA_2$ are said to be comparable if $W_1 = W_2$ and $E_1 = E_2$, i.e., they have the same external interface. Furthermore, if $HA_1$ and $HA_2$ are comparable, then $HA_1$ implements $HA_2$ if $\text{traces}_{HA_1} \subseteq \text{traces}_{HA_2}$.

4.1.2 Composition

Parallel composition is an operation on hybrid automata, which allows an automaton representing a complex system to be constructed by composing automata representing individual system components. The composition operation in Ref. 10 identifies external actions with the same name in different component automata, and likewise for external variables. When any component automaton performs a discrete step which involves an action $a$, all the other automata that have $a$ in their action sets do the same. Similarly, when any component automaton performs a trajectory which involves a particular evolution of values for an external variable $v$, then all the other automata that have $v$ in their variable set do the same.
In Ref. 10, composition is defined as a partial, binary operation on hybrid automata. Since internal actions of an automaton $HA_1$ are intended to be unobservable by any other automaton $HA_2$, $HA_1$ is composed with $HA_2$ only if the internal actions of $HA_1$ are disjoint from the actions of $HA_2$. Likewise, disjointness of the internal variables of $HA_1$ and the variables of $HA_2$ is required.

**Definition 4.1.3** Hybrid automata $HA_1$ and $HA_2$ are said to be compatible if $H_1 \cap A_2 = H_2 \cap A_1 = \emptyset$ and $X_1 \cap V_2 = X_2 \cap V_1 = \emptyset$.

**Definition 4.1.4** If $HA_1$ and $HA_2$ are compatible, then their composition $HA_1 \parallel HA_2$ is defined to be the structure $HA = (W, X, Q, \Theta, E, H, D, T)$ where:

- $W = W_1 \cup W_2$ and $X = X_1 \cup X_2$.
- $Q = \{x \in \text{val}(X) | (x|_{X_1}) \in Q_1 \land (x|_{X_2}) \in Q_2\}$.
- $\Theta = \{x \in \text{val}(X) | (x|_{X_1}) \in \Theta_1 \land (x|_{X_2}) \in \Theta_2\}$.
- $E = E_1 \cup E_2$ and $H = H_1 \cup H_2$.
- For each $x$, $x' \in Q$ and each $a \in A$, $x \xrightarrow{a} x'$ iff for $i = 1, 2$, either
  - $a \in A_i$ and $x|_{X_i} \xrightarrow{a} x'|_{X_i}$ or
  - $a \notin A_i$ and $x|_{X_i} = x'|_{X_i}$.
- $T \subseteq \text{trajs}(V)$ is given by $\tau \in T \iff \tau|_{V_1} \in T_1 \land \tau|_{V_2} \in T_2$. 
The next theorem states that the class of hybrid automata is closed under composition.

**Theorem 4.1.5** If $HA_1$ and $HA_2$ are hybrid automata, then $HA_1 \| HA_2$ is a hybrid automaton.

The proof is found in Ref. 10. A projection lemma derived from this theorem states that the executions of a composition of hybrid automata project to give the executions of the component automata.

### 4.2 Hybrid Input/Output Automata (HIOA)

HIOAs are used in description and analysis of hybrid systems. This model is based on the concept of infinite state machines whose states can change by discrete actions or by continuous trajectories [10]. The HIOA model is a refinement of the hybrid automaton where external actions and variables consist of input and output actions and variables.

**Definition 4.2.1** A *hybrid input/output automaton* $\mathcal{A} = (HA, U, Y, I, O)$ consists of

- A hybrid automaton $HA$ (4.1).
- A set $U$ of input variables and a set $Y$ of output variables, $W = U \cup Y$. As before, $V = W \cup X$. The set $Z = X \cup Y$ is called the set of locally controlled variables.
• A set $I$ of input actions and a set $O$ of output actions, $E = I \cup O$. As before $Ac = E \cup H$. The actions in the set $L = H \cup O$ are called locally controlled actions.

In Addition $\mathcal{A}$ satisfies:

• $E_1$ Input Action Enabling: For every $x \in Q$ and $a \in I$, there exists $x' \in Q$ such that $x \xrightarrow{a} x'$.

• $E_2$ Input Trajectory Enabling: $\mathcal{A}$ should be able to accept any trajectory for the input variables.

Input trajectory enabling states that an HIOA should be able to accept any trajectory, i.e., any trajectory for the input variables, either by letting time advance for the entire duration of the input trajectory, or by reacting with a locally controlled action after some part of the input trajectory has occurred.

An automaton with distinguished inputs and outputs that does not necessarily satisfy the axioms $E_1$ and $E_2$ is called a pre-HIOA.

An execution of a pre-HIOA $\mathcal{A}$ is defined to be an execution of HA, and a trace of $\mathcal{A}$ is defined to be a trace of HA. Similarly the execution fragments and trace fragments of a pre-HIOA are the execution fragments and trace fragments of the corresponding hybrid automaton.

A pair of HIOAs are comparable if they have the same external interface.

**Definition 4.2.2** Two pre-HIOAs $\mathcal{A}_1$ and $\mathcal{A}_2$ are comparable if $I_1 = I_2$, $O_1 = O_2$, $U_1 = U_2$, and $Y_1 = Y_2$. If $\mathcal{A}_1$ and $\mathcal{A}_2$ are comparable then $\mathcal{A}_1$ implements $\mathcal{A}_2$. 
Since internal actions of an HIOA $A_1$ are intended to be unobservable by any other HIOA $A_2$, $A_1$ is only allowed to be composed with $A_2$ if the set of internal actions and variables of $A_1$ are disjoint from the sets of actions and variables, respectively, of $A_2$. Similarly the disjointness of the sets of output actions of $A_{\infty}$ and $A_{\in}$ and disjointness of the sets of output variables of $A_1$ and $A_2$ is required.

**Definition 4.2.3** Pre-HIOAs $A_1$ and $A_2$ are compatible if $H_1 \cap A_{c2} = H_2 \cap A_{c1} = \emptyset$, $X_1 \cap V_2 = X_2 \cap V_1 = \emptyset$ and $Y_1 \cap Y_2 = O_1 \cap O_2$. If $A_1$ and $A_2$ are compatible pre-HIOAs, then their composition, $A_1 \parallel A_2$, is defined to be the structure $A = (X, Y, U, Q, \Theta, H, O, I, D, T)$ where

- $X = X_1 \cup X_2$ and $Y = Y_1 \cup Y_2$
- $Q = \{ x \in \text{val}(X) \mid x[X_1 \in Q_1 \land x[X_2 \in Q_2] \}$
- $\Theta = \{ x \in Q \mid x[X_1 \in \Theta_1 \land x[X_2 \in \Theta_2] \}$
- $H = H_1 \cup H_2$ and $U = (U_1 \cup U_2) - Y$
- $O = O_1 \cup O_2$ and $I = (I_1 \cup I_2) - O$
- For each $x, x' \in Q$ and each $z \in A_{c}$, $x \xrightarrow{a_{Ac}} x'$ iff for $i = 1, 2$, either (1) $a \in A_{c_i}$ and $x[X_i \xrightarrow{a} x'[X_i]$, or (2) $a \notin A_i$ and $x[X_i]$.
- $T \subseteq \text{traj}(V)$ is given by $\tau \in T \iff \tau \downarrow V_1 \in T_1 \land \tau \downarrow V_2 \in T_2$.

In general, the composition of two HIOAs $A_1$ and $A_2$ is not necessarily an HIOA. This happens when the input variables of $A_1$ are output variables of $A_2$ and vice-versa, and the trajectories of these variables defined by the automata are inconsistent. Hence, the composed $A_1 \parallel A_2$ does not satisfy the input trajectory enabling axiom. Therefore, we have the following weaker theorem [10].
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Theorem 4.2.4 If $A_1$ and $A_2$ are compatible pre-HIOAs then $A_1 \parallel A_2$ is a pre-HIOA.

In the next section we describe the Probabilistic Timed I/O Automata framework which supports continuous evolution of states through trajectories, nondeterministic or probabilistic discrete state transitions (which can be based on continuous distributions), and discrete communications between components.

4.3 Probabilistic Timed Input/Output Automata (PTIOA)

A Probabilistic Timed Input/Output Automaton $A = (X, (Q, \mathcal{F}_Q), \bar{x}, A, D, T)$ consists of [11]:

- A set $X$ of internal or state variables.
- A set $Q \subset \text{val}(X)$ of states, a measurable space $(Q, \mathcal{F}_Q)$ called the state space and the start state $\bar{x} \in Q$.
- Disjoint sets $H$, $I$, and $O$ of internal, input and output actions and the countable set of actions $A = H \cup I \cup O$ ($L = O \cup H$ is the set of local actions and $E = O \cup I$ is the set of external actions).
- A set $D \subseteq Q \times A \times \mathcal{P}(Q, \mathcal{F}_Q)$ of probabilistic transitions.
- A deterministic set $T$ of trajectories for $Q$ which is closed under prefix, suffix, and concatenation.
This closure property is needed for parallel composition of PTIOA, where any trajectory of any automaton can be interrupted at any time by a probabilistic transition of another automaton. Prefix closure ensures that the part of the trajectory up to the transition is a trajectory, while the remainder being a trajectory is guaranteed by suffix closure. Concatenation closure ensures that the automaton can follow changes in its continuous dynamics.

It should be noted that unlike HIOAs, PTIOAs do not have external variables \((W = U \cup Y)\) and it is assumed that they communicate only through shared actions.

Execution fragments and traces are used to describe the behavior of the automata. An execution fragment is an alternating sequence of actions and trajectories which shows all the changes to the state and external variables (in the case of the HIOA) and all discrete state changes while time advances. Traces capture the externally visible behavior of the hybrid automaton and for a PTIOA record the external actions and duration of the intervening time intervals. Hence, the trace of \(\alpha\), \(\text{trace}(\alpha)\), is the \((E, \emptyset)\)-restriction of \(\alpha\).

In the PTIOA framework there are probability measures over the set of executions and traces which in the HHM framework translates into the probability distribution in each of the states.

**Definition 4.3.1** \([11]\) Pre-PTIOAs \(\mathcal{A}_1\) and \(\mathcal{A}_2\) are compatible if \(X_1 \cap X_2 = H_1 \cap A_2 = H_2 \cap A_1 = O_1 \cap O_2 = \emptyset\). If \(\mathcal{A}_1\) and \(\mathcal{A}_2\) are compatible pre-PTIOAs, then their composition, \(\mathcal{A}_1 \parallel \mathcal{A}_2\), is defined to be the structure \(\mathcal{A} = (X, (Q, \mathcal{F}_Q), \bar{x}, A, D, T)\) where

- \(X = X_1 \cup X_2\) and \((Q, \mathcal{F}_Q) = (Q_1 \times Q_2, \mathcal{F}_{Q_1} \otimes \mathcal{F}_{Q_1})\), and \(\bar{x} = (\bar{x}_1, \bar{x}_2)\)
- \(A = A_1 \cup A_2\), \(O = O_1 \cup O_2\), \(I = (I_1 \cup I_2) - O\) and \(H = H_1 \cup H_2\)
• $D \subseteq Q \times A \times P(Q, \mathcal{F}_Q)$ is the set of $((x_1, x_2), a, \mu_1 \otimes \mu_2)$ such that for $i \in \{1, 2\}$ if $a \in A_i$ then $(x_i, a, \mu_i) \in D_i$, otherwise $\mu_i = \delta_{x_i}$.

• $T \subseteq \text{trajs}(V)$ is given by $\tau \in T \Leftrightarrow \tau \downarrow X_1 \in T_1 \land \tau \downarrow X_2 \in T_2$.

**Theorem 4.3.2** If $A_1$ and $A_2$ are pre-PTIOAs then $A_1 \| A_2$ is a pre-PTIOA.

## 4.4 Partially Observable Markov Decision Processes

A Markov decision process (MDP) is a framework for sequential decision making in a stochastic environment, which can be used to model an agent’s synchronous interaction with an environment. In this framework, it is assumed that there is no uncertainty about the agent’s current state. MDPs have been applied in economics, operations research, control systems design and artificial intelligence.

A partially observable Markov decision process (POMDP) is an extension of an MDP, where the state of the system is not fully observable. POMDPs have been applied in robotics, networked control systems [54], dialogue management [55] and hazard avoidance alerting systems [56].

**Definition 4.4.1** A POMDP is a tuple $(S, A, T, R, Z, O)$ where [57]

• $S$ is a finite set of states.

• $A$ is a finite set of actions.

• $T : S \times A \rightarrow \Pi(S)$ is the state transition function, where $T(s, a, s') = P\{s_{t+1} = s' | s_t = s, a_t = a\} \; \forall \; s, s' \in S, \; a \in A$ and $\Pi$ is the probability distribution.
• \( R : S \times A \rightarrow \mathbb{R} \) is the reward function, that gives the expected immediate reward gained by taking each action in each state.

• \( Z \) is a finite set of observations.

• \( O : S \times A \rightarrow \Pi(Z) \) is the observation function, where \( O(s, a, z) = P \{ z_t = z | s_t = s, a_{t-1} = a \} \) \( \forall z \in Z, s \in S, a \in A \).

There are two standard approaches to solving POMDP problems [54]. In the first approach the control action at a given time depends explicitly on the complete history of observations which is called the information state and grows without bound as time progresses. On the other hand, the combination of probabilistic uncertain dynamics and probabilistic observability yields the probability distribution over the state which is called a belief state. In the second approach, the belief state is viewed as another state variable with its own state space (belief space).

### 4.5 Hybrid Hidden Markov Model

In this section, we introduce Hybrid Hidden Markov Models (HHMM) by mapping the PTIOA framework into hidden Markov models. We utilize this technique to preserve the Markov property for state transitions, since an aircraft trajectory can be subdivided into distinct segments, each corresponding to a flight mode, and the switching between flight modes is a finite-state Markov process. From a given state \( x \) of a PTIOA, multiple actions may be enabled, and one of these actions is chosen nondeterministically, which in turn uniquely determines the probabilistic transition at \( x \), and the next state according to the probability distribution. To resolve the nondeterminism, a
scheduler is used which can be independent of the history of the execution (oblivious), history dependent or Markovian.

Conceptually, envision a hidden Markov model that allows for an infinite number of continuous states (which evolve according to continuous differential equations) that can be reduced to a discrete number of abstractions which characterize the modes of the HMM. Using the terminology of the POMDP and PTIOA, we formally define the Hybrid Hidden Markov Model as follows.

**Definition 4.5.1** An HHMM is a tuple \((N, M, H, S, B, \Pi)\) where:

1. \(N\) is the set of states; \(N = Q \subset \text{val}(X)\), where \(X\) is a set of internal or state variables.

2. \(M = E \cup W\) is the union of observable actions defined by the set of external actions (PTIOA), \(E = I \cup O\) (\(I\) and \(O\) are the set of input and output actions, respectively), and the observable part of the state (POMDP), \(W\).

3. \(H\) is the set of internal actions, and \(A = H \cup I \cup O\).

4. \(S\) is the state transition function on the measurable state space \((Q, \mathcal{F}_Q)\) given by

\[
s_{t,t+1} = P \{ q_{t+1} | q_t, a_t \}, \quad q_t \in \text{val}(X(t)), \quad a_t \in A \quad \text{and} \quad S = \{s_{t,t+1}\}.
\]

\[(4.3)\]

5. \(B\) is the distribution on the observable execution trace \(T_{obs} = m_t m_{t-1} \cdots m_{t=0}\) (where \(m_t = \text{val}(M(t))\) such that

\[
b_t(k) = P \{ m_t = \text{val}(E \cup W(t)) | q_t = \text{val}(X(t)) \}, \quad k \in M,
\]

\[(4.4)\]
6. $\Pi = \{\pi_i\}$ is the initial distribution of the state given the initial set of start states $\Theta$

$$\pi_i = P\{q_0 = \theta_i, \theta_i \in \Theta\}.$$  \hspace{1cm} (4.5)

Note that the state transition function employs a Markovian selection process.

If we then consider a simple pictorial description (figure 4.1) of an aircraft which alternates between the modes of steady level flight (represented by the dynamics contained in the circle on the left) and climbing/descending flight (represented by the dynamics contained in the circle on the right), and the non-deterministic transition functions described upon the arrows denoting the random distribution that determines when the system changes modes, given that the guarding conditions upon the arrow is satisfied (since each epsilon denotes a small value), one can see the characteristics of a hybrid hidden Markov model, whose probability distribution on the observable execution trace is unknown.

Thus, given the HHMM $\lambda$ and a sequence of observations $T_{obs}$, we can determine the probability that the observations are generated by the model. Furthermore, given the model $\lambda$ and a sequence of observations $T_{obs}$, we can determine the most likely state sequence in the model that produces the observations using a continuous adaptation of the Viterbi Algorithm. Finally, given a model $\lambda$ and a sequence of observations $T_{obs}$, we can determine how we should adjust the model parameters $\lambda = (\Lambda, B, \Pi)$ in order to maximize $P\{T_{obs} | \lambda\}$ using a continuous adaptation of the Baum-Welch Algorithm. An HHMM can be used in conjunction with actual flight data from a TRACON, in order to model the conformance of aircraft to flight paths, or to detect when individual aircraft change their mode of flight (e.g. when an aircraft
Figure 4.1: Theoretical hybrid hidden Markov model for aircraft in steady level flight or climbing/descending flight changes its flight path from steady level flight, to climbing flight etc.

4.6 Advantages of HHMM to Other Formalisms

Using HHMMs allows us to look at the aircraft mode identification problem as a hybrid system with continuous variables (trajectories) instead of a discrete system. This model is most representative of the actual physical evolution of an aircraft in flight, as it behaves in a continuous manner. When the aircraft trajectories are modeled as continuous, we have an infinite number of states; in order to study them we must use a finite abstraction of the states, which is enabled by the notion of levels of abstraction (or equivalence classes) in the HIOA framework. That is why we can use abstract flight modes, such as steady level flight or accelerating turn, to represent the physical dynamics of
the aircraft. Also, to extend the work into decentralized CD&R (that is, the notion that each aircraft has an HHMM onboard and gets information from its neighboring aircraft), we need these models to be composable, a property that is guaranteed by using the HIOA framework. The receptiveness property of the HIOA does not allow the state machine to block time or to contribute to producing Zeno behavior (infinite number of discrete transitions in a finite time).

Modeling the aircraft dynamics as continuous coupled differential equations allows us to detect mode changes in a more timely fashion. That is, we do not have to wait for the next discrete time interval to update our estimate of the mode of the system. As inputs arrive asynchronously to the HIOA, the boundary between two modes of flight requires that the final valuations of all continuous variables in the prior mode become the initial values in the subsequent mode (unless they are overwritten by the triggering input). The inherent inertia of an HHMM is sufficiently less than that of its equivalent HMM (which is essentially a predictive altitude threshold model). That is, the HHMM is better able to model, then distinguish, between changes attributed to noise and/or disturbances, as opposed to actual changes in commanded flight paths. This is because the HHMM formalism allows for the incorporation of continuous, stochastic elements, such as random walks (wind disturbances) and Gaussian noise.
Chapter 5

Mode Detection Results

5.1 Aircraft Flight Data

We have used two different sets of real flight data, NDMS data and FEWS data, in the evaluation of the HHMM framework.

The FAA System Analysis Recording (SAR) stores all flight and radar information in Air Route Traffic Control Centers (ARTCCs). The SAR data are reduced into reports generated by two computer programs, the Data Analysis Reduction Tool (DART) and National Track Analysis Program (NTAP). A National Airspace System (NAS) Host computer can generate these reports. The NAS Data Management System (NDMS) was developed to organize the text-based NTAP reports into hour-long Microsoft Access database files [58]. Traffic samples used in this paper are from the Indianapolis ARTCC (ZID) for both busy and slow times of day. Each file of the database corresponds to a single aircraft with the aircraft identifier as its name. The data in the files are recorded approximately every six seconds and include

- Digital time (ZULU) in hhmmss format
- Position of the aircraft and its altitude
- Ground speed
The second set of data was obtained from the FAA’s evaluation simulation of Future En route WorkStation (FEWS). The simulations took place during the summer of 2005 at the Research and Development Human Factors Laboratory (RDHFL) at the FAA’s Technical Center at Atlantic City International Airport, NJ. FEWS data includes more information for each aircraft, and the data are recorded approximately every twelve seconds. The additional data that we used for our HHMM at each time instant consists of: true airspeed (kts), indicated airspeed (kts), flight path angle (deg), total weight of the aircraft (lb), thrust (lb), drag (lb), lift coefficient, desired alt (ft), desired heading angle (deg) and desired indicated speed (kts).

One of the difficulties in predicting aircraft positions is modeling the uncertainties. Wind and errors in tracking, navigation, and control affect the future motion of an aircraft. These uncertainties can be modeled as the sum of a large number of independent random perturbations acting in disjoint time intervals and, thus, it is expected to be Gaussian [14, 19].

The fidelity of the data does not allow for the use of comprehensive stochastic models (for wind and/or radar errors). To the best of our knowledge, this is a common occurrence in treatise dealing with actual flight data [16, 59] and is a subject of future work.

The simple linear model used to predict motion along cross-track and
along-track axes for the NDMS data is given below.

\[
\dot{x}(t) = v(t) \sin(\pi - \psi(t)) \\
\dot{y}(t) = v(t) \cos(\pi - \psi(t)),
\]  

(5.1)

where \(x\) is the position of the aircraft on the along-track axis, \(y\) is the position of the aircraft on the cross-track axis, \(v(t)\) is the ground speed of the aircraft at time \(t\), and \(\psi(t)\) is the heading angle of the aircraft at time \(t\).

![Figure 5.1: Position prediction error statistics](image)

To calculate the uncertainty due to Eq. (5.1), the prediction error statistics are computed by using the flight data of 30 aircraft in steady level flight. A prediction time range of 20 minutes (typical look ahead time for mid-range conflict detection algorithms [19]) is divided into 200 six-second intervals, and for each interval the mean, standard deviation, and root mean square (rms) position prediction errors are computed. The rms errors are shown in figure 5.1. These values can be taken as a bound on uncertainty for the linear prediction model (Eq. (5.1)), using the aircraft data in order to estimate future conflicts, and agree with the literature [16]. The standard deviation errors of the along-track and cross-track axes start at 0.154 nmi and 0.19 nmi, respectively, for zero prediction time.
5.2 The Use of Intent Information

To model the flight path of aircraft by automata (finite state machines) two approaches can be taken. In one model each flight mode of aircraft is one state of the automaton and in the other there are only two states; one corresponding to the horizontal flight modes (the flight modes that do not involve any altitude changes, e.g., steady level flight, level turn, speed up/down and etc.) and the other state representing the vertical flight modes (the flight modes that necessarily include altitude changes, e.g., climb, descend, accelerated climb, and etc.). In this paper the second model is used. Figure 5.2 shows this hybrid input/output automaton (HIOA).

![Figure 5.2: Aircraft hybrid input/output automata](image)

Explicit intent information can be used in two different ways in the HHMM described before. First it can be used for better mode identification. The predefined flight plans (position of waypoints, etc.) can be interpreted as flight modes at each time instant. Then the HHMM can use this extra information to identify the actual modes faster and more accurately. Secondly intent can be used to determine whether an aircraft is conforming to its flight plan or not. In this paper intent is used for conformance monitoring.
We denote the radar measurements (track files) by $x$, $y$, $z$, $\theta$, $\phi$, $\psi$, $v$ which are respectively, positions of aircraft along the longitudinal and lateral axes, the altitude, pitch (attitude), roll (bank angle), yaw (heading), and speed. Then by using the HHMM we attempt to find the probability of each sequence of states and choose the path that has the maximum probability. We call this path $\hat{S}$.

Explicit intent is known via published flight plans and communications between the controller and the pilot. The published flight plans (which we call offline intent information) give us the exact sequence of states and the path of aircraft. We call this sequence $S_0$ and the positions $x_0$, $Y_0$, $Z_0$. We assume that the communications between the controller and the pilot (shared information in controller/pilot interactions [60]) only include controller’s commands and we call them online intent information. These commands should allow us to get the deviation between exact offline intent and the HHMM estimated sequence.

Intent is a continuous variable and HHMMs can be used to carry continuous intent. By using intent information along with the Viterbi algorithm in the hybrid hidden Markov model we can estimate likely mode transitions which lead to a better mode identification. We will also be able to determine whether the aircraft are conforming to their predefined flight path or ATC controller’s commands. Based on the HIOA shown above, we can determine conformance for vertical and horizontal states separately.

5.3 Mode Detection Results and Discussion

The actual aircraft flight data, described in section 5.1 is used in conjunction with the HHMM described in the previous chapter, to perform conformance
monitoring by detecting mode changes in the flight of individual aircraft. If this model is coupled with the flight plan filed by the aircraft (intent information), then the degree of conformance the aircraft exhibits with respect to its intent can be described probabilistically, by solving the decoding problem. Alternatively, the flight modes of the aircraft can be described in a stochastic hybrid setting, and the flight data taken can then be used to train the HHMM in order to detect transitions between classical modes of flight (i.e., climbing, climbing turn, level flight, speed-up etc.). This produces an HHMM that can then be used to give a probabilistic evaluation of the flight mode of an aircraft after only a few data cycles, in a real-time setting. This latter task is the focus of this paper, and in the sections below, we describe the parameters of the trained HMM and HHMM for the flight modes of steady level flight, climbing/descending flight, turning flight, and climbing/descending turning flight. The accuracy of the detection of the probabilistic switching function between these four modes of flight is then discussed.

5.3.1 Parameter Adjustment for Mode Detection using NDMS Data

In Ref. 61 the altitude data of 30 aircraft, flying initially above FL 260, over a period of 25 to 65 measurement cycles, were analyzed using the Baum-Welch algorithm in order to refine the parameters of an HMM for transition detection between flight modes. These traffic samples were from the Indianapolis ARTCC (ZID) flying in DAY sector during the busy time of day, 21:00-22:00. Hence, deviation due to aircraft type was not accounted for in the model, as it is assumed that the class of planes capable of flight at these altitudes is relatively uniform in terms of flight characteristics. Three abstract observation
classes, comprised of level flight, climbing flight, and descending flight, were used for the mode detection model, with satisfactory preliminary results. This simplified model and its results are used as a benchmark throughout this section.

![Diagram](image)

(a) Climbing flight (FL 260-290)

![Diagram](image)

(b) Descending flight (FL 290-260)

Figure 5.3: Probability of Level Flight Mode during 10 Training Iterations

In Ref. 62 we divide the aircraft into the following modes: aircraft in steady level flight, aircraft in descending or climbing flight, and aircraft in turning flight (using the same aircraft data as in Ref. 61). To capture the turn mode, the altitude data is insufficient. Hence, the position of the aircraft on the along-track and cross-track axes, in addition to the altitude, is used
to distinguish between an aircraft in steady level flight and an aircraft which is turning in the $x - y$ plane. The heading angle of the aircraft is used as a refining parameter to improve this metric.

Two aircraft, one in climbing flight and another in descending flight, are used as illustrative examples to demonstrate the trained HMM’s ability to detect mode changes, and thus determine the conformance of aircraft. Figure 5.3 shows the convergence of this model during 10 training iterations of the Baum-Welch algorithm. In this figure, $P(\text{Level})$ corresponds to the value of the probability of being in level flight at each time step. Since the data used in this paper was recorded at six second intervals, each time step in this figure stands for six seconds, so the tic-mark corresponding to 7 on the time axis refers to a time passage of 42 seconds. Here the probability of being in level flight is plotted for 10 consecutive iterations, where at each iteration the model processes all the data and adjusts the parameters. The climbing flight case used 45 measurements (4 min 30 sec) of data, and the descending flight case used 39 measurements (3 min 48 sec) of data. The aircraft in figure 5.3(a) starts climbing from FL260 to FL290 at the 11th time instant and levels off when it reaches FL290 at time 186 seconds. This is clearly illustrated by the pronounced ”U” shape in the graph at the 10th iteration. But the aircraft shown in figure 5.3(b) is at first in steady level flight at FL290 and then starts descending to FL260 at the 11th time instant and levels off at FL260 at the 31st time step.

The corresponding re-estimated transition and emission probabilities for both the above scenarios after 10 iterations are given in Table 5.1. For graphical display purposes, we assign a structure using the label ”C” to correspond to the mode of steady, level flight, and the character ”H” corresponds to the mode of non-level (climbing, descending or turning) flight. For display pur-
Table 5.1: Final probabilities for HHMM trained on data for climbing and descending flight after 10 iterations

<table>
<thead>
<tr>
<th></th>
<th>Climbing</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(p(1,\ldots</td>
<td>C))</td>
<td>0.00</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>(p(2,\ldots</td>
<td>C))</td>
<td>1.00</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>(p(3,\ldots</td>
<td>C))</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>(p(\cdot\cdot\cdot</td>
<td>C))</td>
<td>0.90</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td>(p(H,\ldots</td>
<td>C))</td>
<td>0.05</td>
<td>0.95</td>
<td>0.00</td>
</tr>
<tr>
<td>(p(STOP,\ldots</td>
<td>C))</td>
<td>0.05</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>Descending</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>(p(1,\ldots</td>
<td>H))</td>
<td>0.00</td>
<td>0.53</td>
<td></td>
</tr>
<tr>
<td>(p(2,\ldots</td>
<td>H))</td>
<td>0.84</td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td>(p(3,\ldots</td>
<td>H))</td>
<td>0.16</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>(p(\cdot\cdot\cdot</td>
<td>H))</td>
<td>0.88</td>
<td>0.05</td>
<td>1.00</td>
</tr>
<tr>
<td>(p(H,\ldots</td>
<td>H))</td>
<td>0.06</td>
<td>0.95</td>
<td>0.00</td>
</tr>
<tr>
<td>(p(STOP,\ldots</td>
<td>H))</td>
<td>0.06</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

poses, the three classes of observations for predicted flight over a 6 second measurement interval are denoted by: Class 1, climbing/descending flight, Class 2, steady level flight, and Class 3, turning flight. The observation alphabet used is thus \(\{1, 2, 3\}\). Note that in the full HMM the distinction is made between climbing and descending flight (as is done in Ref. 61), and between a climbing turn and a descending turn, leading to an observation alphabet of \(\{1, 2, 3, 4, 5, 6\}\). This however is not conductive to concise graphical or lexical display, and thus the above abstraction is used for visual reasons and for notational simplicity. As can be seen from Table 5.1, the probabilities for the mode transitions (i.e. \(P(C|H)\) and \(P(H|C)\)) are almost identical for both cases.

In Table 5.1, \(p(2|C)\) (or \(p(2|H)\)) is the probability of being in steady level flight if the aircraft was in a level (or non-level) flight mode at the previous time instant. Hence,

\[
p(1|C) + p(2|C) + p(3|C) = p(1|H) + p(2|H) + p(3|H) = 1 \quad (5.2)
\]
Similarly $P(H|C)$ is the probability of being in a non-level flight mode if the aircraft was in a level mode at the previous time step.

$P(STOP|\cdots)$ and $p(\cdots|START)$ depend on the data set that the HHM is being trained on. In the case of the climbing aircraft the probability of being in a level flight mode at the beginning of the data set, $p(C|START)$, is one. For the descending aircraft the probability of reaching the end of the data while being in a non-level flight mode, $p(STOP|H)$, is zero. Hence,

$$p(C|C) + p(H|C) + p(STOP|C) = p(C|H) + p(H|H) + p(STOP|H) = 1$$

(5.3)

Figure 5.4 illustrates the fact that the model’s ability to detect mode transitions is very accurate, and usually occurs within two data cycles (within approximately 12 seconds). The aircraft used for the climbing flight profile was climbing parallel to its along-track axis, and the $y$ values were almost
constant (shown in figure 5.5). As can be seen in figure 5.4(a) the probability of being in level flight drops below one before the aircraft starts to climb, which could indicate a turn. But since the aircraft was flying on a straight line with zero degree change in its heading angle, the governing equations for the stochastic hybrid evolution in this flight mode was adjusted with the following condition: if the change in the position of the aircraft along any of its axes is less than 0.2 nmi, then the aircraft is either in steady level flight, or climbing/descending flight, depending on the value of its altitude changes during each time interval. Note, the model is not predicting the climbing mode at this point. Thus, the addition of this pathological case created a refinement in the HMM, allowing it to become more robust in the learning process. This allowed the HMM to make the clear determination of the climbing flight, thereby eliminating the turn mode, within approximately 12 seconds (between measurement intervals 10-12 on figure 5.4(a)). Thus, the probability of $P(3|H) = P(3|C) = 0$ for the HMM trained on the climbing flight data. The descending aircraft chosen was a clean descent without significant variation in the x-y plane and the model detected the mode change from steady level flight to descending flight within the space of a measurement interval (6 seconds in interval 11).

Measuring information entropy is one way to evaluate a model, and also
a way to assess the complexity of a modeling task for a given repository of data sets. Entropy is a measure of the level of certainty obtained with the addition of one additional data point, or:

\[ H = \sum P(\text{Observations}) \times \log_2(P(\text{Observations})). \]  

(5.4)

Mathematically, the perplexity of a model is defined as the base two exponent of the entropy. We generally say a model is good to the degree that it assigns high probability (equivalently, low perplexity) to test data. Obviously no modeling technique can guarantee that the model will assign high probability to test data it has never seen, but the Baum-Welch algorithm is guaranteed, at every iteration, to at least improve the probability of the observed training data.

Figure 5.6 illustrates convergence via each iteration of the Baum-Welch algorithm; the uncertainty associated with the transition probabilities is decreasing, and approaches a perplexity value of about two for the climbing flight (figure 5.6(a)) and a value of about 2.5 (figure 5.6(b)) for the descending flight. Thus, the total probability assigned to of all the paths that explain the data is always increasing. The plots in figure 5.6(c) and 5.6(d) show the perplexity of data for the model that does not include turn mode [61].

For the climbing flight example, the added condition in the stochastic hybrid evolution equations that uses the additional aircraft track information provided by the heading angle (as well as the x-y positions) results in the perplexity of the HMM with extended modes (level, climbing, descending, level turn, climbing turn, descending turn) being equal to that of the simple model with three modes (level, climbing, descending). Thus, two extra modes were added, but three extra pieces of observational information (per
Figure 5.6: Perplexity of data over 10 iterations

measurement) were provided in the training set. The heading angle allows for the immediate elimination of the pathological turning case due to large error in the x-y plane, thereby eliminating the need to consider any of the turning modes of flight when determining the mode in the extended model. Hence, the values seen in figure 5.6(a) and figure 5.6(c) are equal, as the extended model reduces to the simple model used in Ref. 61. However, in the descending flight, the initial perplexity and its final value after 10 iterations, are higher when the turn mode is added to the model. This is expected
because the information provided by the heading angle is insufficient to eliminate the uncertainty in determining whether the aircraft is in turning flight in the extended model.

(a) Mode detection threshold  
(b) Perplexity of data

Figure 5.7: Random Aircraft

Figure 5.8: Planar flight path of the random aircraft

Now, to evaluate the effectiveness of an HMM at detecting mode changes, it is necessary to score the ability of the model to produce a given series of observations. We can evaluate the performance of the trained HMM against random aircraft trajectories in the specified flight level, many of whom are not well behaved.

A representative example of a random aircraft trajectory and the associated mode change sequence is given in Fig. 5.9. The perplexity of the data over 10 iterations not only begins at a significantly higher value (Fig. 5.9(b)),
for the first iteration (of 5.5, compared to 3.5 for the well behaved data), but never settles below 3.5, demonstrating that even further refinement may not improve the entropy associated with the model. As can be seen, the perplexity of the data in this extended model is higher than when the turn mode is not included in the simplified model (Fig. 5.9(b)). Fig. 5.10 shows the planar flight path of this aircraft.

Fig. 5.7 shows another random aircraft. Turn mode detection is obvious in this figure (figure 5.7(a)) and figure 5.8 indeed shows that the path of the aircraft in x-y plane is a turn. Thus, within three measurement intervals, the extended model is able to determine the mode switches between turning flight and descending turning flight, then between descending turning flight and level flight. The perplexity of the data over 10 iterations not only begins at a significantly higher value (figure 5.7(b)), for the first iteration (of 5.5, compared to 3.5 for the well behaved data), but never settles below 3.46, demonstrating that even further refinement may not improve the entropy associated with the model.

### 5.3.2 Parameter Adjustment for Mode Detection using FEWS Data

Now we use the HHMM to detect mode changes in a new set of aircraft flight data recorded for FAA's Future Enroute Workstation Study (FEWS) using the automaton shown in figure 4.1. Table 5.2 shows the final probabilities of the HHMM trained on a descending aircraft data. The three classes of observations for predicted flight over a twelve second interval are denoted by: Class 1, descending flight, Class 2, steady level flight, and class 3, climbing flight. Figure 5.11 shows the mode change sequence and the perplexity of
Figure 5.9: Indeterminate flight path data for the descending aircraft.

Figure 5.13 shows a random aircraft. This aircraft is climbing from FL260 and at the 12th time instant, it levels off at FL290 and then starts descending at the 33rd time interval and levels off at the 47th time step when it reaches FL220. Figure 5.14 shows the planar path of this aircraft. In figure 5.13 the accuracy of the mode detection of the the HHMM described in this section is compared with the accuracy of the HMM introduced in the previous section. As can be seen the HHMM detects mode changes (e.g. climb to steady level flight) approximately 12 seconds before the HMM. Note that while the initial perplexity of about 4.82 is higher than the 4.72 of the HMM model in figure 5.13(d), the well behaved flight modes evinced by the aircraft in figure...
Table 5.2: Final probabilities for HHMM trained on FEWS data for descending flight (FL 320-230) after 10 iterations

| Descending   | p(⋯|C) | p(⋯|H) | p(⋯|START) |
|--------------|-------|-------|------------|
| p(1⋯)       | 0.00  | 1.00  |            |
| p(2⋯)       | 1.00  | 0.00  |            |
| p(3⋯)       | 0.00  | 0.00  |            |
| p(C⋯)       | 0.97  | 0.06  | 0.00       |
| p(H⋯)       | 0.00  | 0.94  | 1.00       |
| p(STOP⋯)    | 0.03  | 0.00  | 0.00       |

5.13(b) have a final complexity of about 2.67, lower than the 2.85 shown in figure 5.13(d). Thus, the HHMM is more accurate in this case after sufficient iteration.

It should be noted that the classical limitations of hidden Markov models are inherent in the HHMMs produced by this work. The fundamental assumption in all Markov models is that the transition probabilities are independent, which may not necessarily be true of all flight data. The HMM is only as good as the data it was trained upon, and a tendency to iterate too many times results in overfitting the data, thereby decreasing the score of the model against other data sets.

Furthermore, we assume that our model has an inherent inertia, which is characteristic of aircraft flight paths. This acts to smooth the estimation process over iterations. It should be noted, however, that the continuous
model used for the aircraft dynamics had associated with it, an uncertainty equal to approximately 200 ft in the worst case, which is essentially equal to the discrete estimation threshold used to determine the flight observation sequence.

Next, we compare the efficacy of the HHMM with multiple-model Kalman filter algorithms.
Figure 5.13: Indeterminate flight path

Figure 5.14: Planar flight path of the indeterminate aircraft
5.4 Comparing HMM and State-Dependent-Transition Hybrid Estimation Algorithm

Seah and Hwang [63] propose a stochastic linear system hybrid estimation algorithm to improve tracking of aircraft around airports by using the knowledge of departure or arrival aircraft flight plans and nominal flight profiles.

They use a multiple-model Kalman filter algorithm for aircraft tracking with a new assumption, i.e., they consider mode transition probabilities to be dependent on the continuous state, and they derive a conditional mode transition matrix. They present a discrete-time stochastic linear hybrid system model of the aircraft dynamics:

\[
\begin{align*}
\dot{x}(k+1) &= A_{m(k)}x(k) + B_{m(k)}w_{m(k)}(k) \\
z(k) &= C_{m(k)}x(k) + v_{m(k)}(k) \\
\pi_{ij}(x(k)) &= P\{m(k) = j | m(k-1) = i, x(k)\} 
\end{align*}
\] (5.5)

where the continuous state vector is \(x = [\xi \ \ddot{\xi} \ \eta \ \dot{\eta} \ \dot{h} \ \ddot{h}]^T\) and \(m(k) \in \{1, 2, \cdots, r\}\) is the discrete state/mode. Also the process noise and measurement noise are uncorrelated zero-mean Gaussian sequences.

The horizontal flight submodes are: CV (constant velocity and heading), CA (constant acceleration/deceleration) and CT (coordinated turn with constant speed and turning rate). The vertical submodes are: CH (constant altitude) and CD (constant altitude change rate).
First, they model the mode transitions using known/deterministic flight profiles (take-off, landing and movement along SID/STAR). They draw separate finite state automata for horizontal and vertical planes to show flight mode transition models for each flight-mode change point (FCP), where the transition conditions are called guard conditions \( C_{ij} \). For the stochastic model, they model the flight profiles to be randomly distributed about the nominal profile with a Gaussian distribution uncertainty. They show that the conditional mode transition probabilities \( \pi_{ij} \) can be expressed with multivariate Gaussian density functions instead of multivariate integrals. This algorithm is called State-Dependent-Transition Hybrid Estimation (SDTHE) algorithm.

Figures 5.15 and 5.16 compare the mode detection accuracy of HMM with SDTHE and IMM algorithms under the conditions of Example 2 in Ref. 63. Because of the discrete nature of the SDTHE and IMM algorithms, HMM was used instead of the HHMM. As can be seen, HMM has a better accuracy than IMM and it detects mode changes at the same time instant as SDTHE algorithm.

The hidden Markov models extend to hybrid HMMs which, detect inputs in an asynchronous fashion. On the other hand, Kalman filter techniques (such as IMMs) are restricted in the sense that they have to wait for the next discrete time interval to update their mode estimation. Hence, HHMMs are able to detect changes that occur in an asynchronous fashion, that is, between "update" intervals.
Figure 5.15: Mode detection threshold HMM

Figure 5.16: Mode detection threshold SDTHE, numbers 4 and 5 correspond to submodes CH and CD respectively.
Chapter 6

Decentralized Conflict Detection and Resolution

Motion coordination/assignment is the general problem of reaching some global spatial pattern of movement in a set of autonomous agents. In [64] a notion of virtual nodes (VN) is developed where a virtual node is an abstract, relatively well-behaved active node that is implemented using less well-behaved real nodes. In this framework, virtual nodes are associated with predetermined, well-distributed locations in the plane, communicating among themselves and with mobile client nodes using local broadcast. The plane is separated into disjoint zones, each belonging to a virtual node, which is emulated by all the mobile nodes present in its zone. The VN abstraction provides a centralized controller with reliable storage. The HIOA framework is used to describe the components of the system. This VN abstraction layer is applied to the problem of coordinating the motion of real mobile nodes in a 2 dimensional space.

A distributed hybrid approach to the assignment problem in distributed motion planning is considered in [65], which simultaneously addresses the discrete assignment of destinations to agents, which is determined dynamically through distributed coordination protocols, as well as the continuous control strategies for driving the individual agents to the destinations.

The problem of safely coordinating the motion of several agents sharing the same environment has received a great deal of attention. In the air
traffic control literature, a control policy for generating provably safe conflict resolution maneuvers for two aircraft is proposed in [66]. The approach allows for uncertainty in the intent of one of the aircraft and calculates the least restrictive control scheme for the other aircraft based on the worst case uncertainty and the minimal unsafe operating region for each aircraft.

Other decentralized algorithms can be found in [67–70].

6.1 Verifying Safety Properties

Proving safety properties over cyber-physical systems involves generating the set of reachable states for the system, and then assuring that a mathematical invariant that embodies the safety property holds over this set. Generating the exact reachable sets of hybrid systems is a non-trivial task, as most fixed point iteration schemes possess no guaranteed termination conditions, rendering the problem intractable. Usually, fast overapproximations of the reachable sets are generated instead, and the invariant property is proved over the conservative set. However, the lack of a proof does not necessarily mean that the exact reachable set does not obey the given property; it then becomes necessary to find a weaker formulation of the safety property, or a closer overapproximation to the exact reachable set.

6.1.1 Automatic Invariance Verification

**Definition 6.1.1** Let $\mathcal{M}$ be a hybrid hidden Markov model with $X$ as the set of internal variables and set of states $N = Q \subseteq \text{val}(X)$. Also let $\mathcal{P}$ be a predicate on $X$. The set of states satisfying $\mathcal{P}$ is denoted by $\mathcal{P}$ as well. The predicate $\mathcal{P}$ is called an invariant of $\mathcal{M}$ if $\mathcal{R}_\mathcal{M} \subseteq \mathcal{P}$, where $\mathcal{R}_\mathcal{M}$ is the
reachable set of $\mathcal{M}$.

An HHMM $\mathcal{M}$ is safe with respect to a particular safety property $\mathcal{S}$, if $\mathcal{S}$ is an invariant for $\mathcal{M}$. If the set of reachable states of $\mathcal{M}$, $\mathcal{R}_M$, is computable, then whether $\mathcal{R}_M \subseteq \mathcal{S}$ can be checked. Computing $\mathcal{R}_M$ is decidable only if $\mathcal{M}$ belongs to a fairly restricted class [71]. These decidable classes are generally called order minimal hybrid automata [72] with linear, polynomial, and exponential state models [69, 73–78].

If generating the exact reachable set is not trivial, another alternative is to compute an overapproximation of $\mathcal{R}_M$, denoted by $\bar{\mathcal{R}}_M$ [79, 80] and then check the invariant property over the conservative set. Algorithms for overapproximation of reachable set for hybrid systems have been developed [81–85].

We now introduce another class of properties of $\mathcal{M}$.

**Definition 6.1.2** Let $\mathcal{M}$ be a hybrid hidden Markov model with $X$ as the set of internal variables and set of states $N = Q \subset \text{val}(X)$. A predicate $\mathcal{P}$ on $X$ is an inductive property of $\mathcal{M}$ if any execution that starts from a state satisfying $\mathcal{P}$ reaches only states that also satisfy $\mathcal{P}$. An inductive property $\mathcal{P}$ that is satisfied by all the starting states of $\mathcal{M}$ is an invariant.

In computer science, invariants and levels of abstraction are standard methods for reasoning about discrete systems. In Ref. 86 invariant assertion is used to analyze an acceleration maneuver modeled by hybrid input/output automata. A deductive technique used for verifying invariance has been applied earlier to air traffic control systems in the context of HIOAs and SHIOAs (structured HIOAs) [11, 87] and also to vehicle control systems [86, 88, 89]. In this technique, the desired invariant property $\mathcal{P}$ is deduced from
the specifications of the HHMM $\mathcal{M}$ by first finding an inductive property $\mathcal{P}' \subseteq \mathcal{P}$, and then checking that the transitions and trajectories of $\mathcal{M}$ preserve $\mathcal{P}'$.

6.2 Case Study: Decentralized Policy for Conflict Avoidance of Aircraft in a Stream

6.2.1 Self Separation of Aircraft in a Stream

If we define collision between any two (or more) aircraft $PN_i$ and $PN_j$ as being such that a loss of physical separation occurs (say, as being the two aircraft are no longer laterally separated by 5 nautical miles, or no longer vertically separated by 1000ft), then we can express the act of collision in terms of the reachable sets of the automata (HHMMs) $PN_i$ and $PN_j$.

For each aircraft $PN_i$ in a bounded sector $B$ in $\mathbb{R}^3$, all of whom possess unique identifiers $i \in I$, communication occurs via Automatic Dependent Surveillance - Broadcast (ADS-B) technique. That is, all aircraft $PN_j$ within a radius $R_p$ of the agent $PN_i$ who sends broadcast message $m$ at time $t$, will receive the message $m$ in the bounded time interval $[t, t + \delta_{PN_i}]$, provided that $PN_j$ remains within $R_p$ for the entire interval.

**Definition 6.2.1** Denote the set of states reachable for an HHMM $PN$ in the time interval $[t, t + \delta_{PN}] = \Delta t$ as being $R_{PN} : x_{PN} \rightarrow 2^{x_{PN}}$; where $x_{PN}$ is the position of $PN$ at time $t$, and $R_{PN}(x_{PN})$ is the set of all physically attainable points for the aircraft $PN$ in the time interval $\Delta t$, given its dynamic
Note that this definition can be extended to encompass a set relation. That is, given a set of possible initial positions, \( \Theta \), (and a probabilistic distribution over these positions); we denote the set of reachable states (and its corresponding probabilistic distribution) as being the union of reachable sets derived using each point in the initial set as the starting point in the singleton relation.

**Definition 6.2.2** The set of reachable states for \( PN \) in \( [t, t + \delta_{PN}] \), given the initial set of start states \( \Theta \), is denoted by \( R_{PN}(\Theta) = \bigcup_{x_{PN} \in \Theta} R_{PN}(x_{PN}) \).

This leads to the formal definition of a collision as:

**Definition 6.2.3** A collision between aircraft \( PN_i \) and \( PN_j \) is formally defined as occurring if

\[
C_{PN_{i,j}} : \{ \vec{x}_{PN_i} - \vec{x}_{PN_j} \} \leq \vec{K}
\]

where \( K \) is the collision threshold. We denote this as \( (x_{PN_i}, x_{PN_j}) \in C_{PN_{i,j}} \).

The threshold \( K \) is a vector quantity as the threshold for lateral separation differs from that of vertical separation.

For aircraft traveling along a parameterized route lateral separation is the primary concern. If we bound the maximum and minimum acceleration \([\pi, a]\) and velocity \([\pi, v]\) each aircraft is capable of maintaining, we arrive at the following two conditions necessary to ensure self separation along the parameterized path for the time interval \( \Delta t \).
Theorem 6.2.4 If we consider the scenario where three aircraft $PN_i$, $PN_j$ and $PN_k$ correspond to the leading aircraft, the "own" aircraft and the lagging aircraft, respectively and with the assumption of starting from a safe condition, we must have, for safety and liveness to be guaranteed in the time interval $\Delta t = [t_0, t_0 + \delta t]$:

$$\exists v_j > v, a(\tau) \in [\bar{a}, a] \text{ such that}$$

$$K + x_{PN_j}(t_0) + \int_{t_0}^{t_0 + \delta t} (v_j(t_0) + a(\tau)t\omega)d\tau \leq x_{PN_i}(t_0)$$ \hspace{1cm} (6.2)

$$+ \int_{t_0}^{t_0 + \delta t} (v_{PN_i}(t_0) + a\tau)d\tau$$

and

$$x_{PN_j}(t_0) + \int_{t_0}^{t_0 + \delta t} (v_{PN_j}(t_0) + a(\tau)d\tau \geq K + x_{PN_k}(t_0)$$ \hspace{1cm} (6.3)

$$+ \int_{t_0}^{t_0 + \delta t} (v_{PN_k}(t_0) + \bar{a}\tau)d\tau$$

This is a conservative bound, which assumes nothing about the behavior of $PN_i$ and $PN_k$, only that $PN_j$ has received the broadcast message $m_i$ containing $x_i$ and $m_k$ containing $x_k$.

6.2.2 Problem Definition

Here we consider a decentralized air traffic control system, where aircraft are flying along differentiable curves (i.e., enroute flight paths) that we call streams. The streams are placed in such a way that all the streams on the vertical plane and all the streams on the lateral plane are conflict free.
Hence we can look at one of these streams on which the aircraft are ordered
$1 < 2 < \cdots < i - 1 < i < i + 1 < \cdots N$, where the 1st aircraft is in the
lead, and the $N^{th}$ aircraft is trailing. Safety conditions prohibit two air-
craft loosing a separation of $L$ ($\vec{K} = (L, D)$), and liveness conditions require
each aircraft to maintain a minimum velocity $v$. Performance considerations
limit maximum acceleration and maximum deceleration, $a \in [\bar{a}, a]$, as well as
maximum velocity $\bar{v}$. Thus the initial conditions for one stream are:

$$v_i \in [v, \bar{v}] \quad \forall i \in [1, \cdots, N] \quad (6.4)$$

$$|x_{i+1} - x_i| > L \quad |x_i - x_{i-1}| > L \quad \forall i \in [2, \cdots, N-1] \quad (6.5)$$

The communication radius for all aircraft is assumed to be $R$, where
$R >> L$.

The composite HHMM for each of these aircraft, $H$, is composed of four
cOMPONENT HHMMs, where each corresponds to a mode of flight and are
labeled Cruise, Accelerate, Climb and Turn, as shown in Fig. 6.1. In this
model the Cruise Automaton acts as a Markovian scheduler/supervisor. It
receives the global inputs, i.e., the flight data of the neighboring aircraft,
along with the local inputs corresponding to the ”own” aircraft. If no poten-
tial conflicts are detected, it only evolves the steady level flight trajectories
and sends out the flight data of the ”own” aircraft. But if a conflict is de-
tected, it determines the resolution maneuver, and then sends out the new
flight data to both the next mode automaton and the neighboring aircraft
automata. Now we will develop each automaton in HIOA language. But first
we will present the language specifications.
6.2.3 The HIOA Language

We use the HIOA language described in Ref. 11 to describe the component HHMM.

The first line consists of the keyword `automaton` followed by the automaton’s name and a list of formal parameters, which are used to specify sets of objects such as automata, actions, trajectories, etc.

The body of the specification has four sections: signature, variables, transitions, and trajectories. The actions of an automaton are declared by the keyword `signature` followed by a list of actions and their kinds.

The `variables` section declares the variables of the automaton along with their kinds, types, dynamic types and possibly their initial value.

The discrete transitions corresponding to each action of the automaton are defined in the `transitions` section. A precondition can be defined using the keyword `pre` followed by a predicate on the automaton parameters, action parameters and the internal variables. Due to the input enabling condition, preconditions cannot be defined for input actions. The program following the keyword `eff` defines how the state changes when the action occurs. The
statements of the program are assignments, or conditionals or loops.

The trajectories section defines a set of state models for the automaton. Each trajectory definition starts with the keyword trajdef followed by a name for the state model, an optional invariant condition, a stopping condition using the keyword stop when and a set of Differential and Algebraic Inequalities (DAIs).

Figure 6.2 shows the Cruise Automaton (HHMM) in HIOA language [11] for $H_i$. $H_i$ has two sets of global input and output actions corresponding to communication from $H_{i-1}$ and $H_{i+1}$. Cruise receives the global inputs and the local inputs corresponding to $H_i$. The receive action receives the aircraft current flight data, i.e., the position, velocity and heading of each aircraft and evolves the steady level flight trajectories. Then, to detect potential conflicts the safety condition is checked by the internal action, conflictdetect. If a conflict is detected, the value of the boolean internal variable conflict changes to true and the evolution of the trajectories stops. To resolve the conflict the resolve action follows the conflict action, where a Markovian scheduler determines the resolving maneuver. The protocol is as follows. The first choice is the acceleration mode, but if acceleration or deceleration cannot be done due to the occurrence of further violations, the climb mode should be considered, however if another aircraft is above or below $H_i$, then the turn mode is chosen. When the acceleration mode is chosen, a new value for velocity is determined, similarly for the climb mode, a new altitude and for the turn mode a new heading is determined. The send output action sends the new values of flight data both to the subsequent automaton as well as to $H_{i-1}$ and $H_{i+1}$ along with the new intended value of altitude, velocity or heading. The automata corresponding to the climb/descend, turn and acceleration maneuvers are shown in Figures 6.3,6.4,6.5 respectively.
**Automaton Cruise**

**Signature**

- **Input**
  - `receive(m_i, x_c, y_c, z_c, m_0)`
  - `conflict := true if d = true then`
- **Output**
  - `send(m_2, m_3)`
  - `conflict := true if res = 1 then`

**Variables**

- `x_c, y_c, z_c ∈ R`
- `v_c ∈ R`
- `φ_c ∈ R`
- `d := 0`

**Transitions**

**Preconflict**

- `conflict detect; resolve`
- `Variables`: `x_c, y_c, z_c ∈ R`
- `v_c ∈ R`
- `φ_c ∈ R`
- `d : = 0`

**Effect**

- `conflict := true if d = true then`
- `res = resmaneuver(m_1, m_3)`

**Postconflict**

- `newvelocity := newvelocity — newaltitude
  newheading := newheading — 0`

**Trajectories**

**Figure 6.2: Cruise Automaton**

\[
\begin{align*}
\dot{x}_c &= v_c \cos(\phi_c) \\
\dot{y}_c &= v_c \sin(\phi_c) \\
\dot{z}_c &= 0
\end{align*}
\]
Automaton Climb/Descend

Signature
Input
receive\((m), m \in (\text{position, velocity, heading, newaltitude})\)
Output
send\((m), m \in (\text{position, velocity, heading})\)

Variables
Internal
\((x_{cd}, y_{cd}, z_{cd}) \in \mathbb{R}^3; v_{cd} \in \mathbb{R}; \phi_{cd} \in \mathbb{R};\)
\((\alpha_{cd}, z_{newcd}) \in \mathbb{R}^2\)

Transitions
Input receive\((\text{position, velocity, heading, newaltitude})\)
effect
\((x_{cd}, y_{cd}, z_{cd}) \leftarrow \text{position}\)
\(v_{cd} \leftarrow \text{velocity}\)
\(\phi_{cd} \leftarrow \text{heading}\)
\((\alpha_{cd}, z_{newcd}) \leftarrow \text{newaltitude}\)

output send\((\text{position, velocity, heading})\)
pre
\(z_{cd} = z_{newcd}\)

Trajectories
\(\text{trajdef flightdata}\)
evolve
\(\dot{x}_{cd} = v_{cd} \cos(\phi_{cd}) \cos(\alpha_{cd})\)
\(\dot{y}_{cd} = v_{cd} \sin(\phi_{cd}) \cos(\alpha_{cd})\)
\(\dot{z}_{cd} = v_{cd} \sin(\alpha_{cd})\)
stop when
\(z_{cd} = z_{newcd}\)

Figure 6.3: Climb Automaton

6.2.4 The Conflict Avoidance Policy

In this setup without loss of generality, we assume for each pair of aircraft the leading aircraft is in charge of conflict avoidance, i.e., it first detects the conflict using the mode identification property of HHMM and then performs the resolution maneuver. There are four available maneuvers which we describe
Automaton Turn

Signature
Input
receive \((m), m \in (\text{position, velocity, heading, newheading})\)
Output
send \((m), m \in (\text{position, velocity, heading})\)

Variables
Internal
\((x_t, y_t, z_t) \in \mathbb{R}^3; (x_{t0}, y_{t0}, z_{t0}) \in \mathbb{R}^3; v_t \in \mathbb{R}; \phi_t \in \mathbb{R}; r_{newt} \in \mathbb{R}\)

Transitions
Input receive\((\text{position, velocity, heading, newheading})\)
effect
\((x_t, y_t, z_t) \leftarrow \text{position}\)
\((x_{t0}, y_{t0}, z_{t0}) \leftarrow \text{position}\)
\(v_t \leftarrow \text{velocity}\)
\(\phi_t \leftarrow \text{heading}\)
\(r_{newt} \leftarrow \text{newheading}\)

output send\((\text{position, velocity, heading})\)
pre
\((x_t^2 + y_t^2) = (x_{t0}^2 + y_{t0}^2)^{(1/2)} + 2r_{newt}\)

Trajectories
trajdef flightdata
evolve
\(\dot{x}_t = v_t \cos(\phi_t)\)
\(\dot{y}_t = v_t \sin(\phi_t)\)
\(\dot{z}_t = 0\)
\(\dot{\phi}_t = \phi_t\)
stop when
\((x_t^2 + y_t^2) = (x_{t0}^2 + y_{t0}^2)^{(1/2)} + 2r_{newt}\)

Figure 6.4: Turn Automaton

in detail in the following sections.
Automaton Acceleration

Signature
Input
receive\( (m), m \in (\text{position, velocity, heading, newheading})\)
Output
send\( (m), m \in (\text{position, velocity, heading})\)

Variables
Internal
\( (x_a, y_a, z_a) \in \mathbb{R}^3; v_a \in \mathbb{R}; \phi_a \in \mathbb{R} \);
\( v_{a0} \in \mathbb{R}; (a_{newa}, v_{newa}) \in \mathbb{R}^2 \)

Transitions
Input receive\( (\text{position, velocity, heading, newvelocity})\)
effect
\( (x_a, y_a, z_a) \leftarrow \text{position} \)
\( v_{a0} \leftarrow \text{velocity} \)
\( v_a \leftarrow \text{velocity} \)
\( \phi_a \leftarrow \text{heading} \)
\( (a_{newa}, v_{newa}) \leftarrow \text{newvelocity} \)

output send\( (\text{position, velocity, heading})\)
pre
\( v_a = v_{newa} \)

Trajectories
\( \text{trajdef flightdata} \)
evolve
\( \dot{x}_t = (v_{a0} + a_{newt}) \cos(\phi_t) \)
\( \dot{y}_t = (v_{a0} + a_{newt}) \sin(\phi_t) \)
\( \dot{z}_t = 0 \)
stop when
\( v_a = v_{newa} \)

Figure 6.5: Acceleration Automaton

The Cruise Maneuver

As long as each pair of aircraft are not in conflict the leading aircraft does not change its speed, heading or pitch.
\[ v^t_i = v^{t-1}_i \quad \text{if} \quad v_i > v_{i+1} \quad (6.6) \]

**The Acceleration Maneuver**

If a conflict is detected, the first available resolution maneuver for the leading aircraft is acceleration.

For the acceleration maneuver to be feasible, there are three conditions that should be met:

\[
v_i < v_{i+1} \\
v_i < v_{i+1}, \quad \left( \frac{1}{2} \bar{a} \tau^2 + v_i \tau \right) - (\bar{a}_\tau) \geq L' \quad (6.7) \\
v_f < \bar{v} \quad (6.8)
\]

where, \( L' > L \) is the initial distance between the two aircraft and \( v_f \) is the final speed of the leading aircraft at the end of the maneuver.

If these conditions are met, then the transition function for acceleration is

\[
v^t_i = v^{t-1}_i + \bar{a}(\tau - \bar{\tau}) \geq v^{t+1}_{i+1} \quad (6.9)
\]

where \( \bar{\tau} \) is the maximum acceleration time.

**The Climb Maneuver**

When the leading aircraft performs the climb maneuver, it increases its speed with maximum acceleration to maximum speed, then starts climbing with the possible maximum pitch to a secondary stream which is \( D \) distance above the main stream and then decreases its speed to the minimum speed. This means
that all the aircraft on the secondary stream are flying with minimum speed. Hence, no conflict occurs on the secondary stream except for when the aircraft wants to insert itself into the stream (i.e., when it climbs to the secondary stream and reaches the minimum speed). Thus the turn maneuver is only chosen when the aircraft can insert itself into the stream. The conditions for a safe climb maneuver are as the following

\[ x_{i-1} + v_{i-1}T + \frac{1}{2}a(T - \tau)^2 \leq x_i + \frac{\sqrt{a}t^3}{6\epsilon} + \overline{v}\cos(\overline{\alpha})(T - t) \] (6.10)

\[ \overline{v}\sin(\overline{\alpha})(T - t) \geq D \] (6.11)

where \( T \) is the maneuver time, \( t^2 = \frac{\overline{v} - v}{\overline{\psi}} \) and \( \frac{da}{dt} \leq \frac{\overline{\tau}}{v} \).

\[ x_{k-1} + v[T + \tau] - (x_i + \frac{\sqrt{a}t^3}{6\epsilon} + \overline{v}\cos(\overline{\alpha})(T - t) + \overline{v}\tau) > L \] (6.12)

where \( \tau = \frac{2(\overline{v} - \overline{\tau})}{\overline{\psi}} \).

**The Turn Maneuver**

The turn maneuver is always enabled if the distance between each pair of aircraft is enforced to be at least \( L' > L \). \( L' \) is selected using

\[ \int_0^{T_{turn}} \overline{v}\sin(\psi)dt > L' \] (6.13)

where \( T_{turn} = f(\overline{\psi}, r_{turn}) \).

**Destination Merge**

Since the climb and turn maneuvers result in secondary streams of aircraft, we need a policy for merging the aircraft at the destination (e.g., an airport).
There are two possible policies. The first one, which we call merge at the
destination, dictates that the aircraft on the secondary streams should wait
for all the aircraft on the main stream to merge. According to the second
policy, called the priority merge, if the aircraft in the lead has neighbors on
both the above and side streams, it should let two aircraft from different
streams merge ahead of it. And if the aircraft in the lead has neighbors from
one stream, it should let one aircraft from that stream merge ahead of it.

6.2.5 Proof of Safety

**Theorem 6.2.5** $N$ aircraft are moving along a differentiable curve (an en-
route flight path). The aircraft can be strictly ordered $1 < 2 < \cdots < i - 1 <
i < i + 1 < \cdots N$, where the $1^{st}$ aircraft is in the lead, and the $N^{th}$ aircraft
is trailing. If the system starts in a safe state, i.e., the aircraft have enough
separation at initial time, then it will always remain in a safe state using the
composed HHMM and the Markovian scheduler which uses the decentralized
common policy.

**Proof** The proof of the theorem follows from the fact that trajectories are
continuous functions of time. If at any point a pair of aircraft are in conflict
the Markovian scheduler of the leading aircraft chooses a resolution maneu-
ver. If this maneuver is acceleration, then the leading aircraft will change its
speed until the two aircraft are not in conflict anymore and resumes steady
level flight (cruise). If the resolution maneuver is climb (because the ac-
celeration maneuver does not resolve the conflict), then the aircraft starts
climbing to the new altitude and resumes the cruise maneuver. However, if
the turn mode is chosen, then the aircraft transition to turn mode and when
it reaches the desired curve, it goes back to the original cruise mode. Hence,
any conflict between pairs of aircraft is resolved within two transitions. Since this is a common policy between any two pair of aircraft, safety is always assured. Furthermore, we assume that all aircraft have enough fuel so that during the merge process even for the worst case scenario, which is the case where the first aircraft becomes the last aircraft to merge, they all eventually merge.

6.3 Conflict Detection Extension to Higher Dimensions

The decentralized conflict avoidance algorithm that we introduce here is based on the generalized roundabout policy (GR) of [90], in which the problem of collision-free motion planning for a number of nonholonomic mobile agents evolving on the plane is considered. The agents are able to move on the plane at constant speed, along paths with bounded curvature and the environment in which the agents move is unbounded and free of obstacles. The agents are aware of the position and orientation of nearby agents, within a certain sensing or communication radius, but they do not have access to any other information and they are not required to communicate explicitly their intentions or their objectives. However, all agents make decisions based on a common set of a priori decided rules. The GR policy provides provably safe sensor-based motion planning for an arbitrary number of agents.

The mathematical definition of the decentralized conflict detection algorithm for an aircraft, represented by an HIOA, which then receives as inputs the position, velocity and heading of all aircraft within sensor range, allows for the aircraft in question to run HHMMs of each aircraft, and to proba-
bilistically predict what mode of the HIOA each sensed aircraft has engaged. This allows for proactive conflict detection and resolution maneuvers that can be enacted by each aircraft, without involving overt communication between aircraft.

Aircraft are regarded as possessing a 5 nmi radius of lateral space to define its lateral conflict zone, and a 1000 ft vertical height to define its vertical conflict zone. This means that each \(i\)th aircraft can be regarded as being centered in a cylindrical buffer, denoted by \(C_{i}^{\text{buffer}}\) which has a \(d_s = 5\) nmi lateral radius, and a height of \(v_s = 2000\) ft. If the cylindrical buffers of any two (or more) aircraft overlap, they are said to be in conflict. Thus, if we define the \(i\)th aircraft holding position \((x_i(t), y_i(t), z_i(t))\) at time \(t\), then the cylindrical buffer zone about the \(i\)th aircraft is defined as:

\[
C_{i}^{\text{buffer}} = \{(x, y, z)| (x - x_i)^2 + (y - y_i)^2 \leq (5 \times 6080.2)\,^2 \land |z - z_i| \leq 1000\}
\]

where \((x,y,z)\) are specified in feet, with the origin given by standard hemispherical longitude and latitude.

Let us consider creating a more conservative buffering zone: define the maximum acceleration and maximum velocity that the aircraft can attain in the lateral and vertical planes as \(\{a_{L\text{max}}, a_{V\text{max}}\}\) and \(\{v_{L\text{max}}, v_{V\text{max}}\}\) respectively through performance specifications, and the maximum pitching and turning angles that the aircraft can execute as \(\{\alpha_{\text{max}}, \psi_{\text{max}}\}\). Then, we can embed the cylindrical buffer in a more conservative cylinder, defined by the maximum vertical distance, \(d_{V\text{max}}\) and lateral distance \(d_{L\text{max}}\) that the aircraft can travel from its present position in the next 12 second update.
interval, centered at the position of the $i^{th}$ aircraft as follows:

\[
C_{i}^{\text{con}} = \{ (x, y, z) | (x - x_i)^2 + (y - y_i)^2 \leq (d_{L_{\text{max}}})^2 \land |z - z_i| \leq d_{V_{\text{max}}}) \}
\]  
(6.15)

A sufficient condition to ensure safety is that the interiors of conservative buffers $C_{i}^{\text{con}}$ are disjoint at all times; if such a condition is met, conflicts can be avoided if agents hold their conservative buffers fixed, and move within them (by setting $\psi' = -1$, which results in circular motion about a fixed center, for normalized and rate limited $\psi$). As a consequence, each point of contact between conservative buffers defines a constraint on further motion for both agents involved. More precisely, if the conservative buffer of agent $i$ is in contact with the conservative buffers of agents with indices in $J_i$, where $i \subset \{1, ..., n\}$ of the $n$ aircraft, the motion of the agents is constrained as follows:

\[
x'_i(x_j - x_i) + y'_i(y_j - y_i) \geq 0, \forall j \in J_i
\]  
(6.16)

In other words, the velocity of the $i^{th}$ conservative buffer is constrained to remain in the convex cone determined by the intersection of a number of closed half-planes. Note that the full set of constraints can be computed assuming that each agent is aware of the configuration of all agents within the sum of conservative buffers. In addition, the amount of information needed to compute the bound is uniformly bounded, independent from the total number of agents in the system: in fact, the maximum number of agents whose conservative buffer is in contact with the conservative buffer of the computing agent is twenty.

As previously mentioned, setting $\psi = -1$ causes an immediate stop of an aircraft’s conservative buffer’s motion. We will say that when $\psi = -1$,
the aircraft is in the **Hold** state. Given that each aircraft is assigned origin-destination pairs, $(g_{i0}, g_{if}) = [(x_{i0}, y_{i0}, z_{i0}), (x_{if}, y_{if}, z_{if})]$, the **Straight** mode is defined as being, at time $t$:

$$
\psi_i(t) = \arctan\left(\frac{y_{if} - y_i(t)}{x_{if} - x_i(t)}\right) \land \psi = 0 \land v_L \neq 0 \land v_V = 0 \tag{6.17}
$$

that is, the heading angle is the planar line of sight angle (discounting pitch) to the destination from the present position, and the aircraft is moving laterally along that heading angle at a non-zero velocity, while not changing altitude.

Define the set-valued map $\Theta : SE(2) \times 2^{SE(2)} \rightarrow 2^{S^1}$, associating to the configurations of an aircraft and of its neighbors the set of allowable lateral directions in which the conservative buffer of the computing aircraft can translate without violating the constraints of 6.16. For a connected, non-empty set $B \subset S^1$, $B \notin \emptyset$; define $\max(B)$ and $\min(B)$ as the elements on the boundary of $B$, respectively in the positive and negative direction with respect to the bisectrix of $B$. Finally, define the map $\Theta^-(g, \bar{g}) = \Theta(g, \bar{g}) \setminus \min(\Theta(g, \bar{g}))$.

In other words, the output of $\Theta^-$ is an open set, obtained removing the boundary in the clockwise direction of the cone of feasible reserved region translations, where $g_i = (x_i, y_i, \psi_i)$ is the lateral position of the $i^{th}$ aircraft. Whenever $\Theta$ is a proper subset of $S^1$, $max(\Theta)$, $min(\Theta)$, and $\Theta^-$ are well defined. If $\Theta = \emptyset$, or $\Theta = S^1$, we set $\Theta^- = \Theta$.

Our concept for decentralized conflict-free coordination is based on maintaining the interiors of conservative buffers’ disjoint. Assuming that no constraints are violated, an aircraft will attempt to steer the center of its own conservative buffer towards the position it would assume at the target configuration. In a free environment, this can be accomplished switching between
the *Hold* state and the *Straight* state according to the following logic:

\[
\psi(t) = \begin{cases} 
0, & \psi = \arctan\left(\frac{y_i - y_i}{x_i - x_i}\right) \wedge g_i \neq g_f \\
-1 & \text{otherwise}
\end{cases}
\] (6.18)

where a conservative conflict is defined as at least one other aircraft having their conservative buffer in tangential contact with the \(i^{th}\) aircraft’s buffer, and \((x_{i0}, y_{i0}, z_{i0}), (x_{if}, y_{if}, z_{if})\) are the coordinates of the origin and destination for the \(i^{th}\) aircraft.

Note that conservative buffers move along straight lines according to 6.18; clearly, such a policy is not optimal (in a minimum-time or minimum-length sense), but it does provide a simple feasible path for the agent from the current configuration to its target.

If the path of the conservative buffer to its position at the target is blocked by another conservative buffer, a possible course of action is represented by ascending or descending above or below the blocking conservative buffers. Since in our setup agents communicate only information on their states, not on their future intentions, care must be exercised in such a way that the interiors of conservative buffers remain disjoint. We use the probabilistic mode information gleaned from the HHMMs correspondent to each aircraft to do so.

Let us start by assuming that the conservative buffer of the neighboring aircraft remains stationary and is planar with the \(i^{th}\) aircraft; in order to bypass such a conservative buffer, without violating safety constraints, the
control input must be set to

\[ \alpha_i = \arctan \left( \frac{dV_{\text{max}}}{2dL_{\text{max}}} \right) \]  \hspace{1cm} (6.19)

\[ v' = \frac{2}{12^2} \ast \left[ d_{L_{\text{max}}}^2 + \left( \frac{dV_{\text{max}}}{2} \right) - v_i \ast (12) \right] \]  \hspace{1cm} (6.20)

The above policy is obtained by switching between the hold state and a climb/descend state; note that when in the climb/descend state, the agent is not climbing or descending at the maximum rate.

Note that 6.19 and 6.20 also addresses the case in which the aircrafts motion is constrained by more than one contact with other aircrafts conservative buffers. The only case in which the aircraft will not transition to the climb/descend state, is the degenerate case.

In general, the conservative buffer of an aircraft will not necessarily remain stationary while an aircraft is climbing/descending over it. Furthermore, the aircraft in contact with the conservative buffer may not be coplanar. While it can be recognized that the interiors of the conservative buffers of two or more coplanar aircraft executing 6.19 and 6.20 will always remain disjoint, it is possible that contact between two aircraft is lost unexpectedly (recall that the control input of other aircraft, their constraints, and their targets, are not available) or that the aircraft are non-coplanar. In this case, we introduce a new state, which we call Turn, in which the aircraft utilizes the probabilistic mode information given by the HHMM for the \( J_i \) aircraft in contact with the conservative buffer of the \( i^{\text{th}} \) aircraft to predict whether a climb/descend maneuver is possible following a lateral maneuver. In this case, the aircraft then implements a lateral turn motion (or possibly hold, if the configuration of all 20 contiguous conservative buffer aircraft are present),
based on the assumed mode of the $J_i$ aircraft in conservative buffer contact. Thus, while in climb/descend mode, either climbing or descending immediately becomes a viable option given the nature of the surrounding coplanar stationary $J_i$ aircraft and the absence of non-coplanar aircraft; the preferential mode of *Turn* is chosen if sufficient mode information is available, as follows:

$$\alpha(t) = \begin{cases} +\arctan \left( \frac{dV_{\text{max}}}{2dL_{\text{max}}} \right) & \text{if } \sum_{J_i}(z_{J_i} - z_i) \leq 0 \land \text{card}(J_i) < 20 \\ -\arctan \left( \frac{dV_{\text{max}}}{2dL_{\text{max}}} \right) & \text{if } \sum_{J_i}(z_{J_i} - z_i) \geq 0 \land \text{card}(J_i) < 20 \\ 0 & \text{otherwise} \end{cases}$$

(6.21)

where *card* is the cardinality operator.

We then define the heading $\psi$ at which we wish to turn to, and then either execute a *climb/descend* maneuver (or possibly continue in straight line flight) as long as the heading $\psi$ is at least $\pm 60^\circ$ away from all $\psi_{J_i}$ defined by the vectors (or bisectrices):

$$\psi_{J_i} = \arctan \left( \frac{y_{J_i} - y_i}{x_{J_i} - x_i} \right), \forall J_i$$

(6.22)

The *Turn* state can only be entered if the previous state was *Hold* or *Straight* and the current heading was incorrect in order to perform a *Climb/Descend* maneuver. This is due to the fact that it is preferential to climb or descend to avoid a conflict, rather than maneuver laterally. The aircraft is essentially "rolling" its conservative buffer around the surface of the obstructing conservative buffer, until it can realign its lateral heading direction to an unobstructed path and perform a climb/descend maneuver (or recover an unobstructed lateral path to its destination). It turns at the prescribed rate:
\[
\psi(t) = \begin{cases} 
\frac{1}{1 + \frac{dL_{\text{max}}}{2}} & \Theta^{-}(g, \bar{g}) \notin \emptyset \land \psi = \max(\Theta) \quad \text{if conservative conflict} \\
-1 & \text{otherwise}
\end{cases}
\]

(6.23)

The above policy is obtained by switching between the Hold state and the Turn state; note that when in the Turn state, the aircraft is not turning at the maximum rate. Note this also addresses the case in which the aircraft’s motion is constrained by more than one contact with other aircrafts’ conservative buffer. The only case in which the aircraft will not transition to the Turn state, is the degenerate case, where \( \Theta \) is singleton, and \( \Theta^{-} \) is empty, that is, the aircraft’s conservative buffer is surrounded laterally by six aircrafts’ conservative buffers.

The HIOA for this extended conflict detection algorithm is detailed below.

---

**automaton** ExtendedConflictAvoidance

\((HHMM\text{Mode}_{J_{i}}, (x, y, z)_{J_{i}}, J_{i} \subset \{1, 2, \ldots, n\})\)

**signature**

- **output** \( \text{Out}(\text{Conflict}_{m}: \text{bools}, m : J_{i}) \)
- **internal** straight
- **internal** turn
- **internal** climb/descend
- **internal** hold

**variables**

\([x, y, z, \psi, \alpha] : \text{array}[\text{reals}] := 0\)

now: \( \text{reals} := 0 \)

\(HHMM\text{Mode}(m) : [\text{bools}] := [\text{acceleration, climb, cruise, turn}], \forall m \in J_{i}\)

\(Q : [\text{bools}] := \{\text{straight, climb/descend, hold, turn}\}\)

\(\text{Conflict}_{J_{i}} : [\text{bools}] := 0, \forall J_{i}\)

\(\Theta^{-} : [\text{reals}] := [0, 2\pi]\)

**transitions**

**internal** straight

\(\text{pre } (Q = \text{'Straight'}) \lor (Q = \text{'Hold'} \land \psi \in \Theta^{-})\)
\[\text{pre} \ (x_i, y_i, z_i) \neq (x_{if}, y_{if}, z_{if})\]
\[\text{pre} \ \neg \exists \text{Conflict}_{J_i} \mid \text{HHMMode}(m) = 'Turn' \lor 'Climb', \ m \in J_i\]
\[\text{eff} \quad \psi = \arctan\left(\frac{y_{if} - y_i}{x_{if} - x_i}\right)\]
\[d\psi = 0\]
\[\alpha = 0\]
\[d\alpha = 0\]
\[\text{post} \ \forall J_i \ \text{compute} \ \Theta^-, \text{Conflict}_{J_i}\]

**internal turn**

\[\text{pre} \ (Q = 'Turn') \lor (Q = 'Hold')\]
\[\text{pre} \ (x_i, y_i, z_i) \neq (x_{if}, y_{if}, z_{if})\]
\[\text{pre} \ \neg \exists \text{Conflict}_{J_i} \mid \text{HHMMode}(m) = 'Climb' \lor 'Accelerate', \ m \in J_i\]
\[\text{eff} \quad \frac{d\psi}{L_{max}} = \frac{1}{1 + \frac{\psi^2}{L_{max}}} \land \Theta^-(g, \tilde{g}) \notin \emptyset \land \psi = \max(\Theta)\]
\[\alpha = 0\]
\[d\alpha = 0\]
\[\text{post} \ \forall J_i \ \text{compute} \ \Theta^-, \text{Conflict}_{J_i}\]
\[\text{post} \ \psi \in \Theta^-\]
6.3.1 Conflict Detection Extension: Safety Theorem

Theorem 6.3.1 For all initial conditions for which the interiors of the aircrafts’ conservative buffers are disjoint, i.e.,

\[
\bigcap_{j=1}^{n} [C_{i}^{\text{con}} = (x, y, z) \mid (x - x_i)^2 + (y - y_i)^2 \leq (d_{Lmax})^2 \land |z - z_i| \leq d_{V_{max}}]
\]  

(6.24)

the Extended Conflict Detection algorithm is safe, that is,

\[
\forall t \geq 0, (x_j - x_i)^2 + (y_j - y_i)^2 \leq (5 \times 6080.20)^2 \forall i, j \in \{1, \ldots, n\}, i \neq j
\]  

(6.25)

and

\[
\forall t \geq 0, |z_j - z_i| \leq 1000, \forall i, j \in \{1, \ldots, n\}, i \neq j
\]  

(6.26)

Proof The proof of the theorem follows directly from the fact that trajectories \( g_i(t), i = 1, \ldots, n \) are continuous functions of time. Moreover, within each state the feedback control policy has been chosen so that conservative buffer zones that are not overlapping can never come into an overlapping state without triggering the 'Hold' mode. The transition is always enabled to the 'Hold' state, which stops the overall motion of the conservative buffer instantaneously, even though the aircraft and the conflict buffer is still in mo-
tion inside the conservative buffer. Since the aircraft are always contained within their conservative buffers, at a lateral distance $d_s/2$ and a vertical distance $v_s/2$ from its boundary, safety is ensured.
Chapter 7

Conclusions

The objective of this work was to develop a framework which can be used in analysis of stochastic hybrid systems with hidden states and uncertainties. Specifically the intent was to develop specification and verification for a framework that interacts with air traffic control system to perform conflict detection and resolution. Therefore, the Hybrid Hidden Markov Models, HHMM, framework, incorporating both continuous states and unknown discrete state transition probabilities was developed. HHMMs map the probabilistic timed I/O automata, PTIOA, framework into hidden Markov models.

Using HHMMs allows us to look at the aircraft mode identification problem as a hybrid system with continuous variables (trajectories) instead of a discrete system. This model is most representative of the actual physical evolution of an aircraft in flight, as it behaves in a continuous manner. When the aircraft trajectories are modeled as continuous, we have an infinite number of states; in order to study them we must use a finite abstraction of the states, which is enabled by the notion of levels of abstraction (or equivalence classes) in the HIOA framework. That is why we can use abstract flight modes, such as steady level flight or accelerating turn, to represent the physical dynamics of the aircraft.

Modeling the aircraft dynamics as continuous coupled differential equations allows us to detect mode changes in a more timely fashion. That is, we
do not have to wait for the next discrete time interval to update our estimate of the mode of the system. As inputs arrive asynchronously to the HIOA, the boundary between two modes of flight requires that the final valuations of all continuous variables in the prior mode become the initial values in the subsequent mode (unless they are overwritten by the triggering input). An HHMM can be used in conjunction with actual flight data from a TRACON, in order to model the conformance of aircraft to flight paths, or to detect when individual aircraft change their mode of flight (e.g. when an aircraft changes its flight path from steady level flight, to climbing flight etc.).

In order to effectively perform conflict detection and conformance monitoring, there is a potential to use stochastic hybrid models to detect mode transitions, and thereby aid in the planning of future trajectories and resolution maneuvers. The ability to efficiently detect mode changes using Hybrid Hidden Markov Models is demonstrated by evaluating the prediction probabilities of various trained and composite HHMMs, each of which possesses a differing level of abstraction, along with varying mode structures and degrees of complexity. The inherent inertia of an HHMM is sufficiently less than that of its equivalent HMM (which is essentially a predictive altitude threshold model). That is, the HHMM is better able to model, then distinguish, between changes attributed to noise and/or disturbances, as opposed to actual changes in commanded flight paths. This is because the HHMM formalism allows for the incorporation of continuous, stochastic elements, such as random walks (wind disturbances) and Gaussian noise.

We have used two different sets of real flight data, NDMS data and FEWS data, in the evaluation of the HHMM framework. The dynamic model inherent in the HHMM’s probabilistic determination of flight mode using actual flight data yields results that are more accurate than the purely discrete
HMM. The HHMM detected the mode change from climbing to level flight approximately 12 seconds before the HMM. In this case the overall perplexity of the HHMM was 2.67 which is better than the HMM’s value of 2.85. These comparisons used actual NDMS and FEWS flight data.

HHMM is capable of distinguishing between multiple modes (climb, turn, etc.) in an asynchronous fashion. When presented with random aircraft flight data, HHMM is able to detect mode changes in approximately two time steps after they are initiated. We have favorably benchmarked the model against the results achieved in Ref. 63, demonstrating the validity of the model and the HMM technique.

Also, to extend the work into decentralized CD&R (that is, the notion that each aircraft has an HHMM onboard and gets information from its neighboring aircraft), we need these models to be composable, a property that is guaranteed by using the HIOA framework. The receptiveness property of the HIOA does not allow the state machine to block time or to contribute to producing Zeno behavior (infinite number of discrete transitions in a finite time).

We studied two decentralized air traffic systems. In the first system, \(N\) aircraft are moving along a differentiable curve (an enroute flight path). Safety conditions prohibit two aircraft loosing a separation of \(K\), and liveness conditions require each aircraft to maintain a minimum velocity. The composite HHMM for each of these aircraft, \(H\), is composed of four component HHMMs, where each corresponds to a mode of flight and are labeled Cruise, Accelerate, Climb and Turn. In this model the Cruise Automaton acts as a Markovian scheduler. It receives the global inputs, i.e., the flight data of the neighboring aircraft, along with the local inputs corresponding to the "own" aircraft. If no potential conflicts are detected, it only evolves the steady level
flight trajectories and sends out the flight data of the "own" aircraft. But if a conflict is detected, it determines the resolution maneuver, and then sends out the new flight data to both the next mode automaton and the neighboring aircraft automata. We developed the automata corresponding to each resolution maneuver and proved that if this system starts in a safe state, it will remain in a safe state.

For the second system, a novel spatially decentralized, cooperative policy for conflict resolution was developed. This decentralized conflict avoidance algorithm is used for higher dimensional problems. In this method, each aircraft is surrounded by a virtual cylinder called conservative buffer. A sufficient condition to ensure safety is that the interiors of conservative buffers are disjoint at all times; if such a condition is met, conflicts can be avoided if agents hold their conservative buffers fixed, and move within them. As a consequence, each point of contact between conservative buffers defines a constraint on further motion for both agents involved. The amount of information needed to compute the bound is uniformly bounded, independent from the total number of agents in the system: in fact, the maximum number of agents whose conservative buffer is in contact with the conservative buffer of the computing agent is twenty. The resolution maneuvers for this model are straight, turn, climb/descend, and hold. The details of the HIOA for this extended algorithm are presented. This policy is safe if the initial conditions satisfy a rather non-restrictive condition.
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