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Abstract  
 

SURFACE CLEANING OF OPTICS BY PLASMA (SCOPE) WITH ATOMIC HYDROGEN 
 

Robert Edward Lofgren 
Department of Nuclear, Plasma, and Radiological Engineering 

University of Illinois at Urbana-Champaign, 2010 
Professor David N. Ruzic, Advisor 

 

A major obstacle in the implementation of extreme ultraviolet (EUV) light 

photolithography in production tools is the accumulation of fuel debris on the collector 

optics near the pinch region. Specifically, removal of deposited tin from the source onto the 

collector optics is needed to improve the lifetime of these optics and lower the cost of 

ownership. Most cleaning processes investigated thus far have had trouble with selectivity; 

they require highly reactive gases that will degrade the optics in the removal process. In 

addition, the current cleaning gases have low transmission for the EUV light, eliminating in-

situ operation as an option. An investigation into a new approach is researched by the 

#ÅÎÔÅÒ ÆÏÒ 0ÌÁÓÍÁ -ÁÔÅÒÉÁÌȭÓ )ÎÔÅÒÁÃÔÉÏÎÓ ɉ#0-)Ɋ ÁÔ 5ÎÉÖÅÒÓÉÔÙ ÏÆ )ÌÌÉÎÏÉÓ ÉÎ 5ÒÂÁÎÁȟ )ÌÌÉÎÏÉÓȢ 

This unique non-invasive background process selectively etches tin from the collector 

optics surface at room temperature without damage to the underlying collector optics 

composition. A computer model of the plasma system used and of the etching process of 

the tin film is shown in correlation to experimental results. Created using collisional cross 

sections of input gas particles in a helical-resonated plasma and assumed surface 

interactions at a sample substrate, a clear indication of how the plasma system behaves 

wit h the desired substrate is found from the model (approximate etch rates of 80 nm/min). 

The cross sections are developed from past research data on particle-particle interactions 
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and are numerically integrated into the computer model. Surface interactions are initially 

set to related material specifications as this process is relatively new and unexplored. 

Comparison to experimental data allows for changes to the surface interaction inputs in the 

model. The developed procedure has selected etching of tin ranging from 20-160 nm/min 

experimentally. A variation in inputs causes alterations in the etch rate. Mainly, gas 

pressure and plasma input create a difference in the reactive species created in the plasma 

system. Gas flowrate and surface temperature affects the surface interactions. These 

variances are explored as to optimize the cleaning process. With these results, the hope is 

to input this new process as an in-situ cleaning process or a quick cleaning cycle in the EUV 

lithography process. 
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Chapter 1  

 

Introduction  

 

Much of society today depends on an ever-improving computer market. From 

supercomputing for decoding the genome to personal computing for communication and 

entertainment, people demand faster, more efficient, and longer lasting computer chips in 

order to improve their business or lives. More computing power could potentially enhance 

the work of many companies. In order to meet these demands of improved performance, 

the computer industry must progress its products at incredible rate. Developers and 

manufacturers can do this in two ways. One is to increase the size of the computer chip to 

fit more transistors for performance enhancement. However, this expansion would enlarge 

the size of the computer itself to undesirable proportions. Therefore, the primary way to 

ÍÅÅÔ ÉÎÄÕÓÔÒÙȭÓ ÄÅÍÁÎÄ ÉÓ ÔÏ ÄÅÃÒÅÁÓÅ ÔÈÅ ÔÒÁÎÓÉÓÔÏÒ ÆÅÁÔÕÒÅ ÓÉÚÅȢ 4ÈÉÓ ÐÁÔÈ ÈÁÓ ÓÈÏ×Î ÔÏ 

be the most challenging as computer chip manufacturers must continually push their 

research and development to create new technology ÔÏ ÍÅÅÔ ÓÏÃÉÅÔÙȭÓ ÄÅÍÁÎÄÓȢ 
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Figure 1.1: Transistor Price over time. Notice how quickly the price decreases after the 

ÓÅÍÉÃÏÎÄÕÃÔÏÒȭÓ ÄÉÓÃÏÖÅÒÙ ÉÎ ρωφυ [1] . 

This tendency of reducing feature size over short amounts of time follows a trend 

developed by Gordon Moore. As a co-founder of one of the biggest chip manufacturers, 

Intel, Moore hypothesized in 1965 [2]  that the number of transistors on the same size 

computer chip would double every 18-24 months. Though very bold, his trend has actually 

ÈÅÌÄ ÔÒÕÅ ÏÖÅÒ ÔÈÅ ÄÅÃÁÄÅÓ ÁÎÄ ÔÈÕÓȟ ÈÁÓ ÂÅÃÏÍÅ ËÎÏ×Î ÁÓ -ÏÏÒÅȭÓ law. How this is done is 

by constant research and development into the integrated circuits that operate in a 

computer chip and the machines that manufacture them. 
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Figure 1.2: Number of transistors on a same size computer chip over time. Each bar is a CPU 

created by Intel w ith corresponding transistors [3] . 

The machinery used in manufacturing must be researched with long term use and 

high volume production in mind. Furthermore, they are required to work for longer than 

just one potential feature size. Otherwise, the cost for making a faster chip will be too great. 

Therefore, all machines must have minimized cost of ownership (COO) in all areas. One of 

the highest costs is in cleanliness; if a machine degrades over long term use, the quality of 

chips it makes will also degrade over time. The main cause of system degradation is debris 

reaching highly manufactured mirror surfaces in the lithography apparatus. Over time, 
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debris can lead to many hours of repair and an increase in COO. Therefore, cleaning 

processes must be considered for many of these machines. 

This thesis looks into a cleaning process for a next-generation manufacturing 

equipment. This process, if successful, could greatly reduce the COO and the downtime for 

the tool as well as allow for much longer lifetime of the machinery. Reduction of COO and 

downtime would mean a faster and cheaper production line, producing a high quality 

product for much less cost. 



5 
 

Chapter 2 

Lithography in Integrated C ircuits  

 

Integrated circuits used in computer chips combine the active construction of 

miniature electronic circuits with passive properties of a semiconductor substrate. Though 

continually minimized for faster chips, the general process has not changed much and yet is 

still very detailed. The actual building of the transistors on chips involves the depositing, 

etching and doping of very specific materials. This, however, cannot be done without the 

proper layout being placed on the substrate. This is done by using a process called 

lithography. An overview of this process will be provided followed by a glimpse of future 

lithography tools and their primary obstacles. 

 

2.1 An Overview of Lithography  

,ÉÔÈÏÇÒÁÐÈÙ ÉÓ ÔÈÅ Ȱ×ÒÉÔÉÎÇȱ ÏÒ ÄÅÖÅÌÏÐÉÎÇ Á ÐÁÔÔÅÒÎ ÆÏÒ ÆÏÌÌÏwing processes in 

making semiconductors on silicon wafers for computer chips. The most widely used form 

of lithography in creating ICs is photolithography [4] . How it is used is as follows. Taking a 

blank silicon wafer, a photoresist coats the wafer. This organic compound that sticks to the 

wafer is light sensitive to certain wavelengths of light. Once this is done, the wafer is placed 

in the photolithography light source. Inside this source is a mask; this part of the machine 

gives the pattern for the chip. The mask, or reticle, acts much like a stencil. Also a light 

source is present, whether in lamp or laser form. When activated and filtered to specific 
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wavelengths, the light emitted passes through a series of condenser lenses to create planar 

waves that hit the mask. The mask has the desired design of the circuitry on it, much like a 

cookie cutter design; some areas have holes of transparent material to allow light to pass 

through while others have absorbent material to absorb the light. As light passes through 

ÔÈÉÓ ÍÁÓËȭÓ ÏÐÅÎÉÎÇÓȟ ÉÔ ÓÔÒÉËÅÓ ÔÈÅ ÐÈÏÔÏÒÅÓÉÓÔȢ $ÅÐÅÎÄÉÎÇ ÕÐÏÎ ÔÈÅ ÔÙÐÅȟ ÔÈÅ ÂÏÎÄÉÎÇ ÉÎ 

the exposed photoresist either strengthens or weakens. The resist-covered wafer is then 

given a developer solution. This mixture removes the weakly bonded photoresist, leaving a 

pattern of undeveloped photoresist on the wafer [5] . This wafer then can undergo the 

multiple other steps described above. The benefit for photolithography is that it can 

produce the patterns very rapidly. In summary, photolithography is the step that 

determines the feature size for transistors in all manufacturing stages. Therefore, 

perfecting and improving photolithography is the primary cause for MoorÅȭÓ ÌÁ× ÉÓ ÐÒÏÖÅÎ 

to be correct. 
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Figure 2.1: Basic lithography stepper in a manufacturing setting. The light travels through 

refractive parts of the mask to the photoresist surface. Light causes a reaction in the resist to 

create the desired pattern  

 

2.1.1 Resolution  

The driving mechanisms of lithography are quantum mechanics in the use of light 

optics. Resolution determines the feature size and thus, diffraction and wavelength of the 

light are very important. The primary equation for resolution is as follows: 

NA
kR
l

1=  

Light from Source 

Mask 

Wafer 

Unexposed Photoresist 
Exposed Photoresist 
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where R is the resolution, ʇ ÉÓ ÔÈÅ ×ÁÖÅÌÅÎÇÔÈ ÏÆ ÔÈÅ ÌÉÇÈÔȟ .! ÉÓ ÔÈÅ ÎÕÍÅÒÉÃÁÌ ÁÐÅÒÔÕÒÅ ÁÎÄ 

k1 is a process factor of the reactivity of the photoresist. Numerical aperture is the ability to 

collect diffracted lights from the mask. In lithography, NA is typically between .16-.6 in the 

projector lenses. In physical terms, the resolution is comparable to the minimal feature size 

in the horizontal plane of the wafer. That is, k1 and NA are unitless and wavelength is 

measured in units of length. With the above equation, the minimum resolution occurs when 

the numerical aperture is increased, and both the photoresist factor and wavelength is 

decreased. Over the past few developments in IC industry, the wavelength has been the 

primary component that has been altered. Currently, though, the numerical aperture has 

changed. Modern immersion lithography uses the high refractive property of water to 

increase NA. Also, constant improvements to photoresist change k1 to lower levels. 

 

2.1.2 Depth -of-Focus 

Perhaps a more better barometer for using lithography in high volume 

manufacturing (HVM) is the depth-of-focus (DOF). DOF is the tolerance of the distance 

between the wafer and the lens while maintaining the same feature sizes; its value 

determines process control. The equation for DOF is expressed as, 

l

l
2

1

2

2

22
k

Rk

NA
kDOF ==
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where k2 is a process-dependent constant (relying on the process and the photoresist 

characteristics) [5]Ȣ 4Ï ÍÅÅÔ ÔÈÅ ÄÅÍÁÎÄÓ ÏÆ -ÏÏÒÅȭÓ ÌÁ×ȟ ÔÈÅ ÒÅÓÏÌÕÔÉÏÎ ÍÕÓÔ ÄÅÃÒÅÁÓÅȟ ÂÕÔ 

the DOF will decrease as well. This correlation means that the feature sizes decrease but 

the controllability also decreases. Therefore, shrinking the wavelength of light is much 

more beneficial as it decreases the feature size but does not greatly affect DOF as compared 

to its dominance in resolution. 

Of course, there are other ways to reduce feature size that do not require 

enhancement in the lithography source but rather in the lithography procedure. Double 

patterning and double exposures call for two lithography exposure steps to better define 

one pattern. These added steps however add more time, material, and other cost to the 

manufacturing. These steps can be avoided if the resolution of the initial light source is 

high. Nanoimprinting uses a mold with the desired pattern to press into the coated resist. It 

can produce a clear pattern at high throughput and does not require high end resist to 

work. Nanoimprinting does however have a limit in size of the features (~10nm). Also the 

resist has a tendency to stick to the mask, which leads to an additional cleaning step after 

each imprinting. Finally, the mold must be of the highest grade. Any defect in the mold is 

reflected in the imprinting process. This quality increases COO.  

 

2.2 Extreme Ultraviolet Lithography  

Therefore with this understanding, a lower wavelength of light creates a smaller 

feature size with the same amount of control and potentially, at a lower cost. As the 
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ÉÎÄÕÓÔÒÙ ÃÏÎÔÉÎÕÅÓ ÏÎ -ÏÏÒÅȭÓ ÌÁ×ȟ ÓÍÁÌÌÅÒ ×ÁÖÅÌÅÎÇÔÈ ÌÉÇÈÔ ÓÏÕÒÃÅÓ ÍÕÓÔ ÂÅ ÒÅÓÅÁÒÃÈÅÄȢ 

The next-generation light source is currently the extreme ultraviolet (EUV) light source 

with wavelengths in the 10s of nanometers [6] . EUV light is much shorter than the light 

given off by excimer lasers currently being used for lithography. The wavelength chosen for 

the next lithography step is 13.5 nm due to mirror fabrication and source availability. 

Having light in the soft X-ray range presents potential problems in existing lithography set-

ups and thus changes must be made. 

Many characteristics of EUV light will alter conventional lithography designs, but 

not to a point where it becomes a hindrance. Firstly, EUV photons are easily absorbed in air 

and other materials. Consequently, EUV lithography must be operated in vacuum. 

Transparent masks can no longer be used as EUV light is also absorbed here. Thus, masks 

and any other optics used must now be reflective, not refractive [7] . Refraction at this 

wavelength causes a loss in EUV intensity as some light is absorbed. Rather than having the 

usual transparent and opaque parts of a pattern on masks, they must now have reflective 

and absorbent areas. This is seen in the figure. 
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Figure 2.2: EUV lightography stepper setup.  As opposed to a refractive mask, EUV masks are 

reflective as to ensure no light absorption on the surface.  

EUV lithography demands all the reflective surfaces within the system to be very 

much defect free and non absorbing. To do this, each reflective surface has underlying 

multilayer to ensure complete reflection of incoming light. This Bragg reflector comprise of 

alternating layers of reflective materials (primarily molybdenum and silicon) [8] . 

EUV light 

Reflected light 

Reflective material 

Wafer 

Photoresist 

Mask 

Absorbent material
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Figure 2.3: Mirror reflectivity of a Mo -Si multilayered collector optic in an EUV light source. 

Most optics and masks has these multilayered surfaces [9] . 

The materials are deposited at the highest purity to achieve up to 70% reflectivity. 

The top layer of most collector optics currently is made of ruthenium to prevent underlying 

layers from oxidizing quickly. This process helps protect the high-cost manufactured layers 

underneath from degrading in reflectivity due to oxidation. Nonetheless, defects still exist 

(~10 14 defects/cm2) and affect the overall quality of the lithography process [10] . Reducing 

defects leads to increased production time and cost. These optical surfaces are constructed 

with the highest standard and thus are already one of the largest costs to the machine. 
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2.2.1 Xenon as an EUV Fuel 

The creation of the light is, of course, the main ingredient to the whole process. 

Many previous lithography machines used lamps, lasers, or gaseous discharges to create a 

specific wavelength of light. EUV, due to its tremendously low and specific wavelength, 

requires excitation of scientifically exotic fuels. Xenon (Xe) gas was initially thought to be a 

great fuel for EUV sources. Xe+10 is the state that emits the EUV light and thus a high 

ionization must take place. As a gas, a discharge plasma pinch is used; with a charged 

capacitor bank, gas flows through a capillary electrode and the bank is discharged. The 

emitted light is collected far from the source and reflected to various optics and finally the 

mask and photoresist substrate. This creates a high density, highly ionized plasma [11] . 

Since Xe is a noble gas, its chemical reactivity with surrounding structures is unlikely. Xe 

does have many drawback; its conversion efficiency (EUV power versus input power), or 

CE, is low (~1%), damage to the electrode in HVM would cause downtime, and Xe is a 

heavy gas which leads to physical damage to surrounding structures. Thus, Xe has been 

pushed aside for other fuels. 

 

2.2.2 Tin as an EUV Fuel 

Currently, the most researched EUV fuel is tin (Sn). Unlike Xe, Sn has multiple 

ionized states that give off EUV light, which gives it a higher CE (~3%). However since Sn 

mostly comes in metal form, new methods must be researched [11] . Some research has 

found that EUV light can be created by using Sn in gaseous form (such as SnCl4) for a DPP 
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system. These gases are difficult to produce and require additional cleaning systems. 

Rather, a different system has been created to use Sn in a more natural state. The laser 

produced plasma (LPP) uti lizes high powered lasers to ionize small Sn targets to proper 

levels for EUV light. These targets ablate and the fuel expands out in a plasma plume [12] . 

 

Figure 2.4: Light intensity of a tin -fueled EUV light source using two different lasers. A 

carbon dioxide laser, though producing more light at the 13.5 nm wavelength, has a lower CE 

than the Nd:YAG [5] . 

This ionization actually develops a plasma out of the metal targets. The light is 

reflected by a close collector optics that then reflects the light toward other optics and 

finally the mask and substrate. These targets of Sn in can be made various states of matter 

(liquid droplets, liquid jet, frozen droplets, and gas) [13] . To create the EUV power 
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required, lasers must continue to improve as the current power output of lasers is too low 

for HVM. The above figure shows how two laser systems compare in making EUV light on a 

tin liquid pellet. Fiber lasers are currently being researched as potential tin ionizing lasers 

for this process. If successful, CE would increase tremendously, reducing cost per laser shot 

dramatically. LPP has major advantages over DPP in its higher CE as well as less damage to 

equipment inside the vacuum chamber. Therefore LPP is the present leader in system 

design for HVM. 

 

 

Figure 2.5: Mockup of an LPP EUV system. The elliptical collector i s the mirror in question 

for this experiment [14] . 
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2.2.3 Present Dilemmas in LPP EUV Lithography  

A main drawback to creating a tin plasma in an LPP source is its potential damage to 

the collector optics, the first initial reflective material the light encounters. Since these 

mirrors are close to the tin plasma, numerous ways of degradation can occur [15] . Within 

the plasma, Sn is ionized and these ions have a high amount of energy due to the laser. The 

ions can strike the mirror surface, causing sputtering. Sputtering is the ejection of a 

ÓÕÂÓÔÒÁÔÅȭÓ ÓÕÒÆÁÃÅ ÁÔÏÍÓ ÂÙ ×ÁÙ ÏÆ ÉÏÎ ÂÏÍÂÁÒÄÍÅÎÔȢ 4ÈÏÕÇÈ ÉÔ ÃÁÎ ÏÃÃÕÒ ×ÉÔÈ 3Î ÉÏÎÓȟ 

this problem is much more likely for heavy atoms like Xe as heavier ions cause more 

sputtering than lighter ones. This difference in sputtering yield is primarily due to 

momentum of the particles reaching the surface. The Xe and Sn ions reaching the surface 

have relatively identical energies. Since Xe is much heavier, its sputtering yield is much 

more significant. The more probable dilemma with Sn fuel is having Sn condense onto the 

collector optics near the LPP. Some fairly energetic tin fuel does not always exit the 

chamber through pump or be directed away from the surface by mitigation tools. The tin 

deposits onto the collector optic, covering the reflective surface. 
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Figure 2.6: Collector optic material coated with tin fuel debris. The change in color between 

the masked and unmasked areas represents the amount of tin deposited  [16] . 

As previously stated, reflective surfaces for EUV are created with the highest purity and 

intended to be defect free. A tin coating reduces EUV reflection greatly and could cause 

potential damage to the underlying multilayers in the mirror. 
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Figure 2.7: Current configuration of LPP EUV system created by Cymer. Currently, Cymer is 

planning to release its first operational tool in late 2010  [14] . 

 

2.3 EUV Lithography Optics Cleani ng 

A few procedures have been looked at to reduce tin  buildup on mirrors. After the 

LPP process, any remaining tin that is not pumped out through the vacuum system is 

considered debris. Prevention of this debris reaching the collector optics is of the utmost 

importance. Debris mitigation in EUV lithography systems has been a research focal point 

for years. Ion debris can be mostly mitigated through electromagnetic forces, but Sn 

neutrals still reach the mirror surface. These neutrals are mitigated with a buffer gas such 

as argon or hydrogen. Debris mitigation is done by having a gas in between the mirror and 
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the location of the tin droplet being hit by the laser. Hydrogen is used at high throughput 

(flow rate) to continually remove any large debris. The primary reason for the use of 

hydrogen over other gases is its high transmission of EUV light. This characteristic means 

that of any gas put into the system, hydrogen is the least likely to absorb the light. In tools 

that are presently having trouble meeting the desired amount of light, any loss of light 

emission is a huge problem. Therefore, hydrogen is used as a buffer gas. Even with current 

mitigation techniques, Sn is still deposited at 3.2 X 10-8  nm/pulse  [17] . In HVM, this rate 

gives an operational time span of 10 hours before the tin causes too much degradation for 

operation. Therefore, cleaning must be undertaken. 

 

Figure 2.8: Collector optic from LPP source. Notice the elliptical shape to maximize the  

amount of light reflected [14] . 

 



20 
 

2.3.1 EUV Collector Optics 

Due to their high quality, collector optics raises the COO of EUV lithography tools. If 

the fuel source constantly causes the mirrors to be cleaned or replaced, the COO elevates 

even higher. 

 

Figure 2.9: Cost of lithography tools over time. With smaller feature sizes, the 

smaller wavelength increases the cost of lithography machines as the light  sources 

become much more complex [9] . 

Hence, tool manufacturers research cleaning processes that can rapidly remove the fuel 

debris from the mirror without any subsequent damage to underlying layers. The 

procedures to really consider are ones that can operate in the vacuum environment and 

cause as little interference or added cost as possible. The best and most sought after 

method to do just this is reactive ion etching with an additional plasma source. This section 

reviews how reactive ion etching works and the reactive species used to clean tin off of 

collector optics. 
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2.3.2 Reactive Ion Etching  

Since the EUV lithography environment is under vacuum (i.e. at extremely low 

pressures), plasma systems are a viable option to remove debris from mirror surfaces. A 

reactive ion etching (RIE) system utilizes products of electron-atom collisions for chemical 

reactions. The created reactive species is created near surface in order to react with given 

materials. A plasma source produces these species at a great rate and more importantly, 

with a given electrode design, can direct the plasma particles to a surface. Most reactive 

species are neutral atomic gas particles such as atomic fluorine (F) or atomic chlorine (Cl). 

 

Figure 2.10: A basic plasma etching experiment using an inductively coupled plasma source. 

Using radio frequency, the input power is maximized using a matching network. The plasma 

is ignited by the inductor antenna  [4] . 
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In IC manufacturing, RIE is used to create the trenches or grooves for transistors in 

the chips. Its main advantages are its anisotropic etch (giving square, flat trenches), its 

wide variety of gases to use, and its excellent etch rate [18] . However, controllability can be 

an issue; overetching a designated trench is very damaging to a multilayered chip. In the 

EUV system, overetching leads to damage to the collector optics if the reactive species is 

not selective. Two types of gases are therefore researched: those with high etch rates but 

poor selectivity and/or controllability and those with moderate to low etch rates with great 

selectivity. 

 

2.3.3 Chlorine and Oxygen as EUV Collector Optic  Cleaning 

Gases 

Firstly, some gases used have high etching rates of tin, but their selectivity and 

possible damage to underlying substrates are cause for concern [19] . Chlorine has been 

thoroughly researched for such a possibility. Its etch rate of tin is extremely high (~150 

nm/min) , but it is also very volatile to other metals present in the chamber. Also, chlorine 

would need a special exhaust cleaning system as to not pump the toxic gas into the 

atmosphere or work environment [20] . Most potential systems involve either a cleaning 

cycle that requires tool downtime or removal of the optic to be cleaned elsewhere with 

chlorine plasma. 
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Figure 2.11: Surface roughness of the mirror surface over oxygen plasma exposure time [21] . 

Adding roughness to the surface leads to degradation of the mirror surface.  

Oxygen has also been considered as a cleaning agent. However, the cleaning rate is 

low and the formation of oxides on collector optics could degrade reflectivity [22] . As both 

these gases have shown to etch tin, they are still too absorbent to potentially work in -situ; 

they would require downtime of the tool in order to clean the collector optics. In a 

manufacturing setting, this downtime becomes costly as it slows production. Though an in-

situ system has been made for using oxygen, a system that uses a gas already present in the 

chamber and that has a high transmission of EUV light would be much better for 

production. Therefore, using a high EUV-transmitting gas as the reactive species would be 

the best option. Thus, experimentation must be done on hydrogen cleaning of tin. 
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2.3.4 Hydrogen as an EUV Collector Optic  Cleaning Gas 

There are many reasons to strongly consider hydrogen as a cleaning gas. First and 

foremost, hydrogen gas is used as a mitigating gas in current setups. The gas is present in 

the chamber and has been accounted for in all other parts of the system. Secondly, 

hydrogen allows for the highest EUV light transmission. As the smallest element, its 

absorption of the light is the lowest of all gases. Thus, during its cleaning, hydrogen has the 

smallest amount of light reduction. 

 

Figure 2.12: Transmission of EUV light through various gases. Hydrogen is clearly the best 

[23] . 

This characteristic makes it ideal for in-situ cleaning. Thirdly, as a light gas, its sputtering 

yield is extremely small for a capping layer of heavy materials (Ru, or Mo). Thus, physical 

damage to the top layer is relatively moot. Also, no chemical reactions with these materials 
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and hydrogen are seen. Finally, the etch rate of tin is moderately high. Ranging from 25-60 

nm/min in conventional settings, hydrogen is more than capable to clean the deposition of 

tin on the optics. 

Fi

gure 2.13: Removal of tin with hydrogen plasma over time. With a different surface capping 

layer, the cleaning rate can change drastically [24] . 

Of course, disadvantages are identified in a hydrogen system. Hydrogen diffusion is 

possible with a plasma at the mirror surface. Having high energy hydrogen atoms or ions 

directed at a surface could cause gas implantation. Also, current work shows that 100% 

removal might not be possible in the original multilayer orientation [24] . Changes to the 

multilayer structure might better serve the necessary cleaning system, such as having a 

silicon nitride capping layer rather than ruthenium.  
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Chapter 3  

Theoretical Model  

To create reactive species in RIE, a plasma model must first be developed. This 

model takes the most likely electron-atom collisions into account. These collisions later tell 

of how much reactive species is produced. In addition to the inner workings of a plasma, 

reactions on a surface must be analyzed. All adsorption, desorption, and reaction rates 

must be quantified to determine the predicted etch rate of the system as well as the inputs 

that affect it. This model merges these two topics into one program to better understand 

how the mechanism works. 

 

3.1 Mathematical Approach to Plasma Collisions  

The collisions and resulting reactions among particles in plasma can determine 

what species are created. These interactions can cause drastic changes in species densities 

with respect to average energy and pressure in the plasma. Hydrogen plasma has a strong 

potential to produce hydrogen neutrals (H0) as seen by the following reactions of particles 

that occur within the plasma [25] . 
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3.1.1 Plasma Reactions and System of Equations Setup 

The reactions occur at given reaction rates, k [26] , [27] . These rates are determined 

through quantum mechanical principles and experimental data [28] . 
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Figure 3.1: Reaction rate coefficients versus electron temperature. The most dominant 

reaction in lower energies is the dissociation of H 2+ ion. This particular  ion is low in density 

initially, but in increasing electron temperature, it becomes dominant.  

 

The basic definition of a rate coefficient is as follows 

 

 

where E and m are the energy and mass respectively of incoming particle, f(E) is the energy 

distribution function of the incoming particle, kb ÉÓ "ÏÌÔÚÍÁÎÎȭÓ ÃÏÎÓÔÁÎÔȟ 4e is electron 

temperature, ÁÎÄ ʎɉ%Ɋ ÉÓ ÔÈÅ ÃÒÏÓÓ ÓÅÃÔÉÏÎ ÆÏÒ ÔÈÅ ÐÒÏÃÅÓÓ ÁÔ ÅÎÅÒÇÙ %Ȣ 4ÈÅ ÔÅÒÍ  is 
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the speed of the incoming particle. If the incoming particle is an electron and the cross 

section is constant for at a certain range of energies, then the equation can be simplified. 

  

 

where Eon is the energy at which the cross section increases from a very low value to its 

constant value used in the equation. A reason to do this is to simplify much of the integral 

work while still ensuring quantum mechanical properties are still being satisfied. 

 

 

 

 

 

 

Other values are found in detailed papers on the subject of hydrogen plasmas.  

 

 

 

 



30 
 

 

 

 

The remaining values are found through experimental work done in plasma science. 

Reported data has been quantified and put into a polynomial fit [26] .  

 

 

The reaction rate coefficients are a function of electron temperature, Te. The plasma is 

considered to be under steady state. Steady state implies that the species in the plasma do 

not change over time. This is somewhat close to experimental as any gas used in the 

etching process is easily replaced by constant gas flow input . Therefore, the time 

ÄÅÒÉÖÁÔÉÖÅÓ ÏÆ ÔÈÅ ÓÐÅÃÉÅÓȭ ÄÅÎÓÉÔÉÅÓ ÁÒÅ ÅÑÕÁÌ ÔÏ ÚÅÒÏ [29] , [30]  . The overall charge of the 

plasma is considered to be zero as well. Thus the system has five main equations. 
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where n are the densities of the related species, Da is the diambipolar diffusion coefficient, 

and L is the geometric constant. 

 

where Radius is the radius of the plasma chamber. 

The diffusion terms (DaHo,  DaH+, DaH2+) are diffusion of the species to the wall, where they 

recombine to form neutral particles [31] . The diffusion coefficients are dependent on 

pressure. The ion diffusion coefficients are also dependent on electron temperature. 

 

 

where µ is the number of hydrogen masses in the gas species. 

R is the atomic hydrogen creation factor due to ion diffusion. When ions diffuse, they return 

to a non-ionized state. H+ and H3+ lead to a production of H0 as they de-ionize (H3 is 

unstable and dissociates into H0 and H2). 
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The central inputs of the plasma portion of this model are chamber radius, electron 

temperature, gas pressure, and electron density. Gas pressure determines the density of H2 

in the plasma, a quantity easily measured by any pressure gauge. 

 

Thus, the unknown variables are the densities of H+, H2+, H3+, and atomic H [32] . A method 

to do this in Mathematica is attached in the appendix. 

3.1.2 Results of Reactive Species Density 

A system of equations is formed with the time derivative of the above particle 

interactions. Given the amount of components to this system, a mathematical computer 

program (Mathematica 6.0) is used to better analyze the system.  Once the unknowns are 

solved for, the only dependences are on the ion density, electron temperature, and gas 

pressure. Thus, the density of the reactive species is related to these dependences and 

compared.  
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Figure 3.2: Ion, electron, and atomic density versus electron temperature. The electron 

density is set at a constant 10 11 cm-3 and the pressure is set at .08 Torr.  H3+ is at the bottom 

of the bottom of the graph.  

 The densities change dramatically over a given electron temperature range. As seen 

in the reaction rates, H2+ is very likely to dissociate into atomic hydrogen much at lower 

electron temperatures and is therefore at a lower density at these values. H+ is created 

rapidly at low electron temperatures but as Te is increased, the single ion begins to react 

with other particles and thus, its density drops. H3+ is very low regardless of the electron 

temperature. The atomic hydrogen grows very quickly with increasing electron 

temperatures. 
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Figure 3.3: H+ ion density versus pressure versus electron temperature. The electron density 

is set at 1011 cm-3. Notice that initially, this ion density is almost all of the ion density in the 

system. 
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Figure 3 .4: H2+ ion density versus pressure versus electron temperature. The electron 

density is set at 10 11 cm-3. Notice that even though the upward trend is significant within this 

range, the scale is much less than that of the H + case. 
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Figure 3.5: H3+ ion den sity versus pressure versus electron temperature. The electron 

density is set at 10 11 cm-3. Notice that compared to both other ions, the density of this species 

is extremely low.  
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Figure 3.6: H0 density versus pressure vs electron temperature. The electr on density is set at 

1011 cm-3. The reactive species of the process has a moderate density and is positively 

influenced by pressure and electron temperature.  

 With these found trends, the constant electron density is changed to a higher 

density. This change is similar to increasing power in the system. The resulting ion 

densities are, of course, higher than previous amounts. As a result, this alteration also 

increases the atomic hydrogen density in a significant way. 
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Figure 3.7: Ion, electron, and atomic density versus electron temperature. The electron 

density is set at a constant 10 12 cm-3 and the pressure is set at .08 Torr.   
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Figure 3.8: H+ ion density versus pressure versus pressure versus electron temperature. The 

electron density is set at a cons tant 10 12 cm-3. With an increased electron density, the ion 

density also increases, though the decreasing trend remains the same.  
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Figure 3.9: H2+ ion density versus pressure versus electron temperature. The electron 

density is set at a constant 10 12 cm-3. 

 


