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In this dissertation, Coulomb collisions and magneto-ionic propagation effects on the incoherent scatter radar measurements have been studied and analyzed in detail. The present study aims at modeling radar observations of the equatorial ionosphere carried out at the Jicamarca Radio Observatory (Lima, Peru) using antenna beams pointed perpendicular to the Earth’s magnetic field $B$.

A Monte Carlo procedure based on the simulation of charged particle trajectories in a magnetized plasma (with suppressed collective interactions) was developed to account for the effects of Coulomb collisions on the shape of the incoherent scatter spectrum. Statistics of simulated electron and ion trajectories, single-particle ACF’s, and associated Gordeyev integrals are utilized in the general framework of incoherent scatter spectrum models [e.g., Kudeki and Milla, 2006] to produce theoretical spectra for different plasma configurations. Our simulation method effectively extends the procedure of Sulzer and González [1999] into three dimensions and is valid for all magnetic aspect angles including the direction perpendicular to $B$. The 3D trajectories, randomized by Coulomb collisions, are described by a generalized Langevin equation with velocity-dependent friction and diffusion coefficients taken from the standard Fokker-Planck collision model of Rosenbluth et al. [1957]. A statistical analysis of the simulated trajectories shows that the ion motion is well modeled as a Brownian-motion process with Gaussian displacement distributions (and constant friction and diffusion coefficients), in which case, an analytical expression for the single-ion ACF can be obtained [e.g., Woodman, 1967]. However, the simulated electron motions do not fit a Brownian model because the electron displacement distributions in the direction parallel to $B$ are sharper than a Gaussian. To account for these effects on our incoherent scatter spectrum model, a numerical library of electron statistics in an oxygen...
plasma (single-electron ACF’s) had to be developed. The library spans a set of densities, temperatures, and magnetic fields as needed for Jicamarca F-region applications.

The antenna beams used in perpendicular-to-$B$ radar observations at Jicamarca have angular widths of the order of a degree. Within this range of small magnetic aspect angles, different modes of magneto-ionic wave propagation are excited. These characteristic modes vary from linearly polarized in the direction perpendicular to $B$ (Cotton-Mouton regime) to circularly polarized at aspect angles greater than $0.5^\circ$ (Faraday rotation regime). In order to model the magneto-ionic propagation effects on incoherent scatter radar measurements, a computer algorithm based on the Appleton-Hartree equation for electromagnetic wave propagation in a magnetized plasma was developed. Simulation studies show that magneto-ionic propagation effectively modifies the shapes of the radar beams and does have an impact on the incoherent scatter radar measurements because the polarization of the incident and backscattered fields vary as they propagate through the ionosphere.

A soft-target radar equation, which incorporates our collisional incoherent scatter spectrum and magneto-ionic propagation models, is formulated to model the radar measurements collected at Jicamarca. Voltages detected by the radar antenna are represented as the beam-weighted sum of ionospheric backscattered signals corresponding to the range of magnetic aspect angle directions illuminated by the antenna beam. This integration is carried out numerically using a finite-element-like integration method that takes advantage of the slow variation of physical parameters in the direction transverse to the geomagnetic field. The resultant radar model is utilized in the inversion of ionospheric parameters in a three-beam radar experiment conducted at Jicamarca. The experiment interleaves radar observations with perpendicular-to-$B$ and off-perpendicular antenna beams. The data model matches very closely the different features of the measured data; for instance, it predicts the enhancement of the measured power in the direction perpendicular-to-$B$ at ionospheric altitudes where the electron temperature is greater than the ion temperature. F-region electron density and temperature ratio ($T_e/T_i$) estimates were obtained using a least-squares inversion algorithm. The inversion results show a good agreement with ionosonde data, validating our model for incoherent scatter radar measurements.
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CHAPTER 1

INTRODUCTION

1.1 Perpendicular-to-B Incoherent Scatter Radar Measurements at Jicamarca

The incoherent scatter radars are the most powerful ground-based facilities built for the study of the Earth’s ionosphere. Using these instruments, ionospheric plasma parameters such as densities and temperatures can be measured remotely as functions of altitude. Only a small group of these radars is distributed around the World, and among them, the Jicamarca radar is special by its location. Situated near Lima, Peru, the 50 MHz Jicamarca radar is the only incoherent scatter (IS) facility that is routinely used for probing the equatorial ionosphere. Since it began operating in 1961, the Jicamarca measurements have become the primary resource for scientists to conduct studies of the equatorial electrodynamics.

One of the most important applications of the Jicamarca radar is the measurement of ionospheric plasma drifts. For this purpose, the Jicamarca antenna array is phased to point perpendicular to the Earth’s magnetic field \( B \). These measurements are possible on a pulse-to-pulse basis (as opposed to ACF measurements conducted with multi-pulse techniques) because the bandwidth of the incoherent scatter radar (ISR) spectrum narrows considerably when the radar beam is pointed perpendicular to \( B \). The original technique of Woodman and Hagfors [1969] has been recently improved by Kudeki et al. [1999]. Very accurate plasma drifts determined from the Doppler shifts of the sharp peaks of the measured spectra are obtained using the new technique. The procedure developed by Kudeki et al. [1999] consists in fitting the measurements to a simplified ISR spectrum formula. This
equation results from the beam-weighted integration of theoretical spectra corresponding to the range of magnetic aspect angles illuminated by the radar beam. The magnetic aspect angle is the complement of the angle between the scattered field wavevector $k$ and the ambient magnetic field $B$. Kudeki et al. [1999] developed their model based on the well-established collisionless IS theory [Fejer, 1961; Farley et al., 1961, and others] and the collisional IS theory of Woodman [1967]. Analysis and comparisons of these theories led Kudeki and his team to assume that electron Coulomb collisions could be neglected in the formulation of the simplified model (though ion Coulomb collisions should still be considered). The simplified model predicted that the frequency bandwidth of the measured spectrum would be proportional to the plasma temperature. Because of this, the initial expectation of Kudeki and his team was to measure ionospheric temperatures (as well as drifts) by applying their spectral estimation technique. To their surprise, however, the temperature estimates they obtained were about half of what is expected for an F-region ionosphere. Bhattacharyya [1998] carried out additional theoretical and experimental work in an attempt to attribute the low temperature estimates to a modification of the spectrum caused by magneto-ionic propagation effects. Despite these efforts, the temperatures obtained were still underestimated. All this work gave Kudeki and his team enough evidence to conclude that the actual measured ISR spectrum was in fact narrower than what the theories available at that time were able to predict, and in consequence, a revision of the IS theory for modes propagating perpendicular to $B$ was needed.

The very same year, Sulzer and González [1999] revised the IS theory and showed that electron Coulomb collisions do have a significant impact on determining the shape of the IS spectrum at small magnetic aspect angles. In the literature, the effects of Coulomb collisions on incoherent scattering have been studied before, but using simplified models. Based on a qualitative analysis, Farley [1964] recognized that ion Coulomb collisions would be responsible for the lack of O+ gyroresonance signatures on IS observations at F-region heights. This analysis was later verified by the collisional IS theory of Woodman [1967], theory that was based on the simplified Fokker-Planck collision model of Dougherty [1964]. These two studies concluded that electron Coulomb collisions would have very small effects
on IS observations at small magnetic aspect angles. However, Sulzer and González [1999] showed that this is not the case. Based on the more complex Fokker-Planck Coulomb collision model of Rosenbluth et al. [1957], Sulzer and González carried out intensive computations to accurately model the effect of electron collision on the IS spectra for a set of plausible ionospheric plasma parameters. Their results verified that the collisional spectrum is indeed narrower than what the collisionless theory predicts, a result that is in better agreement with Jicamarca observations. Furthermore, they found that the effect of electron collisions extends up to relatively “large” magnetic aspect angles (as large as 3 or 4 degrees). This important result was the key to solve another puzzle of Jicamarca IS observations (using antenna beams pointed off-perpendicular to $B$), which was the systematic measurement of electron temperatures lower than ion temperatures at nighttime when thermal equilibrium is expected [Aponte et al., 2001].

The collisional incoherent scatter spectrum calculations of Sulzer and González are based on the statistics of simulated electron trajectories randomized by Coulomb collisions. In order to simplify their computations, Sulzer and González assumed that the geomagnetic field is sufficiently strong to keep the electrons moving along the same geomagnetic field lines, such that diffusion across the field could be neglected. Under this assumption, the problem can be reduced to the simulation of the electron motion in a single dimension (i.e., in the direction parallel to $B$). This “strong” magnetic field approximation is valid for Jicamarca IS observations at aspect angles larger than 0.1° (limit of Sulzer and González simulations). However, for radar observations perpendicular to $B$, an IS spectrum model valid for zero magnetic aspect angle is required. Given the small range of magnetic aspect angles that remains to be modeled, one may think that extrapolation of Sulzer and González spectrum would be just good enough; however, it is in this range of aspect angles (between 0° and 0.1°) that the spectrum becomes “super” sharp with its bandwidth being reduced by a factor larger than ten. This is the cause of the sharp spectrum measured at Jicamarca with the antenna pointed perpendicular to $B$. Therefore, in order to quantify all the features of the measured IS spectrum, an accurate model for all magnetic aspect angles is needed.
More recently, Kudeki et al. [2003] developed a new incoherent scatter radar technique for the measurement of ionospheric plasma densities using antenna beams pointed perpendicular to B. An electromagnetic wave propagating through the ionosphere experiences changes in its polarization caused by the presence of the Earth’s magnetic field. These magneto-ionic propagation effects are significant for detection at 50 MHz [Farley, 1969]. The technique consists of transmitting radiowave pulses using a single linearly polarized antenna. The waves excite both the ordinary and extraordinary modes of propagation in a magneto-ionic medium. In reception, two orthogonal linearly polarized antennas are used to collect the backscattered signals. The differential phase of the signals detected by both orthogonal antennas depends on the difference between the refractive indices of the modes of propagation. The model of these measurements was developed based on the Appleton-Hartree equation for electromagnetic wave propagation in a magnetized plasma. Inversion of the radar measurements yields electron density estimates as a function of height. Additional details of the experiment, the data model, and the estimation technique are given in Feng et al. [2003] and Feng et al. [2004].

Depending on the direction of propagation, radiowaves traveling through the ionosphere experience different types of magneto-ionic effects [Yeh et al., 1999a, b]. If the magnetic field is perpendicular to the propagation direction, changes in the polarization are described by the Cotton-Mouton effect, and the characteristic modes of propagation are linearly polarized. At relatively “large” magnetic aspect angles, the Faraday effect takes place and the characteristic modes become circularly polarized. In the case of radiowave propagation at 50 MHz, the transition between these two regimes happens at a critical angle of approximately 0.5° measured with respect to the perpendicular-to-B direction. As the Jicamarca antenna beam has a finite angular width, different modes of propagation for small magnetic aspect angles are excited, modes that in general are elliptically polarized. The resultant magneto-ionic effects on the differential-phase measurements were modeled by Feng et al. [2003]. The model gets further complicated as the incoherent scatter radar cross section (RCS) is also dependent on magnetic aspect angle. When the plasma is not in thermal equilibrium, i.e., when the electron temperature is greater than the ion
temperature, the incoherent scatter RCS becomes larger at small magnetic aspect angles [Farley, 1966]. This feature of the IS signal was not fully modeled by Feng et al. [2003]. In their approach, they considered a heuristic expression for the RCS since the IS theories available at that time were not appropriate for this type of radar measurements. The differential phase technique can be improved if an accurate incoherent scatter model for modes propagating perpendicular to B is applied.

1.2 Studying and Modeling Coulomb Collisions and Magneto-Ionic Propagation Effects

In this dissertation, Coulomb collisions and magneto-ionic propagation effects on the incoherent scatter radar measurements have been studied and analyzed in detail. This study aims at modeling radar observations of the equatorial ionosphere carried out at the Jicamarca Radio Observatory (Lima, Peru) using antenna beams pointed perpendicular to the Earth’s magnetic field B. The result of our studies is the development of a new incoherent scatter spectrum model valid for all magnetic aspect angles (including the direction perpendicular to B). This work is a continuation of the efforts of Bhattacharyya [1998] and Feng [2002] to improve the capabilities of the incoherent scatter Jicamarca radar.

Our investigations were divided in two stages:

1. The study of the effects of Coulomb collisions in determining the shape of the incoherent scatter spectrum.

2. The modeling of the incoherent scatter radar spectrum considering magneto-ionic propagation effects.

The first stage of this research involved the development of a procedure to model the incoherent scatter spectrum including the effects of Coulomb collisions. The proposed method is based on the stochastic simulation of the trajectories of charged particles embedded in a plasma. This procedure is effectively an extension of the method of Sulzer and González [1999] into three dimensions. In the simulations, particle trajectories are
randomized by Coulomb interactions as described by the Fokker-Planck collision model of Rosenbluth et al. [1957]. A statistical analysis of the simulated trajectories shows that the electron statistics are poorly approximated by simplified collision models. The application of this procedure in routine computations of collisional IS spectra is not practical because of the large amount of computations that it requires. In order to circumvent this difficulty, a numerical library of the statistics of the electron trajectories has been developed. The library spans a set of densities, temperatures, and magnetic fields as needed for Jicamarca F-region applications.

The second stage of this project corresponds to the modeling of the incoherent scatter beam-weighted radar spectrum measured with antennas pointed perpendicular to \( B \). At 50 MHz, the polarizations of radiowaves propagating through the ionosphere are modified due to magneto-ionic effects. Therefore, the consideration of these effects in IS spectrum models is necessary. Further complications arise because, within the range of small magnetic aspect angles illuminated by the antenna beam, a variety of characteristic modes of propagation are excited. These effects result in a distortion of the shape of the propagating wavefronts and, thus, in a modification of the measured IS signals. On the other hand, the rapid variation of the IS spectrum at small magnetic aspect angles imposes an additional level of complexity to the model. Because of these features of the IS signal, the shape of the radar beam has to be considered in the modeling, as it effectively determines the shape of the measured spectrum. A model of the beam-weighted incoherent scatter radar spectrum that takes into account magneto-ionic propagation and collisional effects was developed. A comparison of measured and simulated incoherent scatter data validates to some extent the accuracy of our model. The ultimate application of this model will be the estimation of ionospheric physical parameters with Jicamarca antenna beams pointed perpendicular to the geomagnetic field.

### 1.3 Dissertation Outline

The present dissertation is organized as follows. The general framework for incoherent scatter theories is introduced in Chapter 2. The framework formulates the spectrum of
incoherently scattered radiowaves in terms of the so-called Gordeyev integrals [Kudeki and Milla, 2010]. As discussed in Section 2.2, the Gordeyev integral is defined as the one-sided Fourier transform of the characteristic function of the displacements of an electron or an ion in the absence of collective interactions. As Coulomb collisions modify the particle trajectories, collisions do have an impact on the shapes of these characteristic functions, also termed single-particle ACF’s. It is through the modeling of the particle trajectories that the effects of Coulomb collisions are introduced in our incoherent scatter spectrum model.

The motion of a charged particle embedded in a plasma is modeled by a generalized version of the Langevin equation. In this equation, the effect of Coulomb collisions is described by the action of a friction force and random diffusion forces. The expected values of these forces are given by the Fokker-Planck friction and diffusion coefficients of Rosenbluth et al. [1957]. The general relationship between the Fokker-Planck and the generalized Langevin equations is also discussed in Chapter 2.

A Monte Carlo procedure was developed to simulate the particle trajectories in a magnetized plasma. The approach effectively extends the procedure of Sulzer and González [1999] into three dimensions by letting the charged particles diffuse across the magnetic field lines. Since the Langevin equation models the particle trajectories as Markov processes, discrete time-update equations for the velocity and the position of a test particle can be readily obtained. The computer program for the simulation of the particle trajectories was developed based on these equations. The program is outlined in Chapter 3. Both electron and ion trajectories were simulated. The use of these trajectories for the numerical estimation of the single-particle ACF’s and the calculation of the corresponding Gordeyev integrals are described in Section 3.2.

The statistics of our computed trajectories deserve a careful analysis. In Section 3.3, velocity and displacement distributions resultant from the simulations are presented. We have verified that the probabilistic distributions of the ion displacements in the directions parallel and perpendicular to $\mathbf{B}$ can be very well approximated by independent Gaussian distributions. In consequence, the ion trajectory can be described by a Brownian motion
process with constant friction and diffusion coefficients. This is convenient because, in this particular case, an analytical expression for the Gordeyev integral can be derived [Woodman, 1967; Holod et al., 2005, and others]. On the other hand, however, electron statistics show a different behavior. While in the direction perpendicular to \( B \) the displacement distribution can still be approximated by a Gaussian function, in the parallel direction the distribution is different. For this reason, the electron motion cannot be modeled as a simple Brownian motion process. Moreover, no analytical expression for the corresponding Gordeyev integral was found; therefore, a numerical library of electron Gordeyev integrals for an oxygen plasma had to be developed. The library spans a set of densities, temperatures, and magnetic fields as needed for Jicamarca F-region applications.

In Chapter 4, the computed electron and ion Gordeyev integrals are utilized in the general framework of IS models to produce theoretical IS spectra for different magnetic aspect angles, including the direction perpendicular to \( B \). The analysis of our results shows that the modeled spectrum saturates at very small magnetic aspect angles (< 0.01°). Additionally, we have also verified that the width of the perpendicular-to-\( B \) spectrum is proportional to the electron Coulomb collision frequency. As the value of this collision frequency is inversely proportional to the electron temperature, we found that the modeled spectrum narrows at high temperatures and widens at low temperatures; this result is discussed further in Section 4.2. Moreover, the dependence on temperature of our simulated spectra for different magnetic aspect angles is analyzed at the end of this section.

The second stage of our investigations corresponds to the study of the magneto-ionic propagation effects on the IS radar signals. As mentioned above, a radiowave propagating through the ionosphere experiences changes in its polarization due to the presence of the Earth’s magnetic field. To account for these magneto-ionic propagation effects on perpendicular-to-\( B \) radar observations at Jicamarca, a model for incoherent scatter spectrum and cross-spectrum measurements is formulated in Chapter 5. In this model, the voltages detected by the radar antennas are represented as beam-weighted sums of the ionospheric backscattered signals arriving from the range of magnetic aspect angle directions illuminated by the antenna beams. The model is effectively an extension of
the Appleton-Hartree solution for a homogeneous magneto-plasma to the case of an inhomogeneous ionosphere. Simulation studies based on our model show that magneto-ionic propagation effectively modifies the shapes of the radar beams and does have an impact on the IS radar measurements as described in further detail in Chapter 6.

In Chapter 7, the incoherent scatter data model of Chapter 5 is utilized in the inversion of ionospheric physical parameters from radar data collected in three-beam radar experiments conducted at Jicamarca. These experiments interleave radar observations with perpendicular-to-$B$ and off-perpendicular antenna beams. The data model matches very closely the different features of the measured data, e.g., it predicts the enhancement of the measured power in the direction perpendicular-to-$B$ at ionospheric altitudes where the electron temperature is greater than the ion temperature. F-region electron density and temperature ratio ($T_e/T_i$) estimates were obtained by applying a least-squares inversion algorithm. The estimated results show a good agreement with ionosonde data, validating our model for incoherent scatter radar measurements.

This dissertation is concluded in Chapter 8 with a discussion of the main results and future extensions of our studies. The ultimate application of the incoherent scatter model developed in this dissertation will be the estimation of ionospheric temperatures, simultaneously with electron densities and plasma drifts, using antenna beams pointed perpendicular to the geomagnetic field at Jicamarca. This will be the fulfillment of objectives set forth more than a decade ago, when spectral temperature estimations were first attempted [Bhattacharyya, 1998].
CHAPTER 2

INCOHERENT SCATTER SPECTRUM,
LANGEVIN EQUATION, AND
FOKKER-PLANCK COLLISION MODEL

The problem of modeling and calculating the IS spectrum was first addressed by Dougherty and Farley [1960], Fejer [1960], Salpeter [1960], Hagfors [1961], and others. Different methods of derivation were followed but identical results were obtained in equivalent physical settings. The fundamental principles that link these different approaches constitute a framework for incoherent scatter spectral theories. A detailed description of this general framework is presented by Kudeki and Milla [2010]. Aspects of the theory relevant to our work are discussed in the first two sections of the present chapter.

The framework offers the alternative of formulating the IS spectrum problem in terms of the statistics of single-particle trajectories. Then, to include the effects of Coulomb collisions into the problem, a stochastic dynamical equation governing the motion of a charged particle in a collisional plasma is introduced in Section 2.3. This equation, which has the form of a generalized Langevin equation, is linked to the Fokker-Planck collision model of Rosenbluth et al. [1957] in Section 2.4. The components of this collision model, friction and diffusion coefficients, are then utilized to complete the formulation of the Langevin equation. These coefficients are specified in Section 2.5 for a Maxwellian plasma.

2.1 Soft-Target Radar Equation and Ambiguity Function

In soft-target Bragg scattering, each infinitesimal volume $dv = r^2 dr d\Omega$ of a radar field-of-view behaves like a hard-target with a radar cross section $dv \int \frac{d\omega}{2\pi} \sigma_v(k, \omega)$, where
\( \sigma_v(k, \omega) \), by definition, is the soft-target RCS per unit volume per unit Doppler frequency \( \omega/2\pi \), and \( k = -2k_o \hat{r} \) denotes the relevant Bragg vector for a radar with a carrier wavenumber \( k_o \) and associated wavelength \( \lambda \). As a consequence, the hard-target radar equation generalizes for soft-target Bragg-scatter radars as [Milla and Kudeki, 2006]

\[
P_r(t) = \int dr d\Omega \frac{d\omega}{2\pi} \frac{G(\hat{r})A(\hat{r})}{(4\pi r)^2} P_t(t - \frac{2r}{c}) \sigma_v(k, \omega),
\]

(2.1)

where \( P_t(t) \propto |f(t)|^2 \) is the transmitted power carried by a pulse waveform \( f(t) \), \( G(\hat{r}) \) and \( A(\hat{r}) \) are the gain and effective area of the radar antenna as a function of radial unit vector \( \hat{r} \), \( r \) is the radar range, and \( c \) the speed of light. Furthermore, equation (2.1), which assumes an open radar bandwidth, can be recast for a match-filtered receiver output as

\[
\frac{P_r(t)}{E_t K_s} = \int dr d\Omega \frac{d\omega}{2\pi} \frac{G^2(\hat{r})A(\hat{r})}{4\pi} \frac{\chi(t - \frac{2r}{c}, \omega)}{4\pi r^2} \sigma_v(k, \omega),
\]

(2.2)

where \( E_t \) is the total energy of the transmitted radar pulse, \( K_s \) denotes a system calibration constant including loss factors ignored in (2.1), and

\[
\chi(\tau, \omega) \equiv \frac{1}{T} \int dt e^{j\omega t} f(t) f^*(t - \tau)
\]

(2.3)

has a magnitude known as the radar ambiguity function [e.g., Levanon, 1988]. In (2.3) the normalization constant \( T \) denotes the duration of the pulse waveform \( f(t) \) and (2.3) itself is effectively the normalized cross-correlation of the Doppler-shifted pulse \( f(t) e^{j\omega t} \) with a delayed pulse echo proportional to \( f(t - \tau) \) that would be expected from a point target located at a radar range \( R \equiv c \tau/2 \). Hence, variable \( \tau \) in (2.3) represents not only a time delay but also a corresponding radar range \( R \).

Let us denote by \( S_r(\omega) \) the power spectrum of the signal detected by the radar receiver. Thus, applying Parseval’s theorem, we have that \( P_r = \int \frac{d\omega}{2\pi} S_r(\omega) \). Assuming that \( \sigma(k, \omega) \) varies slowly with the radar range \( r \), and that the ambiguity function is almost flat within the bandwidth of the RCS spectrum (which is a valid approximation in the case of short-pulse radar applications), we can use equation (2.2) to obtain
\[
\frac{S_r(\omega)}{E_t K_s} \approx \frac{\delta R}{4\pi R^2} \int d\Omega \frac{G(\hat{r})A(\hat{r})}{4\pi} \sigma_v(k, \omega),
\]
where \( R \equiv ct/2 \) is the measured radar range and

\[
\delta R \equiv \int dr \left| \chi(\frac{2c}{R-r}) \right|^2 \]

is the effective range depth of the radar scattering volume. An important system parameter for soft-target radars is the backscatter aperture \( A_{BS} \), defined as

\[
A_{BS} \equiv \int d\Omega \frac{G(\hat{r})A(\hat{r})}{4\pi} = \frac{\lambda}{16\pi^2} \int d\Omega G^2(\hat{r})
\]

as a function of the two-way antenna gain \( G^2(\hat{r}) \).

The volumetric RCS spectrum of a quiescent ionosphere can be written as

\[
\sigma_v(k, \omega) = 4\pi r_e^2 \langle |n_e(k, \omega)|^2 \rangle,
\]

where \( r_e \) is the classical electron radius and \( \langle |n_e(k, \omega)|^2 \rangle \) denotes the space-time spectrum of electron density fluctuations \( n_e \) to be formulated in the next section.

### 2.2 General Framework of IS Spectral Models

In a plasma, electron and ion currents due to random thermal motions produce the impressed electron and ion density fluctuations \( n_{te} \) and \( n_{ti} \), which can be regarded as statistically independent random processes having the frequency spectra

\[
\langle |n_{te,i}(k, \omega)|^2 \rangle = N_{e,i} \int d\tau e^{-j\omega\tau} \langle e^{jkr_{te,i}} \rangle
\]

expressed in terms of ambient densities \( N_{e,i} \) and random particle displacements \( \Delta r_{e,i} \) as described in Kudeki and Milla [2010]. Electrostatic fields generated by the imbalance between \( n_{te} \) and \( n_{ti} \) in turn drive a conduction current so that the total current, including the displacement current, vanishes in the electrostatic approximation. In the \( k-\omega \) space,
the spectrum of total electron density fluctuations $n_e$ then exhibits a dependence on the spectra of $n_{te}$ and $n_{ti}$ that is given by [e.g., Kudeki and Milla, 2006, 2010]

$$\langle |n_e(k, \omega)|^2 \rangle = \frac{|j\omega\epsilon_o + \sigma_i(k, \omega)|^2 \langle |n_{te}(k, \omega)|^2 \rangle + |\sigma_e(k, \omega)|^2 \langle |n_{ti}(k, \omega)|^2 \rangle}{|j\omega\epsilon_o + \sigma_e(k, \omega) + \sigma_i(k, \omega)|^2},$$

(2.9)

where $\sigma_e(k, \omega)$ and $\sigma_i(k, \omega)$ are the electron and ion conductivities, and $\epsilon_o$ is the permittivity of free space. This expression, valid for stationary single-ion plasmas, is derived in Kudeki and Milla [2010] without making any assumption regarding the statistical distributions of electrons and ions.

Expressions for the conductivity $\sigma_s(k, \omega)$ and the spectrum of thermal fluctuations $\langle |n_{ts}(k, \omega)|^2 \rangle$ of each plasma species can be independently derived from plasma kinetic equations. Note that macroscopic electric interactions between different particle species have to be disregarded in the formulation of the kinetic equations as their effects have already been considered in the derivation of $\langle |n_e(k, \omega)|^2 \rangle$. However, if each species is in thermal equilibrium — i.e., if its velocity distribution is Maxwellian — it can be verified that $\sigma_s(k, \omega)$ and $\langle |n_{ts}(k, \omega)|^2 \rangle$ are related by the fluctuation-dissipation or generalized Nyquist theorem [e.g., Callen and Welton, 1951; Kubo, 1966]

$$\frac{\omega^2 q_s^2}{k^2} \langle |n_{ts}(k, \omega)|^2 \rangle = 2KT_s \text{Re}\{\sigma_s(k, \omega)\},$$

(2.10)

where $q_s$ and $T_s$ are the charge and temperature of particles of type $s$, and $K$ is the Boltzmann constant. Kudeki and Milla [2010] make use of this relation as follows: First, the spectrum of thermal fluctuations is derived from a microscopic model of particle dynamics (where macroscopic “collective” interactions have been neglected), and then, the fluctuation-dissipation theorem is used to determine the real part of the conductivity of the corresponding particle species. Next, the imaginary part of $\sigma_s(k, \omega)$ is obtained by applying Kramers-Kronig relations [e.g., Clemmow and Dougherty, 1969; Chew, 1990]. As a result, it is found that

$$\frac{\langle |n_{ts}(k, \omega)|^2 \rangle}{N_s} = 2\text{Re}\{J_s(\omega)\}$$

(2.11)
and
\[ \sigma_s(\omega, k) = \frac{1 - j\omega J_s(\omega)}{k^2 h_s^2}, \]  
(2.12)

where \( N_s \) is the mean species density,
\[ h_s \equiv \sqrt{\frac{\varepsilon_o K T_s}{N_s q_s^2}}, \]  
(2.13)
is the corresponding Debye length, and
\[ J_s(\omega) \equiv \int_0^\infty d\tau e^{-j\omega\tau} \langle e^{j\mathbf{k} \cdot \Delta\mathbf{r}_s} \rangle \]  
(2.14)
is a Gordeyev integral, a one-sided Fourier transform of the characteristic function \( \langle e^{j\mathbf{k} \cdot \Delta\mathbf{r}_s} \rangle \) of random particle displacements \( \Delta\mathbf{r}_s \equiv \mathbf{r}_s(t + \tau) - \mathbf{r}_s(t) \) occurring over intervals \( \tau \) in the absence of collective interactions [see Kudeki and Milla, 2010]. This characteristic function is also termed the single-particle ACF, since it can be interpreted as the normalized correlation of the signal scattered by a single particle exposed to a radar pulse. In this way, the problem of determining the incoherent scatter spectrum is reduced to the estimation of single-particle ACF’s and the evaluation of the corresponding Gordeyev integrals (in order to simplify the notation, subscript \( s \) is disregarded in the rest of this chapter).

### 2.3 Single-Particle ACF and Langevin Equation

The single-particle ACF \( \langle e^{j\mathbf{k} \cdot \Delta\mathbf{r}} \rangle \) for a species in a given plasma can be calculated directly from
\[ \langle e^{j\mathbf{k} \cdot \Delta\mathbf{r}} \rangle = \int d(\Delta\mathbf{r}) e^{j\mathbf{k} \cdot \Delta\mathbf{r}} f(\Delta\mathbf{r}, \tau), \]  
(2.15)
where \( f(\Delta\mathbf{r}, \tau) \) is the pdf of the particle displacement \( \Delta\mathbf{r} \) at a time delay \( \tau \). This is a straightforward calculation as long as \( f(\Delta\mathbf{r}, \tau) \) is known either analytically or numerically. The standard procedure for determining \( f(\Delta\mathbf{r}, \tau) \) starts with solving the Boltzmann kinetic equation for \( f(\mathbf{r}, t) \) with a proper collision operator, e.g., the Fokker-Planck kinetic equation of Rosenbluth et al. [1957] for Coulomb collisions, subject to an initial condition.
Although, analytical solutions of simplified versions of the Fokker-Planck kinetic equation are available [e.g., Chandrasekhar, 1943; Dougherty, 1964], determining \( f(\Delta r, \tau) \) would be a daunting task when the full equation is considered.

An alternative approach to calculating \( \langle e^{jk\Delta r} \rangle \) in the case of Coulomb collisions involves producing, as the result of some simulation procedure, suitable sets of particle displacement data \( \Delta r \) for the same stochastic process described by the Fokker-Planck kinetic equation. Assuming the process to be ergodic, a sufficiently large set of simulated samples of particle trajectories \( r(t) \) can be used to compute \( \langle e^{jk\Delta r} \rangle \) as well as any other statistical function of displacements \( \Delta r \) over time delays \( \tau \). Random trajectory simulations of course require the availability of a stochastic equation describing how the particle velocities

\[
v(t) \equiv \frac{dr}{dt}
\]

may evolve under the influence of Coulomb collisions.

Restricting \( v(t) \) to be a Markovian random process constrains the stochastic evolution equation of \( v(t) \) by very strict self-consistency conditions discussed by Gillespie [1996a, b] to acquire the form of a Langevin equation

\[
\frac{dv(t)}{dt} = A(v, t) + \bar{C}(v, t)W(t),
\]

where vector \( A(v, t) \) and matrix \( \bar{C}(v, t) \) consist of arbitrary smooth functions of arguments \( v \) and \( t \). Above, \( W(t) \) is a random vector having statistically independent Gaussian white noise components. A more natural way of expressing the Langevin equation is to cast it in an update form, namely

\[
v(t + \Delta t) = v(t) + A(v, t) \Delta t + \bar{C}(v, t) \Delta t^{1/2} U(t),
\]

where \( \Delta t \) is an infinitesimal update interval and \( U(t) \) is a vector composed of independent
zero-mean Gaussian random variables with unity variance, i.e.,

\[ U_i(t) \equiv \mathcal{N}(0, 1), \tag{2.20} \]

where \( \mathcal{N}(\mu, \sigma^2) \) denotes the normal random variable with mean \( \mu \) and variance \( \sigma^2 \). The formal equivalency of (2.18) and (2.19) requires the \( i \)-th component of \( W(t) \) to be defined as

\[ W_i(t) = \lim_{\Delta t \to 0} (\Delta t)^{-1/2} \mathcal{N}(0, 1) = \lim_{\Delta t \to 0} \mathcal{N}(0, 1/\Delta t), \tag{2.21} \]

compatible with the requirement that \( \langle W_i(t + \tau)W_i(t) \rangle = \delta(\tau) \).

Note that the Langevin equation (2.18) describing a Markovian process has the form of Newton’s second law of motion, with the terms on the right representing forces per unit mass that model the fluctuating Coulomb fields exerted on the particles in a plasma and that will be regarded as the collision forces. The first term is a deterministic friction force that causes particle deceleration, while the second term is a stochastic diffusion force that is responsible for the random walk of the simulated particles in space. Considering the Lorentz force on a charged particle in a magnetized plasma with a constant magnetic field \( B \), and not violating the strict format of (2.18), we can modify the equation by adding a term \( \frac{q}{m} v(t) \times B \) to its right hand side. We would then have an additional term \( \frac{q}{m} v(t) \times B \Delta t \) on the right-hand side of the update equation (2.19) as well.

Another relevant fact is that a special type of Markov process characterized by a linear \( A(v, t) = -\beta v \) and a constant matrix \( \bar{C} = D^{1/2} I \), independent of \( v \) and \( t \), is known as Brownian motion process [e.g., Uhlenbeck and Ornstein, 1930; Chandrasekhar, 1943], which is often invoked in simplified models of collisional plasmas [e.g., Dougherty, 1964; Woodman, 1967; Holod et al., 2005]. In these models, friction and diffusion coefficients, \( \beta \) and \( D \), are constrained to be related by

\[ D = \frac{2KT}{m} \beta \tag{2.22} \]

for a plasma in thermal equilibrium.
2.4 The Link between Fokker-Planck and Langevin Equations

In return for having restricted \( v(t) \) to the space of Markovian processes, we have gained a stochastic evolution equation (2.18) with a plausible Newtonian interpretation and with the potential of taking us beyond Brownian-motion-based collision models.

Letting \( v(t) \) to be Markovian turns out to have a second consequence of importance in this work: namely, the evolution of probability density \( f(v, t) \) of a random variable \( v(t) \) is known to be governed, when \( v(t) \) is Markovian, by the Fokker-Planck kinetic equation having a “friction vector” and “diffusion tensor”

\[
\left\langle \frac{\Delta v}{\Delta t} \right\rangle_c = A(v, t) \tag{2.23}
\]

and

\[
\left\langle \frac{\Delta v \Delta v^T}{\Delta t} \right\rangle_c = \bar{C}(v, t)\bar{C}^T(v, t), \tag{2.24}
\]

respectively, specified in terms of the input functions of the Langevin equation. This intimate link between the Langevin equation and the Fokker-Planck kinetic equation — in describing Markovian processes from two different but mutually compatible perspectives — was first pointed out by Chandrasekhar [1943] and more recently by Gillespie [1996b]. This relationship is analogous to a similar relation between the BGK kinetic equation [Bhatnagar et al., 1954] for charged particles colliding with neutrals and a particle dynamics formalism in which this type of collisions is modeled as a discrete Poisson process, a model that is discussed further by Milla and Kudeki [2009] (see Appendix A).

Since the Fokker-Planck friction vector and diffusion tensor for equilibrium plasmas with Coulomb interactions have already been worked out by Rosenbluth et al. [1957] as

\[
\left\langle \frac{\Delta v}{\Delta t} \right\rangle_c = -\beta(v)v \tag{2.25}
\]

and

\[
\left\langle \frac{\Delta v \Delta v^T}{\Delta t} \right\rangle_c = \frac{D_\perp(v)}{2}I + \left( D_\parallel(v) - \frac{D_\perp(v)}{2} \right) \frac{vv^T}{v^2}, \tag{2.26}
\]
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in terms of scalar functions $\beta(v)$, $D_{\parallel}(v)$, and $D_{\perp}(v)$ to be specified below, it follows that the Langevin update equation to be used in Coulomb collision particle trajectory simulations can be written as

\[
v(t + \Delta t) = v(t) + \frac{q}{m}v(t) \times B \Delta t
- \beta(v) \Delta t \mathbf{v}(t) + \sqrt{D_{\parallel}(v) \Delta t} U_1 \hat{v}_{\parallel} + \sqrt{D_{\perp}(v) \frac{\Delta t}{2}} \left( U_2 \hat{v}_{\perp 1} + U_3 \hat{v}_{\perp 2} \right),
\] (2.27)

including a DC magnetic field term, with $\hat{v}_{\parallel}(t)$, $\hat{v}_{\perp 1}(t)$, and $\hat{v}_{\perp 2}(t)$ denoting an orthogonal set of unit vectors parallel and perpendicular to the particle trajectory, and $U_i$ denoting zero-mean Gaussian random variables with unit variance.

2.5 Spitzer Friction and Diffusion Coefficients

Expressions for the Fokker-Planck friction vector and diffusion tensor for a particle moving in a magnetized plasma have been derived by different authors [e.g., Rostoker and Rosenbluth, 1960; Ichimaru and Rosenbluth, 1970]. However, when the plasma is “weakly” magnetized, i.e., if the particle Debye length is smaller than the mean gyroradius, magnetic field effects in the friction vector and diffusion tensor can be neglected [Rostoker and Rosenbluth, 1960] and the friction coefficient $\beta(v)$ and velocity space diffusion coefficients $D_{\parallel}(v)$ and $D_{\perp}(v)$ introduced above can be specified in (2.27) as formulated by the standard collision model of Rosenbluth et al. [1957]. For a Maxwellian plasma, these coefficients take the forms given by Spitzer [Spitzer, 1962]. Specifically, if a particle of type $s$ colliding against a background of particles of type $s'$ is considered, the Spitzer coefficients take the forms [Callen, 2006]

\[
\beta(v) = \sum_{s'} (1 + \frac{m_s}{m_{s'}}) N_{s'} \Gamma_{s/s'} \frac{1}{C_{s'}^2} \frac{\psi(z_{s'})}{v},
\] (2.28)

\[
D_{\parallel}(v) = \sum_{s'} 2N_{s'} \Gamma_{s/s'} \frac{\psi(z_{s'})}{v},
\] (2.29)

\[
D_{\perp}(v) = \sum_{s'} 2N_{s'} \Gamma_{s/s'} \frac{\phi(z_{s'}) - \psi(z_{s'})}{v},
\] (2.30)
where \( C_s = \sqrt{KT_s/m_s} \) is the thermal speed of particles with mass \( m_s \), electric charge \( q_s \), and equilibrium temperature \( T_s \). Additionally,

\[
\Gamma_{s/s'} \equiv \frac{q_s^2 q_{s'}^2}{4\pi \epsilon_0^2 m_s^2} \ln \Lambda_{s/s'}
\]

(2.31)

in terms of “Coulomb logarithm” \( \ln \Lambda_{s/s'} \) (see below), while

\[
z_s \equiv \frac{v}{\sqrt{2}C_s}
\]

(2.32)

in terms of particle speed \( v \), and

\[
\psi(z) \equiv \frac{\phi(z) - z\phi'(z)}{2z^2},
\]

(2.33)

where

\[
\phi(z) \equiv \frac{2}{\sqrt{\pi}} \int_0^z e^{-x^2} dx
\]

(2.34)

is the well-known error function. Finally, defining a plasma Debye length

\[
h_D \equiv \left( \sum_s \frac{1}{h_s^2} \right)^{-1/2} = \left( \sum_s \frac{N_s q_s^2}{\epsilon_0 KT} \right)^{-1/2},
\]

(2.35)

and a minimum impact parameter

\[
b_{\text{min}} \equiv \frac{q_s q_{s'}}{12\pi \epsilon_0 m_s m_{s'} C_{ss'}^2},
\]

(2.36)

where \( m_{ss'} \equiv \frac{m_s m_{s'}}{m_s + m_{s'}} \) is a reduced mass and \( C_{ss'}^2 \equiv C_s^2 + C_{s'}^2 \), we have

\[
\Lambda_{s/s'} \equiv \frac{h_D}{b_{\text{min}}},
\]

(2.37)

which is known as the plasma parameter and is proportional to the number of particles of type \( s \) inside a Debye cube. See Appendix B for a discussion regarding the application of Spitzer friction and diffusion coefficients to the case of non-isothermal plasmas.
2.6 Summary

The general framework of the incoherent scatter theory formulates the electron density spectrum in terms of electron and ion Gordeyev integrals, functions that depend on the statistics of individual particle trajectories. Since collisions in the plasma modify these trajectories, they have an impact on the statistics of the particle displacements and also on the corresponding Gordeyev integrals. It is through the estimation of these functions that the effect of Coulomb collisions is considered in our incoherent scatter spectrum model. Although the statistics of particle trajectories, i.e., velocity and displacement density distributions, can be obtained by numerically solving the Boltzmann kinetic equation with the Fokker-Planck collision operator, we chose to utilize a different approach based on the simulation of plasma particle trajectories using Langevin update equations. In the next chapter, we describe our computer simulations which provide us with sample electron and ion trajectories in magnetized and collisional F-region plasmas.
CHAPTER 3

MONTE CARLO COMPUTATION OF PARTICLE TRAJECTORIES AND SINGLE-PARTICLE ACF’S

The Monte Carlo procedure for the simulation of charged particle trajectories in a plasma and the subsequent estimation of single-particle ACF’s is detailed in this chapter. In the simulations, ion and electron trajectories are computed using a stochastic update equation of the Langevin type where friction and diffusion forces account for the effects of Coulomb collisions on the particle motion. The computer program developed for the simulations is outlined in Section 3.1. The outcomes of the simulations, series of particle positions, are then utilized in the computation of single-particle ACF’s and associated Gordeyev integrals according to the algorithm described in Section 3.2. Velocity and displacement distributions obtained from the simulations are analyzed in detail in Section 3.3, where samples of ion and electron ACF’s are displayed and discussed. The following presentation follows closely the description of the procedure reported by Milla and Kudeki [2010].

3.1 Computer Simulations of Plasma Particle Trajectories

Consider the motion of a particle governed by the Langevin update equation (2.27). Denoting by $v[n]$ the particle velocity vector at a discrete time $n\Delta t$, the updated velocity
Table 3.1  Typical plasma parameters for an equatorial F-region ionosphere.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasma density $N_e$</td>
<td>$10^{12}$ m$^{-3}$</td>
</tr>
<tr>
<td>Magnetic field $B_o$</td>
<td>25 µT</td>
</tr>
<tr>
<td>Electron temperature $T_e$</td>
<td>1000 K</td>
</tr>
<tr>
<td>Ion temperature $T_i$</td>
<td>1000 K</td>
</tr>
<tr>
<td>Ion composition</td>
<td>O+</td>
</tr>
</tbody>
</table>

After a sufficiently small time interval $\Delta t$ can be determined by using

$$v[n + 1] = v[n] + \frac{q}{m}v[n] \times B \Delta t$$

$$- \beta(v)\Delta t v[n] + \sqrt{D_{\parallel}(v)\Delta t U_1[n]} \hat{v}_{\parallel} + \sqrt{D_{\perp}(v)\frac{\Delta t}{2}} (U_2[n] \hat{v}_{\perp 1} + U_3[n] \hat{v}_{\perp 2}),$$

(3.1)

where $m$ and $q$ denote the mass and the electric charge of the simulated particle (which can be either an electron or an ion). The different terms in (3.1) on the right include the changes in the velocity produced by the magnetic and collisional forces discussed in Chapter 2. In addition, the particle position $r[n]$ can be calculated from the velocities $v[n]$ using

$$r[n + 1] = r[n] + \frac{v[n + 1] + v[n]}{2} \Delta t,$$

(3.2)

another update equation that can be obtained by approximating the integral of the velocity vector over a time interval $\Delta t$ using the trapezoidal rule.

We have developed a computer program for the simulation of F-region particle trajectories governed by (3.1) and (3.2). In the simulations, a homogeneous plasma in the presence of a uniform magnetic field $\mathbf{B} \equiv B_o \hat{z}$ is considered. The plasma has electron density $N_e$ and electron and ion temperatures $T_e$ and $T_i$. The values of $B_o$, $N_e$, $T_e$, and $T_i$, which are typical of the equatorial F-region ionosphere, are listed in Table 3.1. For completeness, a list of some representative plasma parameters is given in Table 3.2.

The F-region simulation runs as follows. First, we randomly pick some initial velocity
Table 3.2 Representative physical parameters of a plasma. Definitions and sample values are provided. The values were computed for an O+ plasma with parameters given in Table 3.1. Note that the plasma and gyro frequency formulas are given for angular frequencies, but the sample values are given in Hz.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Electron/Ion</th>
<th>Definition</th>
<th>Plasma</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal speed</td>
<td>$C_s = \sqrt{KT_s/m_s}$</td>
<td>123.1 km/s, 718.3 m/s</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Plasma frequency</td>
<td>$\omega_{ps} = \sqrt{N_s q_s^2/(\epsilon_0 m_s)}$</td>
<td>8.98 MHz, 52.38 kHz</td>
<td>$\omega_p = (\sum_s \omega_{ps}^2)^{1/2}$</td>
<td>8.98 MHz</td>
</tr>
<tr>
<td>Debye length</td>
<td>$h_s = C_s/\omega_{ps}$</td>
<td>2.18 mm, 2.18 mm</td>
<td>$h_D = (\sum_s 1/h_s^2)^{-1/2}$</td>
<td>1.54 mm</td>
</tr>
<tr>
<td>Gyrofrequency</td>
<td>$\Omega_s = q_s B_0/m_s$</td>
<td>699.8 kHz, 23.82 Hz</td>
<td>$\Omega_p = (\sum_s \Omega_s^2)^{1/2}$</td>
<td>699.8 kHz</td>
</tr>
<tr>
<td>Mean gyroradius</td>
<td>$\rho_s = \sqrt{2C_s/\Omega_s}$</td>
<td>39.6 mm, 6.79 m</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>
v[0] and set the starting position of the particle to the origin (i.e., r[0] = 0). Next, the values of friction and diffusion coefficients for the given particle speed are calculated. The velocity increments resulting from the action of each of the simulated forces (magnetic, friction, and diffusion) in a time interval Δt are then computed. For the calculation of the diffusive forces, we have to randomly pick three normal numbers. These values are computed using the Ziggurat method for random generation of Gaussian variables [Marsaglia and Tsang, 2000]. Once all the velocity increments are calculated, we proceed to compute the new value of the velocity vector using (3.1), and subsequently, the position of the particle is updated using (3.2). The algorithm is then repeated in a loop. The resulting series of velocities and positions are stored in sequences of length M (typically equal to $2^{17}$ samples). About $10^4$ of these sequences are generated, which provides more than $10^9$ simulated velocities and positions for a single particle in a given plasma configuration. Note that the starting velocity and position of each new sequence is set equal to the last velocity and position of the previous sequence. Only the initial velocity of the first sequence is randomly chosen; the remaining samples of the series are calculated using the update velocity equation (3.1).

A sample trajectory of an electron moving in an O+ plasma with density $N_e = 10^{12}$ m$^{-3}$ and temperatures $T_e = T_i = 1000$ K is presented in Figure 3.1. The intensity of the magnetic field was taken as 25 µT. On the top, the left panel shows the particle trajectory in 3D space, while the panel on the right is the projection of the trajectory on the xy-plane (i.e., the plane perpendicular to B). On the bottom, the displacement of the electron in the direction parallel to B is displayed as a function of time. As shown, the electron moves approximately in a spiral path that is randomized by the action of collisions. As the electron accelerates and decelerates at random rates, not only does the guiding center of its trajectory randomly drift in space, but the diameter of the particle orbits also changes as a function of time. Because of this, there are time intervals in which the electron orbits have smaller or larger radii than the mean gyroradius $\rho_e$. For instance, the trajectory presented in Figure 3.1 corresponds to a period when the orbit radius is smaller than $\rho_e$ (which, in this example, is approximately 40 mm). We can also see that, in the plane perpendicular...
Figure 3.1 Sample trajectory of an electron moving in an O+ plasma with density $N_e = 10^{12}\, \text{m}^{-3}$ and temperatures $T_e = T_i = 1000\, \text{K}$. The presence of a uniform magnetic field $B$ parallel to the $z$-axis was considered in the simulation. The intensity of the field was assumed to be $25\, \mu\text{T}$. On the top, the left panel shows the particle trajectory in 3D space, while the panel on the right is the projection of the trajectory on the $xy$-plane (i.e., the plane perpendicular to $B$). On the bottom, the displacement of the electron in the direction parallel to $B$ is displayed as a function of time. The trajectory was sampled every $\Delta t = 0.1\, \mu\text{s}$. A total of $4 \times 10^3$ samples are displayed corresponding to a time interval of $400\, \mu\text{s}$. In all three panels, the red dots show the starting location of the particle (the origin). In addition, the red curve depicts the first $1.4\, \mu\text{s}$ of the simulated trajectory (about one gyroperiod).
to $\mathbf{B}$, the particle never returns to the same position after a gyroperiod. Additionally, note that there is a large difference between the distances covered by the electron in the directions parallel and perpendicular to $\mathbf{B}$. These characteristics of the simulated electron trajectories have implications for the shape of the computed single-particle ACF’s and their corresponding Gordeyev integrals presented later in this chapter.

The simulation procedure just outlined was motivated by the earlier work of Sulzer and González [1999]. Both simulation studies make use of Spitzer friction and diffusion coefficients in order to include the effects of Coulomb collisions in IS spectral models. However, the equations of motion employed by Sulzer and González [1999] differed from our Langevin-based 3D update procedure. Sulzer and González considered the effect of Coulomb collisions on particle displacements only in the direction of the ambient field $\mathbf{B}$, neglecting the diffusion and random walk effects across the field lines. That limits the applicability of their results to magnetic aspect angles larger than about $0.1^\circ$, in relation to the 50 MHz Jicamarca radar observations. Our simulation results, by contrast, enable ACF and Gordeyev integral calculations for all aspect angles, including the direction of exact perpendicularity to the geomagnetic field $\mathbf{B}$. Furthermore, our Langevin-based update procedure does not suffer numerical instability issues when used with sufficiently small update intervals $\Delta t$.

### 3.2 Estimation of the Single-Particle ACF’s and Gordeyev Integrals

In this section, we will describe our processing procedures of the particle trajectory data for estimating the single-particle ACF’s and the corresponding Gordeyev integrals.

Consider a long sequence of $N$ simulated particle positions uniformly sampled in time. For a given radar Bragg vector $\mathbf{k}$, the unbiased estimator for the single-particle ACF at a discrete time delay $m\Delta t$ is given by

$$\hat{R}[m] \equiv \langle e^{i\mathbf{k} \cdot \Delta \mathbf{r}[m]} \rangle = \frac{1}{N - m} c_{rr}[m], \quad 0 \leq m \leq N - 1, \quad (3.3)$$
where
\[
c_{rr}[m] = \sum_{n=0}^{N-m-1} \exp(jk \cdot (r[n + m] - r[n])) = \sum_{n=m}^{N-1} \exp(jk \cdot (r[n] - r[n - m])) \tag{3.4}
\]
is the discrete correlation of a sequence of samples \( e^{jk \cdot r[n]} \). In general, discrete correlations can be computed efficiently using the FFT technique. In our case, however, we cannot directly apply this procedure because the entire sequence of \( N \) particle positions is very large and it cannot be fully allocated in the RAM of a computer (for instance, \( 10^9 \) sample positions stored in double float format would require about 24 gigabytes of RAM). Since we are just interested in the first \( M \) samples of this correlation (about \( 10^5 \) samples), let us divide the full set of positions into \( L \) segments of length \( M \), such that \( N = LM \). We can then re-express \( c_{rr}[m] \) as
\[
c_{rr}[m] = \sum_{l=0}^{L-1} \sum_{n=0}^{2M-1} g_l[n] h_l^*[n + lM], \quad 0 \leq m \leq M - 1, \tag{3.5}
\]
where \((a)_b\) denotes the modulo operation \((a \mod b)\), and functions \( g_l \) and \( h_l \) are
\[
g_l[n] \equiv \begin{cases} 
\exp(jk \cdot r[n + lM]), & 0 \leq n \leq M - 1, \\
0, & M \leq n \leq 2M - 1,
\end{cases} \tag{3.6}
\]
and
\[
h_l[n] \equiv \begin{cases} 
g_l[n], & 0 \leq n \leq M - 1, \\
g_{l-1}[n - M], & M \leq n \leq 2M - 1,
\end{cases} \tag{3.7}
\]
respectively (note that \( h_0 = g_0 \)). Using equation (3.5), we can compute the correlation \( c_{rr}[m] \) in an iterative way reducing significantly the amount of required computer memory. The inner summation in (3.5) is the circular cross-correlation of functions \( g_l \) and \( h_l \), calculation of which is performed using FFT’s.

Estimates \( \hat{R}[m] \) of the single-particle ACF \( \langle e^{jk \cdot \Delta r} \rangle \) are then obtained by dividing \( c_{rr}[m] \) by \( LM - m \). This means that the statistical variance of our estimates increases with \( m \), since for larger \( m \) fewer samples are used to estimate the ACF. Assuming that at every
$M$ samples the simulated positions are independent random variables, we find that in the worst-case scenario (i.e., when $m = M - 1$), the variance of our estimates will be at most inversely proportional to $L - 1$. Thus, in order to secure small estimation errors, large values of $L$ have to be considered. In our calculations we used $L = 10^4$.

The procedure outlined above is used to compute $\langle e^{j k \Delta r} \rangle$ for different values of Bragg vector $k$. In our calculations, we define

$$k = \frac{2\pi}{\lambda_B} \left( \cos(\alpha) \hat{x} + \sin(\alpha) \hat{z} \right),$$

(3.8)

where $\lambda_B$ is the Bragg wavelength (e.g., $\lambda_B = 3$ m in the case of Jicamarca), and $\alpha$ is the magnetic aspect angle that is the complement of the angle between $k$ and the magnetic field vector $B = B_0 \hat{z}$. Notice that to estimate $\langle e^{j k \Delta r} \rangle$ for different aspect angles, we do not need to generate a new set of particle positions. We took advantage of this and performed many of these calculations in parallel on a computer. Our definition of vector $k$ is somewhat arbitrary. Notice that, for the direction perpendicular to $B$, we could have chosen $k$ to be $\frac{2\pi}{\lambda_B} \hat{y}$ instead of $\frac{2\pi}{\lambda_B} \hat{x}$. Therefore, for $\alpha = 0^\circ$, there are two alternative ways of computing the single-particle ACF that provide two sets of almost statistically independent estimates of $\langle e^{j k \Delta r} \rangle$. Averaging these two sets, we could have reduced the statistical errors of our estimates. In the future, we will take advantage of this in our calculations.

Our next task is the computation of the Gordeyev integral $J(\omega)$ from discrete estimates of $\langle e^{j k \Delta r} \rangle$. Since our samples are uniformly distributed in time, we could have simply taken the FFT of the ACF estimates $\hat{R}[m]$ to perform the Gordeyev integral calculations, but then samples of $J(\omega)$ would have been restricted to a discrete set of frequencies. We instead used a chirp-Z transform algorithm described by Li et al. [1991] in our Gordeyev integral computations, which allows the evaluation of the transform over any desirable range of frequencies $\omega$.

Given the set of frequencies $\omega_k = \omega_0 + k\Delta\omega$ for $0 \leq k \leq K - 1$, we can approximate
the Gordeyev integral (2.14) using the following summation

\[ J(\omega_k) \approx \Delta t \sum_{m=0}^{M-1} w[m] \hat{R}[m] e^{-j\omega_k m \Delta t} = \Delta t \sum_{m=0}^{M-1} w[m] \hat{R}[m] e^{-j\omega_o m \Delta t} e^{-jkm \omega \Delta t}, \] (3.9)

where, in order to improve the accuracy of the approximation, ACF estimates \( \hat{R}[m] \) are weighted by composite quadrature coefficients \( w[m] \). In our calculations, we use composite Simpson’s rule coefficients which are given by

\[ w[m] = \begin{cases} 
\frac{1}{3}, & m = 0, M, \\
\frac{4}{3}, & m = 1, 3, \ldots, M - 1, \\
\frac{2}{3}, & m = 2, 4, \ldots, M - 2,
\end{cases} \] (3.10)

where \( M \) is assumed to be an even number. To derive the integration algorithm, let us use the identity

\[ km = \frac{1}{2}(k^2 + m^2 - (k - m)^2) \] (3.11)

to re-express equation (3.9) as

\[ J(\omega_k) \approx \Delta t \sum_{m=0}^{M-1} w[m] \hat{R}[m] e^{-i\omega_o \Delta t} W^{k^2/2} W^{m^2/2} W^{-(k-m)^2/2} \] (3.12)

where \( W = e^{-j\Delta \omega \Delta t} \). Note that the previous equation is a convolution sum; then, if we define

\[ x[m] \equiv \begin{cases} 
w[m] \hat{R}[m] e^{-i\omega_o \Delta t} W^{m^2/2}, & 0 \leq m \leq M - 1, \\
0, & M \leq m \leq M + K - 1,
\end{cases} \] (3.13)

and

\[ y[m] \equiv \begin{cases} 
W^{-m^2/2}, & 0 \leq m \leq K - 1, \\
W^{-(M+K-m)^2/2}, & K \leq m \leq M + K - 1,
\end{cases} \] (3.14)
Table 3.3 Plasma parameters spanned by the library of single-electron ACF’s.

<table>
<thead>
<tr>
<th>Plasma parameter</th>
<th>Initial value</th>
<th>Final value</th>
<th>Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \log_{10} N_e )</td>
<td>11</td>
<td>13</td>
<td>0.5</td>
</tr>
<tr>
<td>( T_e )</td>
<td>600 K</td>
<td>3000 K</td>
<td>200 K</td>
</tr>
<tr>
<td>( T_i )</td>
<td>600 K</td>
<td>2000 K</td>
<td>200 K</td>
</tr>
<tr>
<td>( B_o )</td>
<td>20 ( \mu ) T</td>
<td>30 ( \mu ) T</td>
<td>5 ( \mu ) T</td>
</tr>
</tbody>
</table>

we can rewrite equation (3.12) in the following form

\[
J(\omega_k) \approx \Delta t W^{k^2/2} \sum_{m=0}^{M+K-1} x[m] y[(k - m)_{M+K}], \quad 0 \leq k \leq K - 1,
\]

where the summation is the circular convolution of sequences \( x[m] \) and \( y[m] \), calculations that can be efficiently performed using FFT’s. In addition, note that in order to avoid aliasing artifacts, we need \( \omega_K \Delta t < \pi \).

In the above discussion, we made no distinction between electrons and ions since identical procedures are used to compute the Gordeyev integrals for each species. The estimated electron and ion Gordeyev integrals are then used to compute theoretical incoherent scatter spectra. As a result of our simulation studies, we found that the ion Gordeyev integrals can be well represented by analytical means, as discussed in the next section of this chapter. However, closed-formed expressions could not be found for the electron Gordeyev integrals; therefore, a numerical electron ACF library had to be constructed for a wide range of plasma parameters and magnetic aspect angles, as needed by Jicamarca applications. The plasma parameters that this library spans are given in Table 3.3.

The construction of the library was computationally demanding and was carried out using a cluster of computers. The Turing Cluster, maintained by the Computational Science and Engineering Program at the University of Illinois, was used for this purpose. The Turing system consists of 768 Apple Xserves, each with two 2 GHz G5 processors and 4 GB of RAM. In the cluster, hundreds of simulations run simultaneously, which allowed us to build the library in less than three weeks. The same task would have taken many
months (probably more than two years) using a single desktop computer.

3.3 Statistics of the Ion and Electron Trajectories

If a plasma is in thermal equilibrium, i.e., if $T_e = T_i$, one can show analytically that the steady-state solution of the Fokker-Planck equation is given by the Maxwell-Boltzmann velocity distribution [Montgomery and Tidman, 1964]

$$f(v) = \frac{1}{(2\pi C^2)^{3/2}} e^{-\frac{1}{2C^2}(v_x^2 + v_y^2 + v_z^2)}, \quad (3.15)$$

where $v_x, v_y, \text{and} \ v_z$ are the components of the particle velocity vector, and $C = \sqrt{KT/m}$ is the corresponding thermal speed. Notice that this pdf can be written as the product of three independent Gaussians, one for each of the velocity components. Since the Fokker-Planck and the Langevin equations are alternative representations of the same Markov process, we expect the distributions of our simulated velocities to be Gaussians. Velocity distributions resulting from independent ion and electron simulations in an O+ plasma are presented in Figure 3.2. In the simulations, the plasma was considered to be in thermal equilibrium with temperatures $T_e = T_i = 1000 \text{K}$ (the rest of the simulation plasma parameters are given in Table 3.1). The distributions were built using more than $10^9$ sampled velocities. In each panel, the expected Gaussian pdf is plotted on top of our simulation results. As we can see, the computed distributions match exactly the Gaussian curves in these two examples. We repeated the same test for different plasma parameters and found that the agreement was excellent in all cases. Because of these results, we have the confidence that our simulation procedure is working properly.

As we mentioned in Chapter 2, the single-particle ACF is a characteristic function; therefore, its shape is determined by the time evolution of the pdf $f(\Delta r, \tau)$ of particle displacements $\Delta r$. If the plasma is magnetized, particles are forced to diffuse slowly in the plane perpendicular to $B$, making the pdf $f(\Delta r, \tau)$ narrower in that plane than in the parallel direction (for a given $\tau$). In order to analyze the behavior of $f(\Delta r, \tau)$, we have computed from the simulated trajectories the distributions of ion and electron
Figure 3.2  Probability distributions of (a) ion and (b) electron velocities resulting from
the simulations. In each plot, the pdf’s of the velocity components (displayed in colors) are
compared to a Gaussian distribution (black line). Notice that the velocity axes are normal-
ized by the thermal speeds of the corresponding particle species. The plasma parameters
considered in the simulations are given in Table 3.1.

displacements in the directions parallel and perpendicular to $\mathbf{B}$. Since $\mathbf{B} = B_0 \hat{z}$, the
distributions of the parallel displacement correspond to $f(\Delta z, \tau)$. On the other hand, the
distributions of the perpendicular displacement were computed by averaging $f(\Delta x, \tau)$ and
$f(\Delta y, \tau)$. In addition, the variance and covariance of the components of the displacement
vector $\Delta \mathbf{r}$ were computed from the simulated trajectories. These mean-square quantities
are defined as
\[
\langle \Delta r_i \Delta r_j \rangle = \langle (r_i(t + \tau) - r_i(t))(r_j(t + \tau) - r_j(t)) \rangle, \tag{3.16}
\]
where $i$ and $j$ denote the Cartesian coordinates. These quantities were estimated following
a procedure similar to the one used to compute $\langle e^{i \mathbf{k} \cdot \Delta \mathbf{r}} \rangle$.

Before presenting our statistics of the simulated ion and electron displacements, notice
that expression (2.15) for the ACF $\langle e^{i \mathbf{k} \cdot \Delta \mathbf{r}} \rangle$ is simply the Fourier transform of $f(\Delta \mathbf{r}, \tau)$. 
In principle, we could have computed $\langle e^{i \mathbf{k} \cdot \Delta \mathbf{r}} \rangle$ using the Fourier transforms of the dis-
placement distributions obtained in the simulations. This would have required, however,
a significant increase in the number of simulated particle positions in order to reduce the
statistical estimation errors to an acceptably small level. Since we are interested in eval-
uating $\langle e^{i \mathbf{k} \cdot \Delta \mathbf{r}} \rangle$ only for some discrete values of $\mathbf{k}$, we consider the procedure outlined in
3.3.1 Statistics of the Ion Displacements

In Figure 3.3, we show the distributions of ion displacements in the directions perpendicular and parallel to the magnetic field. Note that, at every delay \( \tau \), the distributions have been normalized to unit variance by scaling the displacement axis of each distribution with the corresponding standard deviation of the simulated displacements.\(^1\) On the

\[^1\text{Note that in the limit } \tau \to 0, \text{ we can write}\]

\[
\lim_{\tau \to 0} \frac{\Delta r_i(\tau)}{\sigma_i(\tau)} = \lim_{\tau \to 0} \frac{r_i(t+\tau) - r_i(t)}{C\tau} = \frac{v_i(t)}{C}.
\]

Therefore, the distribution of \( \Delta r_i(\tau)/\sigma_i(\tau) \) at \( \tau = 0 \) is equal to the distribution of the corresponding velocity component.

---

Figure 3.3 Probability distributions of the displacements of a simulated ion in the directions perpendicular (top panels) and parallel (bottom panels) to the magnetic field. On the left, the displacement pdf’s are displayed as functions of time delay \( \tau \). On the right, sample cuts of the pdf’s are compared to a Gaussian distribution. Note that all distributions at all time delays are normalized to unit variance. The displacement axis of each distribution at every delay \( \tau \) is scaled with the corresponding standard deviation of the simulated displacements.

By comparing the results of these calculations with those from the previous two sections to be more accurate, involving fewer computations.
left panels, the distributions are displayed as functions of $\tau$, while, on the right panels, sample cuts of these distributions are compared to a Gaussian pdf. For the time interval considered in these plots, we can see that the shapes of the distributions do not change with time delay and, also, that they match almost perfectly to the Gaussian curves. We have observed that for $\tau$ up to and exceeding $10 \text{ ms}$, the distribution of the displacement in the direction perpendicular to $B$ remains Gaussian in shape. We also found that at time delays of the order of hundreds of milliseconds, the parallel distribution eventually becomes spikier than a Gaussian. However, by that time the single-ion ACF is negligibly small — typical correlation times of the ion ACF for $\lambda_B = 3 \text{ m}$ are of the order of $1 \text{ ms}$ — and for that reason, ion displacements can be regarded as Gaussian random variables for all practical purposes. Additionally, we verified that the components of the vector displacement (i.e., $\Delta r_x$, $\Delta r_y$, and $\Delta r_z$) are mutually uncorrelated. The simulation results presented here were computed for the plasma configuration of Table 3.1. The analysis was repeated for other possible ionospheric plasmas and similar results were observed.

For the case of uncorrelated and jointly Gaussian $\Delta r$ components, it is known that [e.g., Kudeki and Milla, 2010] the single-particle ACF takes the following form

$$
\langle e^{jk\cdot \Delta r} \rangle = e^{-\frac{1}{2}k^2 \sin^2 \alpha \langle \Delta r^2 \rangle} \times e^{-\frac{1}{2}k^2 \cos^2 \alpha \langle \Delta r^2 \rangle},
$$

(3.17)

where, assuming a Brownian-motion process with distinct friction coefficients $\nu_\parallel$ and $\nu_\perp$ in the directions parallel and perpendicular to $B$, the mean square displacements will vary as

$$
\langle \Delta r^2 \rangle_\parallel = \frac{2C^2}{\nu_\parallel^2} \left( \nu_\parallel \tau - 1 + e^{-\nu_\parallel \tau} \right)
$$

(3.18)

and

$$
\langle \Delta r^2 \rangle_\perp = \frac{2C^2}{\nu_\perp^2 + \Omega^2} \left( \cos(2\gamma) + \nu_\perp \tau - e^{-\nu_\perp \tau} \cos(\Omega \tau - 2\gamma) \right)
$$

(3.19)

in which $\gamma \equiv \tan^{-1}(\nu_\perp/\Omega)$, and $C \equiv \sqrt{KT/m}$ and $\Omega \equiv qB/m$ are, respectively, the thermal speed and gyrofrequency of the simulated particles. In the literature, friction coefficients $\nu_\parallel$ and $\nu_\perp$ are also referred to as “collision frequencies.” However, in the context of Coulomb collisions, they should be interpreted not as the rate of collisions between
Particles but instead as the rate of loss of momentum (deceleration) experienced by a particle due to its interaction with the Coulomb fields generated by the swarm of electrons and ions surrounding it.

To test the viability of a Brownian-motion model to represent the simulated ion data, we fitted the expressions (3.18) and (3.19) to the variances of ion displacements obtained in our simulations and compared the best-fit parameters $\nu_\parallel$ and $\nu_\perp$ to the Spitzer collision frequency\(^2\) for ion-ion interactions, which for the case of a single-ion plasma is given by [Callen, 2006]

$$\nu_{i/i} = \frac{N_e e^4 \ln \Lambda_i}{12 \pi^{3/2} \epsilon_0^2 m_i^2 C_i^2},$$  \hspace{1cm} (3.20)

where $\Lambda_i \equiv 12\pi N_e h_i^2 h_D$ is the ion plasma parameter, and $h_i$ and $h_D$ are the ion and plasma Debye lengths defined in Table 3.2.

An example of our fitting results is presented in Figure 3.4. In general, we found that $\nu_\perp \approx \nu_{i/i}$. For instance, for the case shown in Figure 3.4, the best-fit collision frequency is $\nu_\perp = 5.88 \text{ Hz}$, while the Spitzer collision frequency is $\nu_{i/i} = 5.94 \text{ Hz}$. We also found that

\(^2\)Spitzer collision frequency $\nu_{s/s}^{\prime}$ is the Maxwellian-averaged momentum relaxation rate of a particle of type $s$ due to its interaction with a background of particles of type $s^{\prime}$. The inverse of $\nu_{s/s}^{\prime}$ can be interpreted as the time interval over which the particle velocity vector rotates by about $90^\circ$, an accumulated effect due to many small Coulomb deflections known as Spitzer collisions.
Figure 3.5  Simulated single-ion ACF’s at different magnetic aspect angles $\alpha$ for two radar Bragg wavelengths: (a) $\lambda_B = 3$ m and (b) $\lambda_B = 0.3$ m. The simulation results (color lines) are compared to theoretical ACF’s computed using expression (3.22) of the Brownian-motion approximation (dashed lines). Note that there is effectively no dependence on aspect angle $\alpha$.

the best-fit parallel collision frequency $\nu_\parallel$ is smaller than the Spitzer frequency by a factor of $\sim 1.15$, i.e., $\nu_\parallel < \nu_i/i$.

Finally, we note in the same figure that the variances of $\Delta r_\parallel$ and $\Delta r_\perp$ are very similar for $\tau < 5$ ms. This is expected because for $\tau$ in that interval $\nu_\parallel \tau \ll 1$ and $\nu_\perp \tau < \Omega_i \tau \ll 1$, in which case (3.18) and (3.19) indicate that

$$\langle \Delta r_\parallel^2 \rangle \approx \langle \Delta r_\perp^2 \rangle \approx C_i^2 \tau^2. \quad (3.21)$$

Using this approximation in expression (3.17), we find that the single-ion ACF simplifies to

$$\langle e^{ik \cdot \Delta r_i} \rangle \approx e^{-\frac{1}{2}k^2 C_i^2 \tau^2}, \quad (3.22)$$

which is a well-known result for collisionless and non-magnetized plasmas that fits well the simulated single-ion ACF’s for different magnetic aspect angles and Bragg wavelengths as shown in Figure 3.5.

Evidently, in a magnetized F-region plasma with Coulomb collisions, the oxygen ions diffuse along and across the magnetic field lines like Brownian-motion particles having...
isotropic friction coefficients

\[ \nu_\perp \approx \nu_\parallel \approx \nu_{i/i}. \] (3.23)

But more significantly, the single-ion F-region ACF’s at 50 MHz are essentially the same as in collisionless and non-magnetized plasmas because (a) the ions move by many Bragg wavelengths \( \lambda_B = 2\pi/k \) between successive Spitzer collisions, and (b) the ions are unable to return to within \( \lambda_B/2\pi \) of their starting positions after a gyroperiod as a consequence of the ion-ion interactions (giving rise to Spitzer collisions). As a result, ion diffusion is sufficient to eliminate the gyroresonance peaks from the single-ion ACF’s, as we have shown above. As an upshot, we will be able to handle the ion terms analytically in the general framework equations.

### 3.3.2 Statistics of the Electron Displacements

Next, we study the effects of Coulomb collisions on electron trajectories using procedures similar to those applied to ions. In Figure 3.6, the displacement distributions resulting from the simulation of an electron moving in an O+ plasma are presented. The plasma parameters considered in this simulation are also given in Table 3.1. The top and bottom panels in Figure 3.6 correspond, respectively, to the distributions in the directions perpendicular and parallel to \( \mathbf{B} \). On the left, the distributions are displayed as functions of \( \tau \), while on the the right, sample cuts of the distributions are compared to a Gaussian pdf. As in the ion case, we note that the normalized distributions for the direction perpendicular to \( \mathbf{B} \) do not vary with \( \tau \) and match almost perfectly to Gaussian curves. However, for displacements parallel to \( \mathbf{B} \), the normalized distributions do vary with \( \tau \), and the shapes are distinctly non-Gaussian for intermediate values of \( \tau \). More specifically, at very small time delays (\( \tau \lesssim 1 \mu s \)), the distributions are Gaussian, but then, in less than a millisecond, the distribution curves become more “spiky” (positive kurtosis) than a Gaussian. Although, at even longer delays \( \tau \) the distributions once again relax to a Gaussian shape, it is clear that the electron displacement in the direction parallel to \( \mathbf{B} \) is not a Gaussian random variable at all time delays \( \tau \).

Will a Brownian-motion model still prove useful to fit the simulation data for the elec-
Figure 3.6  Same as Figure 3.3 but for the case of a simulated electron. All distributions at all time delays are normalized to unit variance. Note that the distributions of the displacements parallel to $B$ become narrower than a Gaussian distribution in less than a millisecond.

Even though the displacement process seems non-Gaussian? To answer this question we first attempted to fit (3.18) and (3.19) to the simulated variances of the electron displacements (as we did earlier for the ion displacements). An example of our fitting results is presented in Figure 3.7. In general, we found that the simulated variance data are well fitted by the Brownian-motion expressions with the best-fit results of

$$
\nu_\parallel \approx \nu_{e/i} \quad \text{(3.24)}
$$

and

$$
\nu_\perp \approx \nu_{e/i} + \nu_{e/e}, \quad \text{(3.25)}
$$

where

$$
\nu_{e/e} = \frac{N_e e^4}{12 \pi^{3/2} \epsilon_o^2 \sigma_e^2 \omega_e^3 C_e^3} \quad \text{(3.26)}
$$
Figure 3.7 Same as Figure 3.4 but for the case of a simulated electron. In this case, the results are displayed for time intervals of 0.02 ms (left panels) and 10 ms (right panels). Note the different scales for the displacement variances.

and

\[ \nu_{e/i} = \sqrt{2} \nu_{e/e} = \frac{\sqrt{2} N_e e^4 \ln \Lambda_e}{12 \pi^{3/2} e_0^2 m_e^2 C_e^3} \]  

(3.27)

are the Spitzer electron-electron and electron-ion collision frequencies [Callen, 2006] with \( \Lambda_e \equiv \frac{12\pi N_e h_e^2 h_D}{e^2} \) and electron Debye length \( h_e \) defined in Table 3.2. For instance, in Figure 3.7 the best-fit frequencies were \( \nu_\parallel = 1.469 \text{ kHz} \) and \( \nu_\perp = 2.441 \text{ kHz} \), while \( \nu_{e/i} = 1.439 \text{ kHz} \) and \( \nu_{e/i} + \nu_{e/e} = 2.457 \text{ kHz} \).

Next we examined whether the Brownian single-particle ACF model (3.17) can be used to fit the simulated electron ACF’s using the best-fit friction coefficients identified above. In Figure 3.8 we present the single-electron ACF’s that were computed for different magnetic aspect angles and \( \lambda_B = 3 \text{ m} \). The blue curves correspond to the ACF’s obtained from our simulations, while the green curves are the electron ACF’s calculated using expression (3.17) together with our approximations for \( \nu_\parallel \) and \( \nu_\perp \). Additionally, the electron ACF’s for a collisionless magnetized plasma are also plotted (red curves). We note that the simulated and the Brownian ACF’s matched almost perfectly at \( \alpha = 0^\circ \), and also that the agreement is still good at very small magnetic aspect angles (see panels a, b, and c). However, substantial differences between the Brownian and simulated ACF’s become evident as the magnetic aspect angle increases (see panels d, e, and f).

In summary, our study revealed that the single-electron ACF’s needed for ISR spectral
Figure 3.8: Simulated electron ACF's for $\lambda_B = 3$ m at different magnetic aspect angles: (a) $\alpha = 0^\circ$, (b) $\alpha = 0.01^\circ$, (c) $\alpha = 0.05^\circ$, (d) $\alpha = 0.1^\circ$, (e) $\alpha = 0.5^\circ$, and (f) $\alpha = 1^\circ$. Note the different time scales used in each plot.
models cannot be accurately modeled as a Brownian-motion process over all aspect angles. The fundamental reason for this is the deviation of the electron displacements parallel to $\mathbf{B}$ from Gaussian statistics, despite the fact that displacement variances are well fitted by the Brownian model. Certainly, a non-Gaussian process cannot be fully characterized by a model that specifies its first and second moments only; this is particularly true for the estimation of the characteristic function of the process $\langle e^{j\mathbf{k}\cdot\Delta\mathbf{r}} \rangle$ that depends on all the moments of the process distribution.

What is the physical reason for the electron displacements to be non-Gaussian in the direction parallel to $\mathbf{B}$ at intermediate time delays? We believe the answer is related to the fact that at low and high electron speeds (in comparison with $C_e$), the Fokker-Planck collision coefficients are dominated by different types of physical processes corresponding to electron-ion and electron-electron interactions, respectively. While the electron-electron collisions dominant at high speeds give rise to random changes in the electron speed, the same quantity is conserved in electron-ion collisions (due to the large mass difference of electrons and ions) dominating at low speeds. This asymmetry leads to the formation of a low-speed population of electrons (roughly after one electron-electron collision time) staying close to their starting locations for longer periods of time (during which many electron-ion collisions may take place) than would have been expected in a (speed independent) Brownian-motion model for Coulomb collisions. As a result, the electron displacements at intermediate delays $\tau$ have distributions that are sharper than a Gaussian, a shape which is consistent with an enhanced population at small electron displacements. This population eventually disperses, and the distributions relax back to a Gaussian form at large time delays corresponding to many electron-electron collision times, as would be expected in view of the central limit theorem. This description of what we suspect is going on is also consistent with $\nu_\parallel$ fitting best $\nu_{e/i}$ (as opposed to $\nu_{e/i} + \nu_{e/e}$) at the intermediate time scales of importance to our fitting procedure. Note that despite our best-fit result $\nu_\parallel \approx \nu_{e/i}$, electron-electron Coulomb collisions still play a crucial role in shaping the single-electron ACF by determining the time scale over which the displacements parallel to $\mathbf{B}$ return back to normal (Gaussian) distribution.
As for the absence of similar effects in the direction perpendicular to \( \mathbf{B} \), this can be explained by the fact that the main role the collisions play in the dynamics of the electrons in the perpendicular plane is to knock them off their gyrocenters, a process that is not sensitive to the distinctions between electron-electron and electron-ion collisions (and hence \( \nu_\perp \approx \nu_{e/i} + \nu_{e/e} \) as we have found out).

Returning back to Figure 3.8, the fact that the correlation time of the simulated electron signal is longer than what is predicted by the other models is a signature effect of Coulomb collisions encountered at small (but non-zero) aspect angles. As discussed in the next chapter, this feature of the electron ACF determines the width of the electron Gordyev integral; therefore, it has an impact on the shape of the incoherent scatter spectrum averaged over small magnetic aspect angles. Since the Brownian-motion model cannot be used for the calculation of electron ACF’s and no other simplified model was found, a numerical library of electron ACF’s had to be built, as already described in the previous section. The collisional IS spectra to be presented in the next chapter were produced using the numerical library.
In the present chapter, ion and electron Gordeyev integrals are utilized in the general framework formulation of Chapter 2 to compute incoherent scatter spectra that take into account Coulomb collision effects. The Gordeyev integrals are computed from their corresponding single-particle ACF’s using the chirp-Z transform algorithm detailed in the previous chapter. The electron Gordeyev integral, which resembles the shape of the IS spectrum in the direction perpendicular to $B$, is analyzed first in Section 4.1. The characteristics of the collisional spectra are discussed in Section 4.2, where our results are also compared to other IS spectrum models.

4.1 Simulated Electron Gordeyev Integrals

Figure 4.1 shows the plots of $\text{Re}\{J_e(\omega)\}$, the real part of the electron Gordeyev integral proportional to $\langle |n_{te}(\mathbf{k}, \omega)|^2 \rangle$, computed using our new numerical library as a function of Doppler frequency and magnetic aspect angle for two different Bragg wavelengths, $\lambda_B = 3\text{ m}$ and $\lambda_B = 0.3\text{ m}$. Notice the difference between the frequency axes used in these plots. In the first one, we are considering a range of $\omega/2\pi$ from $-1\text{ kHz}$ to $1\text{ kHz}$, while in the second plot, the frequency range is ten times wider. A few degrees away from perpendicular to $B$, where the effect of collisions can be neglected, the bandwidth of the electron Gordeyev integral $J_e(\omega)$ is proportional to the product of Bragg wavenumber $k$ and electron thermal speed $C_e$. Thus, if the radar wavelength is reduced by a factor of ten, the bandwidth of $J_e(\omega)$ will increase by the same factor. If the same were true for viewing directions close
Figure 4.1 Simulated electron Gordeyev integrals as functions of Doppler frequency and magnetic aspect angle for two radar Bragg wavelengths: (a) $\lambda_B = 3\,\text{m}$ and (b) $\lambda_B = 0.3\,\text{m}$. An O$^+$ plasma with electron density $N_e = 10^{12}\,\text{m}^{-3}$, temperatures $T_e = T_i = 1000\,\text{K}$, and magnetic field $B_0 = 25\,\mu\text{T}$ is considered.

An O$^+$ plasma with electron density $N_e = 10^{12}\,\text{m}^{-3}$, temperatures $T_e = T_i = 1000\,\text{K}$, and magnetic field $B_0 = 25\,\mu\text{T}$ is considered.

to perpendicular to $\mathbf{B}$, the plots displayed above would have looked identical. However, that is not the case, and our results illustrate that the dependence of $J_e(\omega)$ on $k$ and $C_e$ deviates from $kC_e$ at small aspect angles.

We observe that both Gordeyev integrals become narrower as the magnetic aspect angle decreases. However, in the case of $\lambda_B = 0.3\,\text{m}$, $\text{Re}\{J_e(\omega)\}$ stops shrinking at an angle around $0.02^\circ$, while in the case of $\lambda_B = 3\,\text{m}$, the same happens at a smaller angle ($\sim 0.01^\circ$). This is another effect of Coulomb collisions, namely the saturation of electron Gordeyev integral width at very small $\alpha$. Without having considered collisions, $\text{Re}\{J_e(\omega)\}$ for $\alpha = 0^\circ$ would have approached a Dirac delta function at $\omega = 0$ (accompanied by a series of smaller deltas located at multiples of the electron gyrofrequency $\Omega_e$).

Trying out the Brownian-motion expression for the electron ACF as a guide, we noticed that the bandwidth of $\text{Re}\{J_e(\omega)\}$ in the limit $\alpha = 0^\circ$ varies according to

$$k^2C^2_e \frac{\nu_\perp}{\nu^2_\perp + \Omega^2_e}. \quad (4.1)$$

This expression is obtained by placing (3.19) into (3.17) and considering $\nu_\perp \tau \gg 1$, a limit in which the electron ACF becomes an exponential function. Notice that the bandwidth
dependence on $kC_e$ has changed from linear (at relatively large $\alpha$) to quadratic (at very small $\alpha$), a change that is related to the transition between the collisionless and collisional regimes of the electron diffusion. Furthermore, using $\nu_\perp \approx \nu_e/i + \nu_e/e$ from the last section and taking $\Omega_e \gg \nu_\perp$, we can verify that bandwidth dependence (4.1) is proportional to

$$\frac{N_e}{\sqrt{T_e}}$$ \hspace{1cm} (4.2)

Since at very small aspect angles the electron Gordeyev integral dominates the shape of the overall incoherent scatter spectrum, we expect the IS spectral width to exhibit the same dependence (4.2) on density and temperature. We will demonstrate this to be the case by specific examples shown in the following section.

### 4.2 Simulated Collisional IS Spectra

Figure 4.2 shows a surface plot constructed from full IS spectrum calculations for $\lambda_B = 3$ m (e.g., Jicamarca radar) as a function of aspect angle $\alpha$ and Doppler frequency $f$.
\[ \omega/2\pi \]. In this self-normalized surface plot, we observe how the IS spectrum sharpens significantly at small aspect angles. For instance, just in the range between 0.1° and 0°, the amplitude of the spectrum becomes ten times larger while its bandwidth is reduced by the same factor.

Sample cuts of the surface plot taken at a number of magnetic aspect angles are displayed in Figure 4.3. In these plots, the simulated spectra (blue curves) are compared to other spectral models. The green curves correspond to spectra computed using the Brownian-motion model discussed in the previous section, while the red curves correspond to the collisionless electron case (i.e., the case when Coulomb collisions for the electrons are neglected but collisions for the ions are still considered). We note that the agreement with the Brownian-motion spectra is excellent at very small aspect angles \((\alpha \leq 0.01°)\). However, as \(\alpha\) increases, our collisional spectra become narrower than the Brownian-motion spectra. We also observe that the collisionless spectra are in general wider than our simulation results. Additionally, note that at very small aspect angles, the collisionless spectrum has a humped shape (similar to the one expected at large aspect angles but with a much narrower spectral width). In this regime, electrons and ions exchange their roles in defining the shape of the collisionless spectrum so that the spectral width becomes proportional to the electron thermal speed \(C_e\) and \(\sin \alpha\), as previously discussed by Kudeki et al. [1999].

In the limit of \(\alpha \to 0°\), the collisionless spectrum develops a delta function \(\omega = 0\) implying an infinite signal correlation time in the collisionless limit. The reason for this is that in the absence of collisions, the magnetic field restricts the motion of the electrons in the plane perpendicular to \(B\), forcing them to gyrate always around the same magnetic field lines. With collisions, the electrons manage to diffuse across the field lines, and consequently the correlation time of the IS signal becomes finite and its spectrum broadens out of its delta function limit. However, collisions do not cause spectral broadening at all aspect angles. Notice that in Figure 4.3 the collisional spectrum for \(\alpha > 0.01°\) is narrower than the collisionless spectrum, implying that collisions in this range of aspect angles have caused an increase of the IS signal correlation time. The explanation for this is that at aspect angles larger than 0.01° the shape of the IS spectrum is dominated by electron
Figure 4.3  Sample cuts of the simulated spectra of Figure 4.2 taken at different magnetic aspect angles: (a) \( \alpha = 0^\circ \), (b) \( \alpha = 0.01^\circ \), (c) \( \alpha = 0.05^\circ \), (d) \( \alpha = 0.1^\circ \), (e) \( \alpha = 0.5^\circ \), and (f) \( \alpha = 1^\circ \). Our simulation results (blue lines) are compared to IS spectra computed using the Brownian-motion model (green lines), the collisionless electron model (red lines), the simulation results of Sulzer and González [1999] (light-blue lines), and the aspect angle dependent collision frequency model of Woodman [2004] (magenta lines). Note the different frequency scales used in each plot.
diffusion in the direction parallel to $\mathbf{B}$. As collisions impede the free motion of particles, electrons diffuse slower in a collisional plasma than in a collisionless one, which implies that the electrons stay closer to their original locations for longer periods of time. As a result, the correlation time of the signal scattered by the electrons also becomes longer, causing the broadening of the IS signal ACF and the associated narrowing of the signal spectrum in this aspect angle regime, as first explained by Sulzer and González [1999].

Also in Figure 4.3, we compare our simulated spectra to the results of Sulzer and González [1999] for $\alpha \geq 0.5^\circ$ (see panels e and f). The comparison is good except for a minor offset which was traced to a minor coding error in the simulation program used by Sulzer and González [1999]. At smaller aspect angles, comparisons are made with the spectrum model of Woodman [2004], which is effectively an ad hoc extrapolation of the Sulzer and González [1999] model to very small magnetic aspect angles (including the $\alpha \to 0^\circ$ limit). Woodman [2004] fitted the Brownian-motion spectral model to the results of Sulzer and González [1999] and developed an empirical formula for the electron collision frequency that depends on the magnetic aspect angle. As can be observed in panels a, b, c, and d, our simulated spectra are not quite as sharp as Woodman’s spectra (though the differences are small). These differences can be expected since Woodman [2004] did not really have the spectra to fit at very small aspect angles; therefore, his collision frequency formula may require a little adjustment for $\alpha < 0.1^\circ$.

Figure 4.4 shows the dependence of the simulated IS spectra on the mean electron density $N_e$ that controls the Coulomb collision rates. As discussed in the previous section, we expect the spectrum at $\alpha = 0^\circ$ to become wider as $N_e$ grows (see relation (4.2)). This behavior is clearly illustrated in the left panel of Figure 4.4. As $N_e$ increases, collisions become more frequent and consequently the electrons diffuse out to longer distances across the magnetic field lines. Hence, the spectrum bandwidth increases with $N_e$, so long as the collision frequency remains smaller than the gyrofrequency, otherwise the collisions start impeding electron motion rather than just perturbing the gyromotions to facilitate diffusion. In a highly collisional regime, characterized by collisional forces much larger than magnetic forces (or by $\nu_\perp \gg \Omega_e$), electrons will find it very difficult to move in any
Figure 4.4  Electron density dependence of the simulated IS spectra for $\lambda_B = 3$ m at aspect angles $\alpha = 0^\circ$ (left panel), $\alpha = 0.1^\circ$ (central panel), and $\alpha = 1^\circ$ (right panel). An O+ plasma in thermal equilibrium with $T_e = T_i = 1000$ K and $B_o = 25$ $\mu$T is considered. Note the different frequency scales used in each plot.

direction. As a result, the bandwidth of the IS spectrum at $\alpha = 0^\circ$ will stop increasing with $N_e$ and eventually it will decrease. A similar effect can be observed as the aspect angle increases. A few hundredths of a degree away from perpendicular to B, the shape of the IS spectrum starts being controlled by diffusion along the magnetic field lines. In this regime, the spectrum becomes narrower as $N_e$ grows because the increasing number of collisions impede the movement of the electrons (as already discussed above). This behavior is observed in the central panel of Figure 4.4. Also note that the collisional spectrum approaches the collisionless spectrum as $N_e$ is reduced, which is consistent with the dependence of collision frequencies on $N_e$. Finally, a comparison of the central and rightmost panels of Figure 4.4 shows that collision effects become less significant at even larger aspect angles where the spectrum is shaped by ion dynamics. In that regime, the spectral shapes become independent of $N_e$ as long as $kh_e \ll 1$.

The temperature dependence of the simulated IS spectra at different aspect angles will be examined with the help of Figure 4.5. Considering an O+ plasma with $N_e = 10^{12}$ m$^{-3}$ and $T_i = 1000$ K, we have computed the IS spectra for a Bragg wavelength of $\lambda_B = 3$ m and for a set of electron temperatures $T_e$ ($1000$ K, $1500$ K, $2000$ K, $2500$ K, and $3000$ K). Figure 4.5 displays the results for three different aspect angles, $\alpha = 0^\circ$ (left panels), $\alpha = 0.02^\circ$ (center panels), and $\alpha = 0.1^\circ$ (right panels). Notice that the same spectra are plotted in the top and bottom panels, but in the bottom panels we have normalized each spectrum by its peak value in order to emphasize the changes in spectral widths.
Figure 4.5 $T_e/T_i$ dependence of the simulated IS spectra for $\lambda = 3$ m at aspect angles $\alpha = 0^\circ$ (left panels), $\alpha = 0.02^\circ$ (central panels), and $\alpha = 0.1^\circ$ (right panels). The same spectra are plotted on the top and bottom panels; however, on the bottom, every spectrum has been normalized to its peak value. An O+ plasma with $N_e = 10^{21}$ m$^{-3}$, $T_e = 1000$ K, and $B_0 = 25 \mu$T is considered. Each curve corresponds to different values of electron temperatures $T_e$ (1000 K, 1500 K, 2000 K, 2500 K, and 3000 K). Note the different frequency scales used in each column.
Figure 4.5 includes a wealth of information pertinent to the ultimate application of our theory in estimating the ionospheric temperatures from Jicamarca radar data collected with beams perpendicular to \( B \). First, we note that the left panels of Figure 4.5 show how the spectrum bandwidth at \( \alpha = 0^\circ \) is inversely proportional to the square root of \( T_e \) as discussed earlier. Second, we note that this dependence of spectral width on \( T_e \) changes at larger aspect angles as shown in the remaining panels of the figure — for aspect angles larger than about \( \alpha = 0.01^\circ \), spectral width increases with increasing \( T_e \). Third, the spectral amplitudes change rapidly with aspect angle. For instance, in the case of \( T_e = T_i = 1000 \text{ K} \), the peak of the spectrum at \( \alpha = 0^\circ \) is about ten times larger than the one at \( \alpha = 0.1^\circ \).

Finally, the amplitude differences for different \( \alpha \) are enhanced at higher values of \( T_e \) (in comparison with \( T_i \)), which is related to the aspect angle dependence of the volumetric radar cross section (RCS) \cite{Farley, Milla and Kudeki, 2006}

\[
\sigma_v \equiv 4\pi r_e^2 N_e \eta(k)
\]

(4.3)

of incoherent scatter radar echoes. In (4.3), \( r_e \) is the classical electron radius and \( \eta(k) \) is an electron scattering efficiency factor \cite{Milla and Kudeki, 2006} defined as

\[
\eta(k) \equiv \int \frac{d\omega}{2\pi} \frac{\langle |n_e(k, \omega)|^2 \rangle}{N_e},
\]

(4.4)

which is primarily dependent on the temperature ratio \( T_e/T_i \) and magnetic aspect angle \( \alpha \). A plot of this factor obtained from our collisional simulation results is shown in Figure 4.6. As we can observe, if the plasma is in thermal equilibrium (i.e., if \( T_e = T_i \)), this factor is 1/2 at all angles \( \alpha \). We can also appreciate that \( \eta(k) \) at \( \alpha = 0^\circ \) is clearly increasing as \( T_e/T_i \) grows. On the other hand, at very large magnetic aspect angles, we can see that the efficiency factor decreases as \( T_e/T_i \) increases. In particular, note that our calculations for \( \alpha = 90^\circ \) match the well-known formula \((1 + T_e/T_i)^{-1}\), as expected for moderate values of \( T_e/T_i \) and negligible Debye length \cite{Farley, 1966}. Note that for \( \alpha \approx 1^\circ \) the factor is approximately independent of \( T_e/T_i \), but otherwise it increases and decreases with the
Figure 4.6  Electron scattering efficiency factor $\eta(k)$ resulting from the frequency integration of the simulated incoherent scatter spectra as a function of electron-to-ion temperature ratio $T_e/T_i$ and magnetic aspect angle $\alpha$. An O+ plasma with $N_e = 10^{12}$ m$^{-3}$, $T_i = 1000$ K, and $B_0 = 25 \mu$T is considered.

temperature ratio at small and large aspect angles, respectively. The efficiency factor $\eta(k)$ plays an important role in $N_e$ estimation from ISR power data, and its accurate determination in the collisional regime at small aspect angles is one of the main contributions of this work.

The next stage of our studies, which is described in the following chapters, is the modeling of incoherent scatter spectrum measurements carried out with Jicamarca antenna beams pointed perpendicular to $\mathbf{B}$. For this purpose, the measured spectrum has to be carefully modeled because within the range of small magnetic aspect angles illuminated by the antenna beams, the theoretical IS spectra vary quite rapidly. In addition, magneto-ionic propagation effects are also considered into the model as these effects are significant at 50 MHz. This further complicates the description of Jicamarca measurements as different modes of propagation are excited within the width of the antenna beams; these modes vary from linearly polarized (at $\alpha = 0^\circ$) to circularly polarized (at $\alpha > 1^\circ$) with the transition between these two regimes happening at an angle of approximately $0.5^\circ$. The modeling of the beam-weighted incoherent scatter radar spectrum including magneto-ionic propagation and collisional effects is the subject of the next chapter of this dissertation.
CHAPTER 5

MAGNETO-IONIC PROPAGATION EFFECTS ON THE INCOHERENT SCATTER RADAR MEASUREMENTS

A radiowave propagating through the ionosphere experiences changes in its polarization caused by the presence of the Earth’s magnetic field. In this chapter, a model for incoherent scatter spectrum and cross-spectrum measurements that takes into account magneto-ionic propagation effects is developed.

A mathematical description of radiowave propagation in a homogeneous magnetoplasma is derived in the first section of this chapter. This basic formulation is extended to the case of an inhomogeneous ionosphere in Section 5.2. The resultant wave propagation model is used in Section 5.3 to reformulate the soft-target radar equation of Chapter 2 in order to account for the magneto-ionic propagation effects on incoherent scatter spectrum and cross-spectrum measurements.

5.1 Propagation of Electromagnetic Waves in a Homogeneous Magnetoplasma

In this section, the characteristic modes of electromagnetic wave propagation in a homogeneous magnetoplasma are derived. We start by formulating Maxwell’s curl equations
in differential form

\[ \nabla \times E = -\frac{\partial B}{\partial t}, \]  
\[ \nabla \times H = J + \frac{\partial D}{\partial t}. \]

(5.1) \hspace{1cm} (5.2)

Considering wave field solutions proportional to \( e^{j\omega t - jk \cdot r} \), where \( \omega \) is the wave frequency and \( \mathbf{k} \) is the wave propagation vector, we can reformulate the previous equations in plane wave form as

\[ \mathbf{k} \times \mathbf{E} = \omega \mu_0 \mathbf{H}, \]
\[ -j\mathbf{k} \times \mathbf{H} = \mathbf{J} + j\omega \epsilon_0 \mathbf{E}, \]

(5.3) \hspace{1cm} (5.4)

where the differential operators \( \nabla \) and \( \partial/\partial t \) have been replaced by \(-j\mathbf{k}\) and \( j\omega \), respectively. Above, we have considered \( \mathbf{B} = \mu_0 \mathbf{H} \) and \( \mathbf{D} = \epsilon_0 \mathbf{E} \), which is a valid assumption as long as current \( \mathbf{J} \) includes components that are due to free and/or bound charged carriers represented in terms of conductivity and/or susceptibility tensors. Eliminating \( \mathbf{H} \) by taking \( \mathbf{k} \times \mathbf{k} \times \mathbf{E} \), we have that

\[ \mathbf{k} \times \mathbf{k} \times \mathbf{E} = j\omega \mu_0 [\mathbf{J} + j\omega \epsilon_0 \mathbf{E}]. \]

(5.5)

Above, the propagation vector can be written as \( \mathbf{k} = k_0 n \hat{\mathbf{k}} \), where \( k_0 \equiv \omega \sqrt{\mu_0 \epsilon_0} \) is the wavenumber in free-space, \( n \) is the refractive index of the medium, and \( \hat{\mathbf{k}} \) is the unit vector parallel to the propagation direction. Now, we can rewrite (5.5) in the following form

\[ n^2 \underbrace{\mathbf{k} \times \hat{\mathbf{k}} \times \mathbf{E}}_{-\mathbf{E}_\perp} = -\frac{1}{j\omega \epsilon_0} \mathbf{J} - \mathbf{E}, \]

(5.6)

which simplifies to

\[ \mathbf{E} - n^2 \mathbf{E}_\perp = -\frac{1}{j\omega \epsilon_0} \mathbf{J}, \]

(5.7)
where \( \mathbf{E}_\perp \) is the component of \( \mathbf{E} \) that is perpendicular to \( \mathbf{k} \). Without loss of generality, we consider \( \mathbf{k} = \mathbf{z} \); thus, breaking the previous equation into its components, we have that

\[
(1 - n^2)E_x = -\frac{J_x}{j\omega\epsilon_o},
\]
\[
(1 - n^2)E_y = -\frac{J_y}{j\omega\epsilon_o},
\]
\[
E_z = -\frac{J_z}{j\omega\epsilon_o}.
\]

(5.8)(5.9)(5.10)

Based on these equations, we can define the following polarization relations

\[
R = \frac{E_x}{E_y} = \frac{J_x}{J_y},
\]
\[
S = \frac{E_z}{E_x} = \frac{J_z}{J_x}(1 - n^2).
\]

(5.11)(5.12)

In addition, the refractive index can be written as

\[
n^2 = 1 + \frac{J_x/E_x}{j\omega\epsilon_o} = 1 + \frac{J_y/E_y}{j\omega\epsilon_o}.
\]

(5.13)

In order to obtain the refractive index of the medium, we need to define the relations \( J_x/E_x \) or \( J_y/E_y \) from an appropriate conductivity model. For instance, in an isotropic conductor, the current and electric field vectors are related by \( \mathbf{J} = \sigma \mathbf{E} \), where \( \sigma \) is the conductivity. Thus, \( J_x/E_x = J_y/E_y = \sigma \), which implies that \( n^2 = 1 + \frac{\sigma}{j\omega\epsilon_o} \), as is well known. Note that \( \mathbf{J} = \sigma \mathbf{E} \) also implies that there is no coupling between \( E_x \) and \( E_y \). Therefore, \( R \) could take any value, but \( S \) is equal to zero because there is no current along the propagation direction.

In order to determine the conductivity of a magnetized plasma with a DC magnetic field \( \mathbf{B}_o \), let us consider an electron moving in this medium under the influence of the Lorentz force. Then, the equation of motion is given by

\[
m_e \frac{d\mathbf{v}}{dt} = -e(\mathbf{E} + \mathbf{v} \times \mathbf{B}_o),
\]

(5.14)

where \( m_e \) and \( -e \) are the mass and charge of the electron. In phasor form, the motion
Bo = By ˆ y + Bz ˆ z

\( \hat{\theta} = -\hat{y} \)
\( \hat{\phi} = \hat{x} \)

Figure 5.1 Coordinate system used for analyzing wave propagation in a magnetized plasma. The magnetic field \( B_o \) is on the \( yz \)-plane at an angle \( \theta \) from the propagation vector \( k \) which is parallel to the \( \hat{z} \)-direction. The wave field \( E \) has three mutually orthogonal components \( E_k, E_{\theta}, \) and \( E_{\phi} \) in directions \( \hat{k} = \hat{z}, \hat{\theta} = -\hat{y}, \) and \( \hat{\phi} = \hat{x}, \) respectively.

The equation becomes
\[
j\omega m_e v = -e(E + v \times B_o),
\]
which can be written as
\[
-\frac{e}{m_e} E = j\omega v + \frac{e}{m_e} v \times B_o.
\]

Next, multiplying both sides by \(-eN_e\) and defining \( J \equiv -eN_e v \), we have that
\[
\frac{N_e e^2}{j\omega m_e} E = J - \frac{e}{j\omega m_e} B_o \times J.
\]

In the coordinate system of Figure 5.1, we have considered \( B_o = B_y \hat{y} + B_z \hat{z} \) with components \( B_y = B_o \sin \theta \) and \( B_z = B_o \cos \theta \), where \( B_o \) is the magnitude of the field and \( \theta \) is the angle with respect to the \( z \)-axis. Now, we can recast the previous equation as
\[
-j\omega e_o X E = J + jY_T \hat{y} \times J + jY_L \hat{z} \times J
\]
in which
\[
X \equiv \frac{\omega_p^2}{\omega^2}, \quad Y_L \equiv \frac{\Omega_e \cos \theta}{\omega}, \quad \text{and} \quad Y_T \equiv \frac{\Omega_e \sin \theta}{\omega},
\]
where \( \omega_p \equiv \sqrt{N_e g_e^2 / e_o m_e} \) is the plasma frequency and \( \Omega_e \equiv eB_o / m_e \) is the electron
gyrofrequency. Expanding equation (5.18) into its vector components, we have that

\[-j\omega \epsilon_o X E = J_x + jY_T J_z - jY_L J_y, \quad (5.20)\]
\[-j\omega \epsilon_o X E_y = J_y + jY_L J_x, \quad (5.21)\]
\[-j\omega \epsilon_o X E_z = J_z - jY_T J_x. \quad (5.22)\]

Early in this section, we found that \( J_z + j\omega \epsilon_o E_z = 0 \). Then, using this result together with (5.22), we can find that

\[ \frac{J_z}{J_x} = j \frac{Y_T}{1 - X}. \quad (5.23)\]

Next, using the polarization relation \( R = E_x/E_y = J_x/J_y \) and the previous expression, we can rewrite equations (5.20) and (5.21) in the following forms

\[-j\omega \epsilon_o X \frac{E_x}{J_x} = 1 - \frac{Y_T^2}{1 - X} - jY_L \frac{1}{R}, \quad (5.24)\]
\[-j\omega \epsilon_o X \frac{E_y}{J_y} = 1 + jY_L R. \quad (5.25)\]

Noting that \( E_x/J_x = E_y/J_y \), we combine the equations above and find that

\[ jY_L R + \frac{Y_T^2}{1 - X} + jY_L \frac{1}{R} = 0, \quad (5.26)\]

an equation that can be written as

\[ jY_L (1 - X) R^2 + Y_T^2 R + jY_L (1 - X) = 0. \quad (5.27)\]

Defining \( F \equiv -jY_L R \), the previous equation becomes

\[ (1 - X) F^2 - Y_T^2 F - (1 - X) Y_L^2 = 0. \quad (5.28)\]

Solutions of (5.28) are given by

\[ F_\pm = \frac{Y_T^2 \pm \sqrt{Y_T^4 + 4Y_L^2 (1 - X)^2}}{2 (1 - X)}, \quad (5.29)\]
which are valid for any given \( \omega \) and direction \( \theta \). In order to find the refractive indices, note that

\[
\frac{E_y}{J_y} = \frac{1 + jY_L R}{j\omega \varepsilon_o X} = -\frac{1 - F}{j\omega \varepsilon_o X}. 
\]  

(5.30)

Thus, inserting this relation into (5.13), we obtain the following refractive indices

\[
n^2_{\pm} = 1 - \frac{X}{1 - F_{\pm}},
\]  

(5.31)

which characterize the two possible modes of propagation in a magnetoplasma. This result is known as the Appleton-Hartree equation [e.g., Budden, 1961]. Each of these refractive indices, \( n_+ \) and \( n_- \), is accompanied by an associated polarization vector. The relations between the components of these vectors are given by the polarization relations \( R \) and \( S \) defined before. In order to formulate these relations, we considered a coordinate system in which \( \hat{k} = \hat{z}, \hat{\theta} = -\hat{y}, \) and \( \hat{\phi} = \hat{x} \). In this system, the electric field components are given by \( E_k, E_{\theta}, \) and \( E_{\phi} \). Thus, after some math, we can find the following relations

\[
\frac{E_k}{E_\theta} = -SR = \frac{F_{\pm}^2 - Y_L^2 - F_{\pm} Y_T^2}{Y_L Y_T (1 - F_{\pm})} = \frac{F_{\pm} XY_T}{(1 - F_{\pm}) (1 - X) Y_L},
\]  

(5.32)

\[
\frac{E_k}{E_\phi} = S = j \frac{F_{\pm}^2 - F_{\pm} Y_T^2}{Y_T F_{\pm} (1 - F_{\pm})} = j \frac{XY_T}{(1 - F_{\pm}) (1 - X)},
\]  

(5.33)

\[
\frac{E_\theta}{E_\phi} = -\frac{1}{R} = j \frac{Y_L}{F_{\pm}},
\]  

(5.34)

where \( Y = \sqrt{Y_L^2 + Y_T^2} = \Omega_e / \omega \).

Let us discuss now some particular cases. In the limit of \( \theta = 0^\circ \) corresponding to propagation parallel to the ambient magnetic field \( B_o \) (i.e., longitudinal propagation), we have that \( Y_L = Y \) and \( Y_T = 0 \). Thus, \( F_+ = Y \) and \( F_- = -Y \), which implies that refractive indices (5.31) simplify to

\[
n_+ = \sqrt{1 - \frac{X}{1 - Y}} \quad \text{and} \quad n_- = \sqrt{1 - \frac{X}{1 + Y}}.
\]  

(5.35)

The polarization vectors associated with these modes are given by \( \frac{\hat{\theta} - i\hat{\phi}}{\sqrt{2}} \) and \( \frac{\hat{\theta} + i\hat{\phi}}{\sqrt{2}} \), which correspond to right- and left-circularly polarized waves. Note that the polarization vectors
are transverse to the propagation direction. Additionally, in the limit of \( \theta = 90^\circ \) corresponding to propagation perpendicular to \( \mathbf{B}_o \) (i.e., transverse propagation), we have that \( Y_L = 0 \) and \( Y_T = Y \). This implies that \( F_+ = \frac{Y^2}{1-X} \) and \( F_- = 0 \), which leads to the following expressions for the refractive indices:

\[
\begin{align*}
n_+ &= \sqrt{\frac{1 - X}{1 - F_+}} \quad \text{and} \quad n_- = \sqrt{1 - X}.
\end{align*}
\] (5.36)

While the polarization of the mode associated with \( n_- \) is linear and parallel to the \( \hat{z} \)-direction (i.e., parallel to \( \mathbf{B}_o \)), the polarization vector of \( n_+ \) has components in \( \hat{k} \)- and \( \hat{\phi} \)-directions. If \( X \ll 1 \) and \( Y \ll 1 \), the \( \hat{k} \)-component can be considered negligible and the polarization becomes linear and parallel to \( \hat{\phi} \) (a direction that is perpendicular to \( \mathbf{B}_o \)). Note that \( n_- \) is equal to the refractive index of a plasma without magnetic field; because of this, the modes associated with \( n_- \) and \( n_+ \) are known as the ordinary and extraordinary modes (O- and X-modes), respectively.

In general, for propagation at intermediate angles \( \theta \), the propagation modes are elliptically polarized. However, if \( X \ll 1 \) and \( Y \ll 1 \), e.g., the case of VHF propagation in the ionosphere, the propagation modes can be considered quasi-longitudinal for a wide range of angles \( \theta \). The approximation is valid as long as

\[
Y_T^4 \ll 4Y_L^2 (1 - X)^2 \quad \Rightarrow \quad Y_T^2 \ll 2Y_L (1 - X),
\] (5.37)

which implies the following condition:

\[
\tan \theta \sin \theta \ll \frac{2}{Y} \Rightarrow \frac{2}{Y} \approx \frac{2}{Y}.
\] (5.38)

Note that, since \( \sin \theta \leq 1 \), a more stringent condition is \( \tan \theta \ll 2/Y \); thus, we can define a critical angle

\[
\theta_c = \tan^{-1} \left( \frac{2}{Y} \right)
\] (5.39)

that corresponds to the transition between longitudinal and transverse modes of propagation. For instance in the case of \( B_o = 25 \mu \text{T} \) and \( f = \omega/2\pi = 50 \text{MHz} \), the electron
gyrofrequency is \( \Omega_e/2\pi = 699.8 \text{ kHz} \) and the critical angle is about 89.6°. At Jicamarca, antenna beams pointed perpendicular to \( B_o \) have a beam-width of the order of a degree; thus, different modes of propagation ranging from longitudinal to transverse are excited within the range of aspect angles illuminated by the beam.

As discussed above, in the presence of an ambient magnetic field, there are two possible modes of electromagnetic wave propagation. Labeling the modes as ordinary and extraordinary and denoting the refractive indices given in (5.31) as \( n_O = n_- \) and \( n_X = n_+ \), we can express the transverse component of a propagating electric field as

\[
E^t = A_O \left( \hat{\theta} - j \frac{F_O}{Y_L} \right) e^{-jk_0n_Or} + A_X \left( \hat{\theta} - j \frac{F_X}{Y_L} \right) e^{-jk_0n_Xr},
\]

where \( A_O \) and \( A_X \) are the amplitudes of the O- and X-waves. Above, \( r \) is the distance from the origin along the propagation direction \( \hat{k} \) and \( k_0 \equiv \omega/\sqrt{\mu_0\epsilon_0} \). In matrix notation, we can express (5.40) as

\[
\begin{bmatrix}
E_\theta \\
E_\phi 
\end{bmatrix} =
\begin{bmatrix}
e^{-jk_0n_Or} & e^{-jk_0n_Xr} \\
-j\frac{F_O}{Y_L}e^{-jk_0n_Or} & -j\frac{F_X}{Y_L}e^{-jk_0n_Xr}
\end{bmatrix}
\begin{bmatrix}
A_O \\
A_X 
\end{bmatrix},
\]

where \( E_\theta \) and \( E_\phi \) are the transverse field components in \( \hat{\theta} \) and \( \hat{\phi} \) directions. Defining \( E_{\theta,o} \) and \( E_{\phi,o} \) as the field components at the origin, we have that

\[
\begin{bmatrix}
E_{\theta,o} \\
E_{\phi,o}
\end{bmatrix} =
\begin{bmatrix}
1 & 1 \\
-j\frac{F_O}{Y_L} & -j\frac{F_X}{Y_L}
\end{bmatrix}
\begin{bmatrix}
A_O \\
A_X 
\end{bmatrix}.
\]

Then, noting that \( \frac{F_OF_X}{Y_L^2} = -1 \), the propagating electric field (5.41) can be recast as

\[
\begin{bmatrix}
E_\theta \\
E_\phi 
\end{bmatrix} =
\begin{bmatrix}
e^{-jk_0n_Or} + a^2e^{-jk_0n_Xr} & ja\left( e^{-jk_0n_Or} - e^{-jk_0n_Xr} \right) \\
-j a\left( e^{-jk_0n_Or} - e^{-jk_0n_Xr} \right) & \frac{1 + a^2}{1 + a^2}
\end{bmatrix}
\begin{bmatrix}
E_{\theta,o} \\
E_{\phi,o}
\end{bmatrix},
\]

where the parameter \( a \equiv \frac{F_O}{Y_L} = -\frac{Y_L}{F_X} \) determines the type of wave polarization and can take values within the range \( 0 \leq |a| \leq 1 \). Note that the limits 0 and 1 correspond to the
cases of linearly and circularly polarized propagation modes. Defining \( \bar{n} \equiv \frac{n_O + n_X}{2} \) and \( \Delta n \equiv \frac{n_O - n_X}{2} \), we can rewrite (5.43) as

\[
\begin{bmatrix}
E_\theta \\
E_\phi
\end{bmatrix} = e^{-jk_o \bar{n}r} \begin{bmatrix}
e^{-jk_o \Delta n r} + a^2 e^{jk_o \Delta n r} & 2a \sin(k_o \Delta n r) \\
-2a \sin(k_o \Delta n r) & a^2 e^{-jk_o \Delta n r} + e^{jk_o \Delta n r}
\end{bmatrix} \begin{bmatrix}
E_{\theta, o} \\
E_{\phi, o}
\end{bmatrix},
\]

where \( \bar{T} \) is a propagator matrix that maps the fields at the origin into the fields at a distance \( r \). Note that in the case of waves traveling in \( -\hat{k} \) direction, the same matrix \( \bar{T} \) can be used to propagate the fields from a distance \( r \) to the origin.

The propagator matrix can be eigenvalue-decomposed as \( \bar{T} = \bar{P} \bar{S} \bar{P}^H \) where

\[
\bar{S} = e^{-jk_o \bar{n}r} \begin{bmatrix}
e^{-jk_o \Delta n r} & 0 \\
0 & e^{jk_o \Delta n r}
\end{bmatrix}
\]

(5.45)

is a diagonal matrix composed of the eigenvalues of \( \bar{T} \), and

\[
\bar{P} = \frac{1}{\sqrt{1 + a^2}} \begin{bmatrix}
1 & -ja \\
-j a & 1
\end{bmatrix}
\]

(5.46)

is an unitary matrix with columns equal to the eigenvectors of \( \bar{T} \) (corresponding to the O- and X-modes, respectively). Returning to the \( xyz \)-coordinate system, we can express the transverse electric field as \( E^t = E_{\theta} \hat{\theta} + E_{\phi} \hat{\phi} \). Then, using (5.44) and the eigenvalue decomposition of \( \bar{T} \), we can show that

\[
E^t = e^{-jk_o \bar{n}r} \left[ e^{-jk_o \Delta n r} p_O p_O^H + e^{jk_o \Delta n r} p_X p_X^H \right] E^t_o,
\]

(5.47)

where \( E^t_o \) is the wave field at the origin, and

\[
p_O = \frac{\hat{\theta} - ja \hat{\phi}}{\sqrt{1 + a^2}} \quad \text{and} \quad p_X = \frac{-ja \hat{\theta} + \hat{\phi}}{\sqrt{1 + a^2}}
\]

(5.48)

are the polarization vectors of the O- and X-waves expressed in cartesian coordinates.
This form of the transverse field is suitable for computational evaluation because it only involves vector operations and there is no need to explicitly build the propagator matrix.

5.2 Model for Radiowave Propagation in an Inhomogeneous Ionosphere

A radiowave propagating through the ionosphere will experience refraction and polarization effects. Wave refraction is caused by the altitudinal variation of the refractive index of the medium, which in this case is dependent on the amount of ionospheric electron density. Additionally, wave polarization variations are caused by the presence of the Earth’s magnetic field, which is the controlling agent of the anisotropic nature of the ionospheric plasma.

At VHF frequencies and for oblique propagation, refraction effects can be considered negligible for most propagation directions because the plasma frequency $\omega_p$ at ionospheric altitudes is smaller than the wave frequency $\omega$ (i.e., $X \ll 1$). It can be verified that this assumption is valid as long as the propagation angle $\psi$ (measured with respect to the vertical axis) satisfies the condition

$$\tan \psi \ll \frac{2}{X}.$$  \hfill (5.49)

Thus, refraction might have an impact only at very low elevation angles (an angular regime that is not of our interest). But for the same set of frequencies, polarization changes are still significant despite the fact that the electron gyrofrequency $\Omega_e$ is much smaller than the wave frequency $\omega$ (i.e., $Y \ll 1$). The reason for this is that the distances traveled by the propagating fields are long enough (hundreds of kilometers) so that phase differences between wave components propagating in distinct modes accumulate to detectable levels. Taking these elements into consideration and noting that, at VHF frequencies, the longitudinal components of the wave fields are negligibly small (as $X \ll 1$ and $Y \ll 1$), waves propagating through the ionosphere can be represented as TEM (transverse electromagnetic) waves.
Consider plane wave propagation in an inhomogeneous magnetized ionosphere in an arbitrary direction \( \mathbf{\hat{k}} \). To model the electric field of the propagating wave, we can divide the ionosphere in slabs of equal width perpendicular to the propagation direction such that within each slab the physical plasma parameters (as electron density, electron and ion temperatures, and magnetic field) can be considered constants (see Figure 5.2).\(^1\) The transverse component of the wave electric field propagates from the bottom to the top of the \( i \)-th slab according to (5.47),

\[
E_i = \frac{e^{-jk_o \bar{n}_i \Delta r} \left[ e^{-jk_o \Delta n_i \Delta r} P_O P_O^H + e^{jk_o n_o \Delta n_i \Delta r} P_X P_X^H \right] E_{i-1}}{\bar{T}_i}, \tag{5.50}
\]

which is the superposition of the O- and X-modes of magneto-ionic propagation detailed in the previous section. Above, \( \bar{T}_i \) denotes the \( i \)-th propagator matrix (expressed in cartesian coordinates), where \( k_o \equiv 2\pi/\lambda_o \) is the free-space wavenumber and \( \Delta r \) is the width of the slab, and where \( \bar{n}_i \equiv \frac{n_{O,i} + n_{X,i}}{2} \) and \( \Delta n_i \equiv \frac{n_{O,i} - n_{X,i}}{2} \) are the mean and half difference between the refractive indices of the propagation modes in the \( i \)-th layer.

\(^1\)In the ionosphere, electron density and plasma temperatures can be considered to be functions of altitude \( f(z) \). Thus, the values of these physical parameters at any position \( \mathbf{r} \) from a radar placed at the origin are given by \( f(r \cos \psi) \) where \( r \) is the radar range and \( \psi \) is the zenith angle.
vectors of the O- and X-modes are

\[ p_O = \frac{\hat{\theta}_i - ja_i \hat{\phi}_i}{\sqrt{1 + a_i^2}} \quad \text{and} \quad p_X = \frac{-ja_i \hat{\theta}_i + \hat{\phi}_i}{\sqrt{1 + a_i^2}}, \tag{5.51} \]

where \( a_i \equiv \frac{F_{O,i}}{Y_{L,i}} = -\frac{Y_{L,i}}{F_{X,i}} \) is the polarization parameter, and \( \hat{\theta}_i \) and \( \hat{\phi}_i \) are a pair of mutually orthogonal unit vectors perpendicular to \( \hat{k} \) whose directions depend on the relative orientation of the propagation vector \( k \) and the magnetic field \( B_i \) (see Figure 5.1). At the interfaces between the slabs, the propagating fields are totally transmitted (i.e., wave reflection is neglected), an assumption that is valid because ionospheric plasma parameters change very slowly with altitude (having scale heights much larger than the wavelength of the propagating fields). Therefore, the field components of an upgoing plane wave propagating in the \(+\hat{k}\) direction (at a distance \( r_i = i\Delta r \) from the origin) can be computed by the successive application of the propagator matrices; that is,

\[ E^u_i = \bar{T}_i \cdots \bar{T}_2 \bar{T}_1 E^u_o, \tag{5.52} \]

where \( E^u_o \) is the wave field at the origin (perpendicular to \( \hat{k} \)), and \( \bar{T}_1 \cdots \bar{T}_i \) are the propagator matrices from the bottom layer to the \( i \)-th layer. As the propagator matrices are normal, it can be shown that

\[ |E^u_i|^2 = |E^u_o|^2, \tag{5.53} \]

which is in agreement with the assumption of total transmission. Similarly, taking advantage of the bidirectionality of the propagator matrices, the field components of a downgoing plane wave propagating in the \(-\hat{k}\) direction (from the \( i \)-th layer to the ground) can be written as

\[ E^d_o = \bar{T}_i \bar{T}_2 \cdots \bar{T}_1 E^d_i, \tag{5.54} \]

where \( E^d_i \) is the field at the top of the \( i \)-th layer.

In radar experiments, the transverse field component of the signal backscattered from
a radar range \( r_i = i\Delta r \) can be modeled as

\[
E_r^r \propto \kappa_i \prod_{\ell=1}^{i} \tilde{T}_2 \tilde{T}_1 \cdots \tilde{T}_1 \tilde{T}_2 E_o^r, 
\]

where \( E_o^r \) and \( E_r^r \) are the fields transmitted and received by the radar antenna in the \( \hat{k} \) direction. Above, \( \tilde{\Pi}_i \) denotes a two-way propagator matrix that accounts for the polarization effects on the waves incident on and backscattered from the radar range \( r_i \) (upgoing and downgoing waves, respectively). In addition, \( \kappa_i \) is a scattering factor that depends on the radar cross section (RCS) of the scatterers at the range \( r_i \) (scatterers that in the case of the ionosphere are randomly moving electrons).

As an example, consider the following incoherent scatter radar configuration. Two orthogonal linearly polarized antennas with very narrow beams (pencil beams) are placed at Jicamarca. The antennas are steerable in the north-south plane such that different magnetic aspect angle directions can be probed by the radar beams. Considering a coordinate system in which the \( x-, y-, \) and \( z- \) axes are parallel to the east, north, and zenith directions, we can express the radar pointing direction as \( \hat{k} = \cos \psi \hat{z} + \sin \psi \hat{y} \), where \( \psi \) is the zenith angle. Furthermore, the radar antennas are oriented such that their polarization vectors are given by

\[
\hat{p}_1 = \hat{x} \quad \text{and} \quad \hat{p}_2 = -\sin \psi \hat{z} + \cos \psi \hat{y},
\]

respectively. Note that \( \hat{p}_1, \hat{p}_2, \) and \( \hat{k} \) constitute a set of orthogonal unit vectors.

Operating at 50 MHz, the antenna beams scan the ionosphere from north to south to build power maps of the backscattered signals. In every pointing direction, narrow pulses are transmitted so that range filtering effects (due to the convolution of the pulse shape with the response of the ionosphere) can be ignored. In transmission, only the first antenna is excited, while, in reception, both antennas are used to collect the backscattered signals. As a result, the co- and cross-polarized antenna voltages sampled at each range \( r_i \) can be expressed as

\[
v_1(\hat{k}) \propto \kappa_i \hat{p}_1^T \tilde{\Pi}_i \hat{p}_1 \quad \text{and} \quad v_2(\hat{k}) \propto \kappa_i \hat{p}_2^T \tilde{\Pi}_i \hat{p}_1,
\]
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where the two-way propagator matrix $\vec{\Pi}_i$ (defined above) is dependent on the electron density and magnetic field values along $\hat{k}$ up to the range $r_i$. As the scattering factor $\kappa_i$ is a random variable, statistics of the collected voltages have to be estimated in order to analyze the characteristics of the backscattered signals. Thus, we can model the mean square values of $v_1$ and $v_2$ as

$$\langle |v_1|^2 \rangle \propto \sigma_v \Gamma_1 \quad \text{and} \quad \langle |v_2|^2 \rangle \propto \sigma_v \Gamma_2,$$

(5.58)

where $\sigma_v = \langle |\kappa_i|^2 \rangle$ is the volumetric RCS of the medium, which is dependent on the electron density, temperature ratio, and magnetic aspect angle at any given range. In addition, $\Gamma_1$ and $\Gamma_2$ are polarization coefficients defined as

$$\Gamma_1 = |\hat{p}_1^T \vec{\Pi}_i \hat{p}_1|^2 \quad \text{and} \quad \Gamma_2 = |\hat{p}_2^T \vec{\Pi}_i \hat{p}_1|^2.$$

(5.59)

Note that, given the orthogonality properties of the polarization vectors $\hat{p}_1$ and $\hat{p}_2$, it can be verified that the polarization coefficients in (5.59) satisfy the relation $\Gamma_1 + \Gamma_2 = 1$.

To simulate the radar voltages, an ionosphere with the electron density and $T_e/T_i$ profiles displayed in Figure 5.3 was considered. The density profile was obtained from
ionosonde measurements conducted at Jicamarca on June 8, 2004 (around local noon). The $T_e/T_i$ profile is modeled as a layer of Gaussian shape centered at an altitude of 250 km with a width of 120 km, the bottom and peak values of $T_e/T_i$ are 1 and 2, respectively. In addition, the magnetic field above Jicamarca was computed using the International Geomagnetic Reference Field (IGRF) model [e.g., Olsen et al., 2000] for the same date of the density profile.

Let us first analyze magneto-ionic propagation effects on the radar voltages, disregarding scattering effects. For this purpose, polarization coefficients $\Gamma_1$ and $\Gamma_2$ are displayed in Figure 5.4 as functions of distance and altitude from Jicamarca (in the plots, the positive horizontal axis is directed north). We can also think of these plots as the signal power detected by the radar antennas in the case that the RCS of the medium was constant at all heights. Note that, at low altitudes, where there is no ionosphere, signal returns will be detected only by the co-polarized antenna (i.e., by the same antenna used on transmission). However, as the signal propagates farther through the ionosphere, magneto-ionic effects start taking place. We can appreciate that, for most of the propagation directions, the polarization vector of the detected field rotates such that signal from one polarization goes to the other as the radar range increases (Faraday rotation effect). Note, however, that there is a direction in which the wave polarization does not rotate much. In this direction, the antenna beams are pointed perpendicular to the Earth’s magnetic field, and it can be observed that the polarization of the detected fields varies progressively from linear to circular as a function of height (Cotton–Mouton effect). Finally, note that at higher altitudes, where the ionosphere vanishes, no more magneto-ionic effects take place, and the polarization of the detected signal approaches a final state.

Next, scattering and propagation effects are considered in the simulation of the backscattered power collected by the pair of orthogonal antennas described above. The incoherent scatter volumetric RCS formulated in the previous chapter is used in the calculations. In Figure 5.5, the simulated co-polarized (left panel) and cross-polarized (middle panel) power data are displayed as functions of distance and altitude from Jicamarca. In addition, the right panel depicts the total power detected by both antennas. Note that power
Figure 5.4  Polarization coefficients for the mean square voltages detected by a pair of orthogonal linearly polarized antennas placed at Jicamarca. The antennas have very narrow beams and scan the ionosphere from north to south probing different magnetic aspect angle directions. Note that, for most pointing directions, the polarization of the detected fields rotates (Faraday rotation effect), except in the direction where the beam is pointed perpendicular to $\mathbf{B}$, in which case, the type of polarization changes from linear to circular (Cotton-Mouton effect).

Figure 5.5  Co-polarized (left panel), cross-polarized (middle panel), and total (right panel) backscattered power detected by a pair of orthogonal linearly polarized antennas (see caption of Figure 5.4). Power levels are displayed in units of electron density. In each plot, the dashed white lines indicate the directions half a degree away from perpendicular to $\mathbf{B}$, while the continuous lines correspond to the directions one degree off.
levels are displayed as volumetric radar cross sections divided by $4\pi r_e^2$ (i.e., power levels are in units of electron density). In each plot, the dashed white lines indicate the directions half a degree away from perpendicular to $\mathbf{B}$, while the continuous lines correspond to the directions one degree off.

In the plots, we can observe that there is negligible backscattered power at low altitudes. In real measurements, however, coherent echoes stronger than the incoherent scatter signal can be detected at these altitudes. For instance, echoes from the electrojet at 100 km altitude or from the so-called 150-km region can be measured daily at Jicamarca (note that these echoes are only typical of the equatorial ionosphere). In our model, the presence of this type of echo is ignored because (to our knowledge) there is no accurate physical model for their radar cross sections. In the data analysis presented in the next chapter, we treat these echoes as clutter. At higher altitudes between approximately 200 and 700 km (where polarization effects are significant), co- and cross-polarized power maps exhibit features that are similar to the ones observed in Figure 5.4. Note, however, that there is an enhancement of the detected power in the direction where the antenna beams are pointed perpendicular to $\mathbf{B}$; this can be observed more clearly in the plot of the total power (right panel of Figure 5.5). This feature is characteristic of the incoherent scatter process for probing directions perpendicular to $\mathbf{B}$ and for heights where electron temperature exceeds the ion temperature (i.e., $T_e > T_i$) as described in the previous chapter. At even higher altitudes, scattered signals become weaker and weaker as the ionospheric electron density vanishes.

Power measurements similar to the simulation results presented above were conducted for the first time a few years ago. Operating at a different frequency and located at a different latitude, the UHF (422 MHz) ALTAIR radar was used to scan the low-latitude ionosphere from north to south [e.g., Milla and Kudeki, 2006; Kudeki et al., 2006]. The radar is located on Roi-Namur (an island of the Kwajalein Atoll in the Pacific sector), and the measurements were carried out as part of the EQUIS 2 NASA rocket campaign in September 2004 [e.g., Lehmacher et al., 2006; Friedrich et al., 2006]. The antenna system at ALTAIR is dual-polarized; however, power signal was detected only by the
co-polarized antenna because magneto-ionic propagation effects are negligible at UHF frequencies (for the range of ionospheric altitudes probed in these experiments). An example of the ALTAIR scan measurements is presented in Figure 5.6; note the similarity with our simulation results (right panel of Figure 5.5). At Jicamarca, however, the antenna array has limited steering capabilities, which makes scan measurements of the ionosphere not possible in practice. But instead, the modularity of the array permits the simultaneous observation of the ionosphere with different sections of the antenna phased to point into different directions. Multi-beam radar configurations are currently under test and evaluation at Jicamarca. The goal of these configurations is to make use of the aspect angle dependence of the incoherent scatter signal in the data inversion of ionospheric densities, temperatures, and drifts, all at the same time. The results obtained using one of these configurations will be presented in the next chapter of this dissertation. The data model is based on the propagation model presented in this section; however, an extra level of complexity has to be considered because, within the range of aspect angles illuminated by
the antenna beams, propagation and scattering effects vary quite rapidly. For this reason, the measured backscattered signals were carefully modeled taking into account the shapes of the antenna beams. A model for the beam-weighted incoherent scatter spectrum that considers magneto-ionic propagation and collisional effects is formulated in the next section.

5.3 Soft-Target Radar Equation and Magneto-Ionic Propagation

In this section, the soft-target radar equation derived in Chapter 2 is reformulated using the wave propagation model described above. Consider a radar system composed of a set of antenna arrays (located in the same area) with matched filter receivers connected to the antennas used in reception. The mean square voltage at the output of the $i$-th receiver can be expressed as

$$
\langle |v_i(t)|^2 \rangle = E_t K_i \int dr d\Omega \frac{d\omega}{2\pi} \frac{|T(\hat{r})|^2 |R_i(\hat{r})|^2}{k^2} \Gamma_i(r) \frac{\left| \chi(t - \frac{2r}{c}, \omega) \right|^2}{4\pi r^2} \sigma_v(k, \omega),
$$

(5.60)

where $t$ is the radar delay, $E_t$ is the total energy of the transmitted radar pulse, and $K_i$ is the $i$-th calibration constant (a proportionality factor that accounts for the gains and losses along the $i$-th signal path). Integrals are taken over range $r$, solid angle $\Omega$, and Doppler frequency $\omega/2\pi$. In addition, $k = -2k_0 \hat{r}$ denotes the relevant Bragg vector for a radar with a carrier wavenumber $k_0$ and associated wavelength $\lambda$. Above, $T(\hat{r})$ and $R_i(\hat{r})$ are the antenna factors of the arrays used in transmission and reception. Note that $|T(\hat{r})|^2$ and $|R_i(\hat{r})|^2$ are antenna gain patterns and the product $|T(\hat{r})|^2 |R_i(\hat{r})|^2$ is the corresponding two-way radiation pattern. The polarization coefficient $\Gamma_i(r)$ is defined as

$$
\Gamma_i(r) = \left| \hat{p}_t^T \bar{\Pi}(r) \hat{p}_i \right|^2,
$$

(5.61)

where $\hat{p}_t$ and $\hat{p}_i$ are the polarization unit vectors of the transmitting and receiving antennas, and $\bar{\Pi}(r)$ is the two-way propagator matrix for the wave field components propagating.
along \( \hat{r} \) (incident on and backscattered from the range \( r \)). Note that \( \hat{p}_t \) and \( \hat{p}_i \) are normal to \( \hat{r} \), but they are not necessarily perpendicular to each other. In addition, \( \chi(t, \omega) \) is the radar ambiguity function and \( \sigma_v(k, \omega) \) is the volumetric RCS spectrum, functions that have been defined in previous chapters. Similarly, the cross-correlation of the voltages at the outputs of the \( i \)-th and \( j \)-th receivers can be expressed as

\[
\langle v_i(t) v_j^*(t) \rangle = E_t K_{i,j} \int dr \, d\Omega \frac{d\omega}{2\pi} \frac{|\mathcal{T}^{\prime}(r)|^2 R_i(\hat{r}) R_j^*(\hat{r})}{k^2} \frac{|\chi(t - \frac{2r}{c}, \omega)|^2}{4\pi r^2} \sigma_v(k, \omega),
\]

(5.62)

where \( K_{i,j} \) is a cross-calibration constant (dependent on gains and losses along the \( i \)-th and \( j \)-th signal paths), and \( \Gamma_{i,j}(r) \) is a cross-polarization coefficient defined as

\[
\Gamma_{i,j}(r) = \left( \hat{p}_i^T \bar{\Pi}(r) \hat{p}_t \right) \left( \hat{p}_j^T \bar{\Pi}(r) \hat{p}_t \right)^*.
\]

(5.63)

Note that dispersion of the pulse shape due to wave propagation effects has been neglected in our model.

Denoting by \( S_i(\omega) \) the self-spectrum of the signal at the output of the \( i \)-th receiver and applying Parseval’s theorem, we have that

\[
\langle |v_i(t)|^2 \rangle = \int \frac{d\omega}{2\pi} S_i(\omega).
\]

(5.64)

Likewise, the cross-spectrum \( S_{i,j}(\omega) \) and the cross-correlation of the signals at the outputs of the \( i \)-th and \( j \)-th receivers are related by

\[
\langle v_i(t) v_j^*(t) \rangle = \int \frac{d\omega}{2\pi} S_{i,j}(\omega).
\]

(5.65)

Assuming that the ambiguity function is almost flat within the bandwidth of the RCS spectrum \( \sigma_v(k, \omega) \) (which is a valid approximation in the case of short-pulse radar applications), we can use equations (5.60) and (5.62) to obtain the following beam-weighted spectrum and cross-spectrum models:

\[
S_i(\omega) = E_t K_i \int dr \frac{|\chi(t - \frac{2r}{c})|^2}{4\pi r^2} \int d\Omega \frac{|\mathcal{T}^{\prime}(r)|^2 |R_i(\hat{r})|^2}{k^2} \Gamma_i(r) \sigma_v(k, \omega)
\]

(5.66)
and

\[ S_{i,j}(\omega) = E_i K_{i,j} \int dr \frac{\chi(t - \frac{2\pi}{c})^2}{4\pi r^2} \int d\Omega \frac{|T(\hat{r})|^2 R_i(\hat{r}) R_j^*(\hat{r})}{k^2} \Gamma_{i,j}(r) \sigma_v(k, \omega), \]  

(5.67)

where

\[ \chi(t) = \frac{1}{T} f^*(-t) * f(t) \]  

(5.68)

is the normalized auto-correlation of the pulse waveform \( f(t) \). In the radar equations (5.66) and (5.67), the polarization coefficients \( \Gamma_i(r) \) and \( \Gamma_{i,j}(r) \) effectively modify the radiation patterns; thus, the spectrum shapes are dependent not only on the scattering process but also on the modes of propagation. This dependence further complicates the spectrum analysis of radar data and the inversion of physical parameters.
CHAPTER 6

MAGNETO-IONIC EFFECTS ON SIMULATED AND MEASURED ISR DATA

In this chapter, signatures of magneto-ionic propagation effects on incoherent scatter radar measurements are analyzed and discussed in detail. This analysis is performed using simulated and measured data of the differential-phase technique used at Jicamarca to measure F-region electron densities with antenna beams pointed perpendicular to the geomagnetic field. First, the radar configuration of the differential-phase technique is described. Next, magneto-ionic effects on the differential-phase antenna patterns are modeled and simulated using the radar equations of Section 5.3. In the simulation, the ionospheric plasma configuration specified in Section 5.2 is considered. The patterns are then utilized to compute IS signal power and cross-correlation profiles. The different features of the computed profiles are discussed and linked to the altitude variations of the simulated radiation patterns. The computed profiles are then compared to real measurements carried out at Jicamarca. The results of the comparisons show good agreement between modeled and measured data. Finally, magneto-ionic effects on spectrum and cross-spectrum measurements are identified and analyzed based on our simulation results.

6.1 The Differential-Phase Radar Configuration

The differential-phase technique developed for the Jicamarca incoherent scatter radar system is used to measure high-precision drifts and ionospheric densities simultaneously at F-region heights [e.g., Kudeki et al., 2003]. In this mode of operation, the Jicamarca antenna is phased to point perpendicular to the Earth’s magnetic field. The Jicamarca
antenna consists of two superimposed square arrays of half-wave dipoles orthogonal to each other with a diagonal oriented $\sim 6^\circ$ east of the geographic north \cite{Ochs1965}. The arrays, labeled as “up” and “down,” are northeast and southeast polarized. As shown in the antenna diagram of Figure 6.1, the up and down arrays are subdivided into quarters. In transmission, all quadrants of the down (southeast polarized) array are excited. In reception, backscattered fields detected by the up and down polarizations of the north and south antenna quarters are combined using RF hybrids to synthesize meridional and zonal polarized field components. After matched filter detection, the radar signals are digitalized and stored in a computer. Further details of the differential-phase technique are given by Feng et al. \cite{Feng2003, Feng2004}.

The four antenna channels of the differential-phase radar configuration are:

- Channel 1: Meridional polarization of the north antenna quadrant.
- Channel 2: Zonal polarization of the north antenna quadrant.
- Channel 3: Meridional polarization of the south antenna quadrant.
- Channel 4: Zonal polarization of the south antenna quadrant.

Statistics of the signals detected by these channels, spectrum and cross-spectrum measurements, can be modeled using the soft-target radar equations of Section 5.3. Assuming that very short pulses are transmitted, the spectra measured by the $i$-th channel can take the following form

$$S_i(\omega) = \frac{E_t K_\delta r}{4\pi r^2} \int d\Omega W_i(r) \sigma_v(k, \omega),$$  \hfill (6.1)

where $\delta r$ is the effective radar pulse width defined as $\delta r \equiv \int dr |\chi(t - \frac{2r}{c})|^2$. Similarly, the cross-spectra of the $i$-th and $j$-th channels can be modeled as

$$S_{i,j}(\omega) = \frac{E_t K_{i,j} \delta r}{4\pi r^2} \int d\Omega W_{i,j}(r) \sigma_v(k, \omega).$$  \hfill (6.2)

In these equations, $W_i(r)$ and $W_{i,j}(r)$ denote effective two-way radiation patterns that take into account the magneto-ionic propagation effects on the radar signals. Due to these effects, the effective patterns vary smoothly as functions of the radar range. Note that
Figure 6.1 Antenna diagram of the differential-phase technique developed for the Jicamarca incoherent scatter radar system. In this mode of operation, the Jicamarca antenna is phased to point perpendicular to $\mathbf{B}$. In transmission, the southeast polarized down antenna quarters are excited. In reception, backscattered fields detected by the up and down polarizations of the north and south quarters are combined to synthesize meridional and zonal polarized field components.
the solid angle integrations in (6.1) and (6.2) need to be carefully evaluated because the incoherent scatter RCS spectrum $\sigma_v(k, \omega)$ varies quite rapidly at small magnetic aspect angles, the angular regime that is illuminated by the radar beams.

The effective radiation patterns to be considered in the self-spectrum model (6.1) are given next. For the meridional polarized antenna configurations, channels 1 and 3, the patterns are defined as

$$W_1(r) = W_3(r) = \frac{1}{k^2} G_t(\hat{r}) G_r(\hat{r}) \Gamma_m(r),$$  \hspace{1cm} (6.3)

while, for the zonal polarized antennas, channels 2 and 4, we have that

$$W_2(r) = W_4(r) = \frac{1}{k^2} G_t(\hat{r}) G_r(\hat{r}) \Gamma_z(r).$$  \hspace{1cm} (6.4)

In these expressions, $k$ is the corresponding Bragg wavenumber ($k = 4\pi/\lambda$) that normalizes the solid angle integration of the two-way patterns to units of backscatter aperture (i.e., units of area). Above, $G_t(\hat{r})$ and $G_r(\hat{r})$ are the free-space radiation patterns of the antenna arrays used in transmission and reception (full and quarter arrays, respectively). In addition, the polarization coefficients of the meridional and zonal patterns, $\Gamma_m(r)$ and $\Gamma_z(r)$, are defined as

$$\Gamma_m(r) = \left| \mathbf{p}_m^T \tilde{\Pi}(r) \hat{p}_t \right|^2 \quad \text{and} \quad \Gamma_z(r) = \left| \mathbf{p}_z^T \tilde{\Pi}(r) \hat{p}_t \right|^2,$$

where $\hat{p}_t$ is the polarization unit vector of the field transmitted in the direction $\hat{r}$, and $\mathbf{p}_m$ and $\mathbf{p}_z$ are the polarization vectors of the meridional and zonal components of the scattered fields detected at the antenna level. In addition, $\tilde{\Pi}(r)$ denotes the two-way propagator matrix defined in Section 5.2.

In the Jicamarca frame of reference — a coordinate system in which the antenna is parallel to the $xy$-plane and the dipoles of the down- and up-arrays are aligned with the $x$- and $y$-axes — the polarization unit vectors of the down and up antennas can be expressed
as

\[ \hat{p}_d = \frac{\hat{r} \times \hat{r} \times \hat{x}}{|\hat{r} \times \hat{r} \times \hat{x}|} \quad \text{and} \quad \hat{p}_u = \frac{\hat{r} \times \hat{r} \times \hat{y}}{|\hat{r} \times \hat{r} \times \hat{y}|}, \]  

(6.6)

for fields propagating along \( \hat{r} \). Since, in transmission, the down-array is excited, we have that

\[ \hat{p}_t = \hat{p}_d, \]  

(6.7)

while, in reception, the meridional and zonal polarization vectors are given by

\[ p_m = \frac{1}{\sqrt{2}} \left( \hat{p}_u - \hat{p}_d \right) \quad \text{and} \quad p_z = \frac{1}{\sqrt{2}} \left( \hat{p}_u + \hat{p}_d \right). \]  

(6.8)

To model the cross-spectrum measurements, expressions for the effective two-way radiation patterns corresponding to each of the six pairs of antenna configurations are given next. For the cross-spectra between cross-polarized channels of the same antenna quadrants, the effective patterns for the north pair (channels 1 and 2) and the south pair (channels 3 and 4) are equal to

\[ W_{1,2}(\mathbf{r}) = W_{3,4}(\mathbf{r}) = \frac{1}{k^2} G_t(\hat{r}) G_r(\hat{r}) \Gamma_{m,z}(\mathbf{r}), \]  

(6.9)

where the polarization coefficient \( \Gamma_{m,z} \) is defined as

\[ \Gamma_{m,z}(\mathbf{r}) = \left( \hat{p}_m^T \Pi(\mathbf{r}) \hat{p}_t \right) \left( \hat{p}_z^T \Pi(\mathbf{r}) \hat{p}_t \right)^*. \]  

(6.10)

In the case of the cross-spectra between co-polarized channels of different antenna quadrants, the pattern for the pair of meridional antenna channels takes the form

\[ W_{1,3}(\mathbf{r}) = \frac{e^{jk_\mathbf{D}}}{k^2} G_t(\hat{r}) G_r(\hat{r}) \Gamma_m(\mathbf{r}), \]  

(6.11)

while, for the pair of zonal channels, the pattern is equal to

\[ W_{2,4}(\hat{r}) = \frac{e^{jk_\mathbf{D}}}{k^2} G_t(\hat{r}) G_r(\hat{r}) \Gamma_z(\mathbf{r}), \]  

(6.12)
where $D$ is a distance vector from the center of the south quadrant to the center of the north quadrant. Finally, we have the case of the cross-spectra between cross-polarized channels of different antenna quadrants. The pattern for the pair composed of the meridional channel of the north quadrant and the zonal channel of the south quadrant is given by

$$W_{1,4}(r) = \frac{e^{jk\hat{r} \cdot D}}{k^2} G_t(\hat{r}) G_r(\hat{r}) \Gamma_{m,z}(r),$$

and the pattern for the pair composed of the zonal channel of the north quadrant and the meridional channel of the south quadrant is equal to

$$W_{2,3}(r) = \frac{e^{jk\hat{r} \cdot D}}{k^2} G_t(\hat{r}) G_r(\hat{r}) \Gamma^{*}_{m,z}(r).$$

In Figure 6.2, we present the two-way radiation pattern $G_t(\hat{r}) G_r(\hat{r})$ of the differential-phase radar configuration in free space. In the left panel, the pattern (in dB units relative to its peak value) is displayed as a function of $\theta_x$ and $\theta_y$ (direction cosines with respect to the $x$- and $y$-axes of the Jicamarca frame of reference). In the right panel, the pattern is displayed as a contour plot in a rotated coordinate system in which the $x$- and $y$-axes are now aligned with the east and north directions (the Jicamarca antenna frame of reference is rotated 51° positive azimuth). In the plots, the continuous black lines trace the positions where the propagation directions are perpendicular to the geomagnetic field at radar ranges $r = 100, 500, 1000$ km.

### 6.2 Magneto-Ionic Effects on the Radiation Patterns

Simulation results showing the altitudinal variation of the radiation patterns of the differential-phase radar configuration caused by the magneto-ionic propagation of the radar signals are presented next. In the simulation, the electron density and $T_e/T_i$ profiles displayed in Figure 5.3 are considered. The Earth’s magnetic field components for June 2004 are calculated using the IGRF model. The simulated effective radiation patterns are dis-

---

1 The Jicamarca antenna radiation patterns can be efficiently computed using a 2D FFT-based algorithm that takes advantage of the spatial uniformity of the antenna array.
Figure 6.2 Two-way antenna radiation pattern of the differential-phase radar configuration (in free-space). In the left panel, the radiation pattern (in dB units relative to its peak value) is displayed as a function of direction cosines with respect to the $x$- and $y$-axes of the Jicamarca frame of reference. In the right panel, the pattern is displayed as a contour plot in a rotated coordinate system in which the $x$- and $y$-axes are now aligned with the east and north directions (the Jicamarca frame of reference is rotated 51° positive azimuth).
played in Figures 6.3, 6.4, and 6.5 in the rotated coordinate system specified above. Each row of plots corresponds to different radar ranges. In the left and right panels, the meridional and zonal polarized radiation patterns are displayed as functions of direction cosines. In the middle panels, the polarization states of the wave field components corresponding to different propagation directions are shown.

In Figure 6.3, we can observe that the initial polarization vector (at $r = 0$ km) is pointed southeast; therefore, both meridional and zonal field components are equally excited and the associated patterns look identical to each other. Note that the initial patterns are actually the radiation patterns in free-space (disregarding near field effects). In the first 100 km, the radiation patterns vary very little, but as soon as the ionosphere appears, magneto-ionic effects start taking place. At 200 km, Faraday rotation effects are noticeable at aspect angle directions around one degree ($\sim 0.02 \, \text{dc}$) to the north and south of the loci of perpendicularity (depicted as black lines). In the north, the polarization of the wave fields rotates counter-clockwise, while, in the south, the contrary happens. Because of this, we can observe that power from the northern part of the meridional pattern goes to the zonal pattern, while power from the southern part of the zonal pattern goes to the meridional one. Note, however, that in the close vicinity of the perpendicular-to-$\textbf{B}$ direction, rotation does not take place.

In Figure 6.4, beam shape differences between the meridional and zonal patterns become more evident. Note that at 250 km and 300 km, the sidelobes of the patterns have clearly changed their shapes. At higher altitudes around 350 km and 400 km (close to the peak of the density profile), the polarization of the backscattered fields at one degree from the north and south of the loci of perpendicularity have rotated about 90 degrees. Also note that around the perpendicular direction, the polarization states have changed from linear to elliptical. Moreover, we can see that the shapes of the mainlobes have started to look different.

Finally, in Figure 6.5, we can observe that not only have the mainlobe shapes become different but their centers have also been displaced. Note that the zonal beam pattern is now pointing to the north of the locus of perpendicularity, while the meridional beam
Figure 6.3  Meridional and zonal effective radiation patterns for \( r = 0, 100, 150, 200 \) km.
Figure 6.4  Same as Figure 6.3 but for $r = 250, 300, 350, 400$ km.
Figure 6.5  Same as Figure 6.3 but for $r = 450, 500, 550, 600$ km.
pattern is still pointing, approximately, perpendicular to $\mathbf{B}$. As the altitude increases and the electron density vanishes, we can appreciate that magneto-ionic propagation effects are less severe, and the radiation patterns eventually relax toward their final shapes. Note that the final polarization states have changed a lot compared to their initial linear state. At 600 km, for instance, the polarization of the wave field components propagating perpendicular to $\mathbf{B}$ have become more or less circular. We can also observe at the same altitude, but one degree to the north or south of the perpendicular direction, that the polarization states have remained linear but rotated many degrees. The behavior of the radiation patterns described above has an impact on the measured signals, as we discuss next.

### 6.3 Simulated and Measured Power and Cross-Correlation Profiles

The effective radiation patterns simulated in the previous section are used to compute signal power and cross-correlation profiles. Based on the soft-target radar equations (6.1) and (6.2), we can model the power measured by the $i$-th channel as follows,

$$
\langle |v_i|^2 \rangle = \int d\omega S_i(\omega) = \frac{E_t K_i \delta r}{4\pi r^2} \int d\Omega W_i(r) \sigma_v(k),
$$

(6.15)

while the cross-correlation between the $i$-th and $j$-th channels can be expressed as

$$
\langle v_i v_j^* \rangle = \int d\omega S_{i,j}(\omega) = \frac{E_t K_{i,j} \delta r}{4\pi r^2} \int d\Omega W_{i,j}(r) \sigma_v(k),
$$

(6.16)

where $W_i(r)$ and $W_{i,j}(r)$ are the effective two-way radiation patterns, and $\sigma_v(k)$ is the volumetric IS radar cross section (see Chapter 4).

As discussed in previous chapters, the incoherent scatter RCS is a function of the angle between the wave propagation direction $\mathbf{k}$ and the ambient magnetic field $\mathbf{B}$. At the magnetic equator, it can be verified that $\sigma_v(k)$ varies progressively in the north-south plane (which is nearly parallel to the geomagnetic field lines). In fact, in the vicinity of the
direction perpendicular to $\mathbf{B}$, the magnitude of $\sigma_v(k)$ varies even more rapidly. However, in the east-west plane, $\sigma_v(k)$ changes very slowly. To take advantage of this behavior in the numerical evaluation of the solid angle integrals in (6.15) and (6.16), we consider a coordinate system in which the $x$- and $y$-axes are aligned with the east and north directions of the Jicamarca location (see, for instance, the right panel of Figure 6.2). After recasting the integrals in terms of $\theta_x$ and $\theta_y$ (direction cosines with respect to the $x$- and $y$-axes of the coordinate system considered), we compute (6.15) and (6.16) applying a finite-element integration method. At every radar range, values of $\sigma_v(k)$ are finely sampled in the $\theta_y$ direction but very coarsely in the $\theta_x$ direction. Then, the integrals are computed by adding the samples of $\sigma_v(k)$ weighted by numerical coefficients that account for the shapes of the effective radiation patterns.

Signal power and cross-correlation profiles are simulated for the differential-phase radar configuration of June 8, 2004, considering the set of ionospheric plasma parameters given in the previous chapter. As mentioned before, four reception channels are used in the differential-phase experiments. In the left panel of Figure 6.6, the simulated power profiles of the four antenna channels are plotted in arbitrary units. Channels 1 and 2 (blue and green curves) correspond to the meridional and zonal polarized signals detected by the north quadrant of the Jicamarca array, while channels 3 and 4 (red and light-blue curves) correspond to the signals detected by the south quadrant. Note that the meridional power profiles (blue and red curves) overlap each other. In the case of the zonal profiles (green and light-blue curves), the same happens. However, both the meridional and zonal profiles are different from each other. This dissimilarity is an effect caused by the magneto-ionic propagation of the radar signals in the ionosphere. According to the simulation results presented in the previous section, the shapes of the effective radiation patterns and, therefore, their corresponding radar volumes vary as functions of the radar range. These variations, however, are different for different antenna polarizations. Therefore, non-co-polarized antennas, such as the ones used by the differential-phase technique, detect distinct signal power profiles. The simulated cross-correlations of the antenna signals are used to compute coherence profiles for different pairs of antenna channels. Coherence is
Figure 6.6  Simulated incoherent scatter signal power and coherence (magnitude and phase) profiles for the differential-phase radar configuration of June 8, 2004.

defined as

$$\rho_{ij} = \frac{\langle v_i v_j^* \rangle}{\sqrt{\langle |v_i|^2 \rangle \langle |v_j|^2 \rangle}}.$$  \hspace{1cm} (6.17)

The magnitude and phase of the computed coherence profiles are displayed in the middle and right panels of Figure 6.6. The coherences between the cross-polarized signals of the north (channels 1 and 2) and of the south (channels 3 and 4) antenna quadrants are plotted as blue and green curves. As expected, these coherence profiles overlap each other. At low altitudes, where magneto-ionic effects are negligible, the coherence is effectively one, since the beam shapes of the meridional and zonal polarized antenna arrays are still the same. However, it can be observed that at 200 km the coherence magnitudes start to decrease. This happens because, as the ionospheric density increases, the meridional and zonal radiation patterns change their shapes due to magneto-ionic propagation effects. Eventually, the patterns become somewhat different from each other, which leads to a reduction of the magnitude of the coherence. The coherences between the co-polarized signals of different antenna quadrants, meridional signals (channels 1 and 3) and zonal signals (channels 2
and 4), are plotted as red and light-blue curves. Note that the magnitude and phase of the coherence profiles vary as functions of height differently for distinct polarizations. We can observe, once more, that at low altitudes the coherence profiles look similar. As altitude increases, note in both cases that the magnitude of the coherence first rises, which implies that the radiation patterns have become more compact. At higher altitudes, the coherence of the meridional polarized signals decreases, while that of the zonal signals increases. The reason for this is also related to the altitudinal variations of the effective radiation patterns. While in the case of the meridional beams, the patterns become wider (power is spread over aspect angle), in the case of the zonal beams, the patterns become more compact (power is concentrated in some region). The phase of the coherence profiles brings further information regarding the effective centers of the beam shapes. Note that, when there is no ionosphere, the meridional and zonal beams are pointing to the same direction (which is slightly to the north of the loci of perpendicularity and corresponds to a coherence phase of about $90^\circ$). In the case of the meridional coherence, we can observe that the phase (red curve) is decreasing. This is in agreement with the fact that, as the radar range increases, the centers of the meridional patterns move to the south of the loci of perpendicularity. This effect can be observed in the simulated patterns displayed in the previous section. In the case of the zonal coherence, the contrary happens, i.e., the phase (light-blue curve) increases. This is also expected because, at ionospheric altitudes, the zonal polarized patterns are pointing to the north of their initial pointing direction.

In addition to the simulation results, we present in Figure 6.7, measured power and coherence profiles obtained after a five-minute integration of incoherent radar signals collected during the differential-phase experiment conducted on June 8, 2004. We can observe that the simulated profiles resemble very closely the actual measurements. This gives us confidence that our incoherent scatter model is capable of reproducing the different features of real measurements. In the following section, the characteristics of spectrum and cross-spectrum measurements are analyzed based on the simulation results presented above.
Figure 6.7 Measured incoherent scatter signal power and coherence (magnitude and phase) profiles that correspond to the differential-phase experiment conducted on June 8, 2004.

### 6.4 Magneto-Ionic Effects on Spectrum and Cross-Spectrum Measurements

In this section, some of the features of incoherent scatter spectrum and cross-spectrum measurements are analyzed. The sample spectra considered in this analysis were acquired during the differential-phase experiment conducted at Jicamarca on June 8, 2004. In the left panel of Figure 6.8, meridional and zonal polarized self-spectrum measurements are displayed as functions of Doppler velocity (or frequency) for different radar ranges. In general, the incoherent scatter spectrum measured with perpendicular-to-$\mathbf{B}$ antennas is composed of a narrow spectral component with a sharp peak and a wide spectral component that is typically aliased in pulse-to-pulse spectrum observations. We can appreciate these features of the measured spectra in the plots of Figure 6.8. Note that at low altitudes, where the ionosphere and the magneto-ionic propagation effects are negligible, the four spectra have the same shape. However, as altitude increases, we can observe that the meridional
Figure 6.8 Incoherent scatter Doppler spectra (left) and north-south baseline coherence spectra (right) measured with the differential-phase radar technique at Jicamarca on June 8, 2004.
spectra become sharper than the zonal spectra. This behavior is related to the altitudinal variation of the effective radiation patterns presented earlier in this chapter. Due to magneto-ionic propagation effects, the centers of the radiation patterns are displaced at F-region heights. While the meridional pattern points approximately perpendicular to the magnetic field, the zonal pattern points to the north of the locus of perpendicularity. This implies that incoherent scatter signals coming from off-perpendicular directions contribute more to shaping the zonal spectra than the meridional spectra. As off-perpendicular signal contributions have wide spectral bandwidths, the zonal polarized signals have wider spectra than the meridional signals. Although the differences between the meridional and zonal spectra are noticeable, they are not very large and can be masked by the statistical uncertainties of the measurements. Because of this, a large number of collected spectra need to be averaged in order to reduce the uncertainties to a level that allows the identification of the spectrum differences.

In the right panel of Figure 6.8, the magnitude and phase of the cross-spectra between co-polarized signals are displayed for different radar ranges. The blue curves correspond to the cross-spectra of the meridional signals (channels 1 and 3), while the green curves correspond to the cross-spectra of the zonal signals (channels 2 and 4). As expected, the meridional and zonal cross-spectra look the same at low altitudes; however, as altitude increases, the magnitudes and phases of both cross-spectra become different. Note, for instance, that at altitudes above \( \sim 400 \text{ km} \), the meridional cross-spectra are still peaky, but the zonal spectra have become almost flat. This is related to the fact that at these altitudes, the zonal radiation patterns point away from the perpendicular-to-\( \mathbf{B} \) direction. Therefore, zonal signals measured by the radar are mostly composed of wide spectrum (off-perpendicular) components. Also note that the phases of the measured cross-spectra vary in altitude. In general, the zonal phase is greater than the meridional phase, which is related to the fact that the effective zonal beam points to the north of the meridional beam.

In this chapter, we have developed an incoherent scatter model that takes into account magneto-ionic propagation. Simulated power and cross-correlation data have been com-
pared with real measurements. The results of the comparisons show excellent agreement between simulated and measured data. The comparison of spectrum measurements with simulated spectra obtained with our model will be the subject of future studies. Also part of these investigations will be the analysis of the sensitivity of the spectrum and cross-spectrum models to electron and ion temperatures. In the following chapter, our incoherent scatter model is applied to the inversion of ionospheric densities and $T_e/T_i$ profiles using power and cross-correlation measurements obtained with a multi-beam radar configuration.
CHAPTER 7
THREE-BEAM EXPERIMENTS AT JICAMARCA

In the present chapter, the incoherent scatter data model described in this dissertation is applied to the inversion of ionospheric plasma parameters using radar data collected in recent multi-beam experiments at Jicamarca. In these experiments, different sections of the Jicamarca antenna array are phased to point west, east, or south of the local zenith. While the west and east beams are aimed perpendicular to the magnetic field, the south beams are pointed in a direction $\sim 4^\circ$ to the south of the loci of perpendicularity. The details of the radar experiments and the antenna configurations are given in Section 7.1.

Statistics of the backscattered signals collected in these radar experiments are processed to estimate state parameters of the equatorial ionosphere. For instance, vertical and zonal plasma drifts are determined from the Doppler shifts of the frequency spectra measured with the antenna beams pointed perpendicular to $\mathbf{B}$ (the west and east beams). The spectral fitting technique developed to estimate the drifts was the subject of previous research and was reported a decade ago by Kudeki et al. [1999]. In this chapter, we describe a different inversion procedure developed for the estimation of electron densities and electron-to-ion temperature ratios. Using the signal power and cross-correlation data collected in these experiments (with all the antenna beams), we infer electron density profiles corrected for the $T_e/T_i$ variations throughout the bottom-side of the F-region. The estimation procedure exploits the magnetic aspect angle dependence of the incoherent scatter RCS at heights where the electron temperature exceeds the ion temperature (i.e., when $T_e > T_i$). The development of this technique was motivated by the work of Milla and
Kudeki [2006]. Samples of spectrum and cross-spectrum measurements, as well as power and cross-correlation data are displayed in Section 7.2. The forward model of the radar data and the parameter estimation technique are outlined in Section 7.3.

Electron density and $T_e/T_i$ maps resultant from the inversion of the incoherent scatter radar data collected in these multi-beam experiments are presented in the last section of this chapter. The goodness-of-fit criterion is used to analyze the quality of the fitting results. In addition, our density estimates are compared to ionosonde measurements carried out simultaneously at Jicamarca.

7.1 Experiment Description and Antenna Configurations

Two types of multi-beam incoherent scatter radar experiments with antenna beams pointed into three different directions were carried out at Jicamarca in recent years. The experiments were referred to as the DEWD 3Ba and 3Bb modes (names that stand for Densities and East-West Drifts measured with three beams). In a first data acquisition campaign, the radar was operated in the 3Ba mode from June 16 to 19, 2008. Radar experiments in the 3Bb mode were conducted in two subsequent campaigns, from June 23 to 24, 2008, and also from January 9 to 12, 2009.

As mentioned before, the modularity of the Jicamarca array was exploited in order to configure different sections of the antenna to point west, east, or south of the Jicamarca zenith. A total of six antenna beams were configured, two for each pointing direction. While the west and east beams are aimed perpendicular to the magnetic field, the south beams are pointed in a direction $\sim 4^\circ$ to the south of the loci of perpendicularity. The antenna configurations used in these experiments are displayed in Figure 7.1. In the 3Ba mode, the Jicamarca antenna is configured as follows.

- West Beam 1: West quadrant of the up-polarization.
- West Beam 2: East quadrant of the up-polarization.
- East Beam 1: West quadrant of the down-polarization.
Figure 7.1 Antenna configurations of the 3Ba (left panel) and 3Bb (right panel) experiments.
• East Beam 2: East quadrant of the down-polarization.

• South Beam 1: South and north quadrants of the up-polarization.

• South Beam 2: South and north quadrants of the down-polarization.

In the 3Bb mode, the configuration is somewhat different.

• West Beam 1: East and west quadrants of the up-polarization (bowtie antenna).

• West Beam 2: North quadrant of the up-polarization.

• East Beam 1: East and west quadrants of the down-polarization (bowtie antenna).

• East Beam 2: North quadrant of the down-polarization.

• South Beam 1: South quadrant of the up-polarization.

• South Beam 2: South quadrant of the down-polarization.

Note that the west beams are co-polarized in the northeast direction (up-polarization). The east beams are also co-polarized but in the southeast direction (down-polarization). However, the south beams are cross-polarized: the first beam is polarized northeast, while the second one is polarized southeast.

The two-way radiation patterns of the radar beams used in the 3Ba and 3Bb experiments are presented in Figures 7.2 and 7.3. The patterns are displayed in colors as functions of direction cosines, $\theta_x$ and $\theta_y$, with respect to the $x$- and $y$-axes of a coordinate system in which the antenna is located at the origin. In this coordinate system, the $z$-axis is perpendicular to the plane of the Jicamarca antenna, and the $x$- and $y$- axes are aligned with the local east and north directions (i.e., the coordinate system is rotated 51° positive azimuth with respect to the direction of alignment of the “down” antenna dipoles). In the plots, the black lines trace the loci of magnetic perpendicularity for June 2008 at different altitudes (100, 500, and 1000 km). As indicated earlier in this section, the west-beam antennas in the 3Ba mode are quarters of the Jicamarca array aligned in the east-west direction. On the other hand, in the 3Bb mode, the west-beam antennas have different shapes and are aligned in the north-south direction. One of them is still a quarter array,
Figure 7.2 Two-way radiation patterns of the west (top row) and east (bottom row) beams used in the 3Ba (left) and 3Bb (right) experiments. The patterns are displayed as functions of direction cosines in a coordinate system in which the $x$- and $y$-axes are aligned with the east and north directions at Jicamarca. Note that in the 3Ba mode, the patterns of the west beams are identical, but in the 3Bb mode, the west beams have different shapes. The same can be observed in the case of the east beams.
Figure 7.3 Two-way radiation patterns of the south beams used in the 3Ba (left) and 3Bb (right) experiments. Note that, in the north-south direction, the 3Ba south beam is narrower than the 3Bb beam.

but the other is a combination of two quarters forming a “bowtie” antenna configuration (see Figure 7.1). Because of this, we can observe in the right panels of Figure 7.2 that the 3Bb west-beam radiation patterns look different from each other. The same can be observed in the case of the east-beam radiation patterns. As we can expect, the bowtie antennas have narrower beams in the east-west direction. Moreover, their radiation patterns have greater directivities and $A_{BS}$ factors, which implies that the data collected by the bowtie antennas will have better SNR values. In each plot, the values of the expected coherences between the co-polarized signals of the west-beam and east-beam antenna pairs are given. In general, the expected coherence is $\sim 0.5$ (a reference value that is calculated disregarding magneto-ionic propagation effects).

In Figure 7.3, the two-way radiation patterns of the south beams used in the 3Ba and 3Bb experiments are displayed. Note that, in the north-south direction, the 3Ba south beam is narrower than the 3Bb beam. This is because the south-beam antennas in the 3Ba mode are the combination of two quadrants of the Jicamarca array (the north and south quadrants), but in the 3Bb mode, the antennas are only single quadrants. In addition, note that the $A_{BS}$ factors of the south beams are in general greater than those of the west and east beams. The reason for this is that the south beams have lower sidelobes than the
Table 7.1 Radar operating parameters considered in the 3Ba and 3Bb experiments.

<table>
<thead>
<tr>
<th>Radar parameter</th>
<th>West-East</th>
<th>South</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inter-pulse period</td>
<td>1000 km</td>
<td>1000 km</td>
</tr>
<tr>
<td>Pulse width</td>
<td>45 km</td>
<td>45 km</td>
</tr>
<tr>
<td>Pulse code</td>
<td>3-baud Barker</td>
<td>3-baud Barker</td>
</tr>
<tr>
<td>Number of pulses</td>
<td>128</td>
<td>32</td>
</tr>
<tr>
<td>Sampling rate</td>
<td>5 km</td>
<td>5 km</td>
</tr>
<tr>
<td>Number of samples</td>
<td>198</td>
<td>198</td>
</tr>
</tbody>
</table>

Despite the different antenna configurations, the radar system was operated in the 3Ba and 3Bb experiments with the same transmission and reception parameters (see Table 7.1). In transmission, electromagnetic wave pulses were emitted in sequences that alternate between perpendicular-to-\(\mathbf{B}\) and off-perpendicular antenna beams. Each sequence started with 128 pulses transmitted with the west and east beams (the four beams were excited at the same time). These pulses were then followed by 32 pulses transmitted with the up-polarization of the south beams. The separation between pulses (inter-pulse period or IPP) was 6.667 ms, which is equivalent to a radar range of 1000 km. The length of each transmitted pulse was 45 km. To improve the range resolution, the radar pulses were coded with a 3-baud Barker sequence \(+ + -\) that was flipped every other pulse (the baud length was 15 km). In reception, the backscattered signals coming from the ionosphere were sampled at the antenna outputs using digital receivers. The demodulation and the matched filter detection of the signals are performed numerically in these receivers. Samples of the in-phase and quadrature radar voltages were obtained every 5 km (i.e., the radar returns were oversampled by a factor of three with respect to the baud length). These samples were recorded and stored in a computer for later analysis using the data processing and inversion techniques described in the following sections.
7.2 Radar Measurements

As mentioned before, observations of the upper atmosphere were conducted alternating between perpendicular-to-\(B\) and off-perpendicular radar beams. The perpendicular-to-\(B\) observations were carried out with the west and east beams, while the off-perpendicular observations were performed with the south beams. The antenna voltages recorded during each sequence of radar pulses constitute a block of data. In each block, 128 samples per range gate per channel were collected with the west and east beams (4 channels). In addition, 32 samples (also per range gate per channel) were acquired with the south beams (2 channels). In both cases, a total of 198 range gates were sampled. Using the fast Fourier transform (FFT), time series of the radar voltages (for every radar range) are converted to frequency domain. As the time separation between these samples is equal to the interpulse period, the maximum frequency of the spectrum is equal to 75 Hz (i.e., half the sampling frequency). This is equivalent to a maximum Doppler velocity of 225 m/s.\(^1\) The resultant self- and cross-spectrum estimates are then averaged with the results of the subsequent data blocks. Approximately 280 spectra are averaged in 5 minutes of data integration. This procedure reduces the statistical uncertainties of the estimated spectra.

In Figure 7.4, we present sample plots of the self- and cross-spectrum measurements carried out at Jicamarca while operating in the 3Ba and 3Bb modes. The top panels correspond to the data obtained in the 3Ba experiment of June 19, 2008, and the bottom panels correspond to the 3Bb experiment of January 9, 2009. The data presented in these plots were obtained after five minutes of incoherent integration. In each row, the first and second plots are the self-spectra of the signals collected with one pair of antenna beams (i.e., with either the west, east, or south beams). In addition, the third and fourth plots are the magnitude and phase of the cross-spectrum between the same pair of signals. Note that the magnitude of the cross-spectrum is normalized by the square root of the product of the associated self-spectra (i.e., the plot is the magnitude of the coherence spectrum).

\(^1\)The Doppler velocity \(v_d\) is related to the frequency shift \(f\) by

\[
v_d = \frac{\lambda}{2} f, \]

where \(\lambda\) is the radar wavelength, e.g., \(\lambda = 6 \text{ m}\) at Jicamarca.
Figure 7.4  Sample self- and cross-spectra measured in the 3Ba experiment of June 19, 2008 (top rows), and in the 3Bb experiment of January 9, 2009 (bottom rows). The sample data were obtained after five minutes of integration. The self- and cross-spectra are plotted as functions of Doppler velocity and radar range.
In the plots, we can appreciate that the spectra measured with the west and east beams have narrow frequency bandwidths, as is expected for radar observations with antenna beams pointed perpendicular to \( \mathbf{B} \). Note that the magnitude of the associated cross-spectrum measurements also have narrow shapes. As mentioned before, the Doppler shifts of the spectra measured with the west and east beams can be used to determine vertical and zonal plasma drifts. The fact that the perpendicular-to-\( \mathbf{B} \) spectra have very sharp peaks makes it possible to estimate with high accuracy the Doppler shifts and the plasma drifts. The signal processing technique developed for the estimation of these parameters was the subject of previous research \cite{Kudeki et al., 1999} and is not discussed in this dissertation.

We can also see in Figure 7.4 that the spectra measured with the south beams, which are pointed off-perpendicular to \( \mathbf{B} \), are very flat. The reason for this is that the bandwidth of the off-perpendicular radar signal is greater than the pulse-to-pulse sampling frequency. Therefore, the measured spectra are aliased. In addition, note that the signals collected with the south beams experience Faraday rotation effects. As these beams are orthogonally polarized, we can see how the polarization of the backscattered signal rotates, i.e., how the signal goes from one polarization to the other as the radar range increases. These effects will be discussed in more detail later in this section.

In view of Parseval’s theorem, the frequency components of the self- and cross-spectrum measurements are summed to obtain signal power and cross-correlation profiles. In Figure 7.5, we present range vs. time plots of the power and correlation data measured in the 3Ba experiment of June 19, 2008. In the left column, the power data collected with all the radar beams are displayed in linear scale. Additionally, the cross-correlation data of the three pairs of beams are presented in the right column. The magnitudes of the correlation are displayed in linear scale, and the phases are plotted in degrees.

First, note that there are marked differences between the power and correlation data of the perpendicular-to-\( \mathbf{B} \) (west and east) beams and the data of the off-perpendicular (south) beams. As studied in the previous chapter, radio waves propagating through the ionosphere experience changes in their polarizations due to the presence of the Earth’s...
Figure 7.5  Range vs. time plots of the signal power and cross-correlation data measured in the 3Ba experiment of June 19, 2008. On the left, the power data collected by each of the radar beams are displayed in linear scale. On the right, the magnitudes of the cross-correlation data are also plotted in linear scale, while the phase data are plotted in degrees.
magnetic field. These polarization variations are dependent on the modes of propagation excited by the radar beams. As the properties of these modes vary with magnetic aspect angle, power and correlation profiles measured with antenna beams pointing in different directions will have, to some extent, distinct shapes.

When the beam is pointed (at least one degree) away from perpendicular to \( B \), the modes excited by the beam are in the Faraday rotation regime, i.e., the propagating fields rotate. This behavior can be observed in the power plots of the south beams. As these beams are orthogonally polarized, we can see how power goes from one polarization to the other as the radar range increases. A minimum of power in one polarization corresponds to a maximum in the other polarization. Note that the transition between consecutive minimum and maximum values in a power profile corresponds to a 90° rotation of the polarization of the detected field. Faraday rotation effects can also be observed in the cross-correlation plots. The transition between consecutive minimum values in a profile of cross-correlation magnitude, minima that coincide with sudden changes in the correlation phase, is related to a 180° rotation of the polarization vector.

As studied in the previous chapter, the modes of magneto-ionic propagation vary quite rapidly around the perpendicular-to-\( B \) direction. The modes range from the Cotton-Mouton regime (at exact perpendicularity) to the Faraday rotation regime (at aspect angles around and greater than a degree). As the perpendicular-to-\( B \) (west and east) beams in the 3Ba (and also in the 3Bb) experiments have widths of the order of a degree, the signals collected with these beams are the result of the combination of different modes of propagation. This complicates the description of the measurements collected with these beams.

Although there are no apparent signatures of Faraday rotation in the power plots of the west and east beams, some amount of power actually “rotates.” However, note that the west beams as well as the east beams are co-polarized; therefore, the fraction of power that goes to the orthogonal polarization is not measured in these experiments. Additionally, note that these pairs of antennas are in practice radar interferometers aligned in the east-west direction. As the characteristics of the propagating fields vary in the north-
south direction due to magneto-ionic propagation effects, the correlation profiles measured with these interferometers are not dependent on the aspect angle variations of the radar signals. Using the correlation and power information, we have computed coherence profiles and noticed that the magnitudes and phases of the coherences are constant in height — a result that is expected, as we discuss next. The coherence measured with a radar interferometer (assuming a beam-filling scattering process) depends on the shapes of the antenna beams along the direction of alignment of the antennas. The magnitude of the coherence is determined by the widths of the radar beams, while the phase is dependent on the pointing direction of the antennas. As mentioned before, magneto-ionic propagation effects do not modify the shapes of beams in the east-west direction; therefore, as we found in our measurements, the coherence values should be equal at all radar ranges. In addition, we noted that the magnitudes of the coherences are approximately equal to the theoretical values presented in the previous section (see Figure 7.2). This result gives us confidence that the actual shapes of the radar beams are very close to the theoretical patterns.

Similar plots, but for the data measured in the 3Bb experiment of January 9, 2009, are presented in Figure 7.6. In general, the features of the power and correlation measurements presented in these plots are similar to the features of the 3Ba measurements displayed in Figure 7.5. However, there are some differences that need to be pointed out. First, note that the power measured with one of the west beams is stronger than the power of the other beam. A similar difference can be observed between the signals collected with the east beams. The reason for these differences is that the antennas of each pair are of different sizes, one of them is twice as large as the other (see the description of the antenna configurations in the previous section). In addition, note that the west- and east-beam pairs are also radar interferometers, but the antennas are now aligned in the north-south direction. Therefore, we expect that magneto-ionic propagation effects will have an impact on the cross-correlation profiles measured with these interferometers. However, we can observe that the phase of the correlation is almost constant as function of height. Although altitudinal variations of the phase were expected, there are probably two reasons to explain the lack of variations. First, note that, due to solar minimum
Figure 7.6 Same plots as described in Figure 7.5, but for the signal power and cross-correlation data measured in the 3Bb experiment of January 9, 2009.
conditions, the ionospheric densities in the last few years are smaller than typical values; thus, magneto-ionic effects were relatively weak during these experiments. On top of that, note that the separation between the interferometric antennas is not as large as in the 3Ba configuration (or in the DVD configuration of the previous chapter). Because the phase variations are amplified by the separation between antennas, the 3Bb north-south interferometers are not very sensitive to magneto-ionic effects.

In the following section, the different features of the power and cross-correlation data presented above are modeled based on the incoherent scatter and magneto-ionic propagation theories developed in the previous chapters. The model is then used to invert physical parameters of the equatorial ionosphere.

7.3 Data Model and Inversion Technique

In this section, we describe the forward model of the power and cross-correlation measurements gathered in the 3Ba and 3Bb experiments. The data inversion technique used for the estimation of electron densities and $T_e/T_i$ profiles is also described. Additionally, some sample plots of the outcomes of the fitting results are presented.

In Chapter 5, a model for the propagation of radiowaves in a magnetized ionosphere was developed. Based on this model, soft-target radar equations (5.60) and (5.62) were formulated to represent the power and the cross-correlation of the incoherent scatter signals collected by the radar receivers. These equations take into account the aspect angle variations of the radar signals due to incoherent scatter and magneto-ionic propagation effects. In order to simplify these equations, it can be assumed that the bandwidth of the incoherent scatter RCS spectrum $\sigma_v(k, \omega)$ is narrower than the frequency response of the matched-filter receivers used for the detection of the antenna signals (a valid approximation in the case of short-pulse radar applications). After simplifying equations (5.60) and (5.62), the power of the signal collected by the $i$-th antenna receiver can be expressed as

$$P_i = K_i \int dr \left| \chi \left( t - \frac{2r}{c} \right) \right|^2 \int d\Omega W_i(r) \sigma_v(k) + N_i, \quad (7.1)$$
while the complex cross-correlation of the signals collected by the $i$-th and $j$-th antenna receivers can be modeled as

$$C_{i,j} = K_{i,j} \int dr \frac{\left| \chi(t - \frac{2r_c}{c}) \right|^2}{4\pi r^2} \int d\Omega W_{i,j}(r) \sigma_v(k) + N_{i,j}. \quad (7.2)$$

Above, $K_i$ and $K_{i,j}$ are calibration constants that account for the gains and losses along the paths of the radar signals. These constants can take the forms

$$K_i = |g_i|^2 \quad \text{and} \quad K_{i,j} = g_i g_j^*, \quad (7.3)$$

where $g_i$ and $g_j$ are complex proportionality factors for the voltages detected by the $i$- and $j$-th radar receivers. In addition, $\chi(t)$ is the normalized auto-correlation of the pulse waveform $f(t)$ that can be expressed as

$$\chi(t) = \frac{1}{T} f^*(-t) \ast f(t). \quad (7.4)$$

In equations (7.1) and (7.2), the volumetric incoherent scatter RCS $\sigma_v(k)$ is weighted by the effective two-way radiation patterns $W_i(r)$ and $W_{i,j}(r)$, which are smoothly varying functions of the radar range that account for the magneto-ionic propagation effects on the radar signals. In addition, $N_i$ and $N_{i,j}$ denote the power and cross-correlation of the noise signals detected by the antenna receivers.

As mentioned before, in the 3Ba and 3Bb experiments, electromagnetic waves are transmitted simultaneously with the antennas pointed in the west and east directions. The west antennas are up-polarized, while the east ones are down-polarized. Despite the orthogonality of the polarizations of these antennas, some amount of power may go from the west beam to the east beam, or vice versa, due to magneto-ionic propagation effects. In order to take into account this possible “cross-talk,” the expressions for the effective radiation patterns in (7.1) and (7.2) become somewhat complicated. Denoting the pair of west beams by $w1$ and $w2$ and the pair of east beams by $e1$ and $e2$, the effective two-way
radiation patterns for the power model (7.1) can take the following forms,

\[ W_{w1}(r) = \frac{|R_{w1}(\hat{r})|^2}{k^2} \left( |T_w(\hat{r})|^2 \Gamma_u^w(r) + |T_e(\hat{r})|^2 \Gamma_d^w(r) + 2\text{Re}\left\{ T_w(\hat{r}) T_e^*(\hat{r}) \Gamma_{u,d}^w(r) \right\} \right), \]  

\[ W_{w2}(r) = \frac{|R_{w2}(\hat{r})|^2}{k^2} \left( |T_w(\hat{r})|^2 \Gamma_u^w(r) + |T_e(\hat{r})|^2 \Gamma_d^w(r) + 2\text{Re}\left\{ T_w(\hat{r}) T_e^*(\hat{r}) \Gamma_{u,d}^w(r) \right\} \right), \]  

\[ W_{e1}(r) = \frac{|R_{e1}(\hat{r})|^2}{k^2} \left( |T_e(\hat{r})|^2 \Gamma_d^e(r) + |T_w(\hat{r})|^2 \Gamma_u^e(r) + 2\text{Re}\left\{ T_e(\hat{r}) T_w^*(\hat{r}) \Gamma_{d,u}^e(r) \right\} \right), \]  

\[ W_{e2}(r) = \frac{|R_{e2}(\hat{r})|^2}{k^2} \left( |T_e(\hat{r})|^2 \Gamma_d^e(r) + |T_w(\hat{r})|^2 \Gamma_u^e(r) + 2\text{Re}\left\{ T_e(\hat{r}) T_w^*(\hat{r}) \Gamma_{d,u}^e(r) \right\} \right), \]  

(7.5)  

while the patterns for the cross-correlation model (7.2) can be expressed as

\[ W_{w1,w2}(r) = \frac{R_{w1}(\hat{r}) R_{w2}^*(\hat{r})}{k^2} \left( |T_w(\hat{r})|^2 \Gamma_u^w(r) + |T_e(\hat{r})|^2 \Gamma_d^w(r) + 2\text{Re}\left\{ T_w(\hat{r}) T_e^*(\hat{r}) \Gamma_{u,d}^w(r) \right\} \right), \]  

\[ W_{e1,e2}(r) = \frac{R_{e1}(\hat{r}) R_{e2}^*(\hat{r})}{k^2} \left( |T_e(\hat{r})|^2 \Gamma_d^e(r) + |T_w(\hat{r})|^2 \Gamma_u^e(r) + 2\text{Re}\left\{ T_e(\hat{r}) T_w^*(\hat{r}) \Gamma_{d,u}^e(r) \right\} \right), \]  

(7.9)  

where \( k = 2\pi/\lambda_B = 4\pi/\lambda \) is the Bragg wavenumber. Above, \( T_w(\hat{r}) \) and \( T_e(\hat{r}) \) are the antenna-array factors of the west and east transmitting antennas. In addition, \( R_{w1}(\hat{r}) \), \( R_{w2}(\hat{r}) \), \( R_{e1}(\hat{r}) \), and \( R_{e2}(\hat{r}) \) are the antenna-array factors of the receiving antennas. These factors are properly normalized such that their squared magnitudes are antenna gain patterns. Note that the products of the forms \( |T_w(\hat{r})|^2|R_{w}(\hat{r})|^2 \) and \( |T_e(\hat{r})|^2|R_{e}(\hat{r})|^2 \) correspond to the two-way radiation patterns displayed in Figure 7.2. In the previous equations, the coefficients multiplying the antenna-array factors can be expressed in the following form,

\[ \Gamma_{i,j}^{k,l}(r) = \left( \hat{p}_i^T \bar{\Pi}(r) \hat{p}_k \right) \left( \hat{p}_j^T \bar{\Pi}(r) \hat{p}_l \right)^*, \]  

(7.11)  

and represent polarization coefficients that account for the magneto-ionic propagation effects on the polarizations of the returned fields. In this expression, \( \bar{\Pi}(r) \) denotes the two-way propagator matrix defined in Section 5.2. In addition, \( \hat{p}_i, \hat{p}_j, \hat{p}_k, \) and \( \hat{p}_l \) are
polarization unit vectors. The indices $i$ and $j$ denote the receiving antennas, while $k$ and $l$ denote the transmitting antennas. In the equations for the effective radiation patterns, these indices are either $u$ for the up-polarization, or $d$ for the down-polarization of the Jicamarca antenna. Expressions for the polarization unit vectors $\hat{p}_u$ and $\hat{p}_d$ are given in the previous chapter. Furthermore, in order to simplify the notation, we consider the following equivalences

$$\Gamma_{k,i}(r) \equiv \Gamma_{k,k,i,i}(r), \quad \Gamma_{k,l,i}(r) \equiv \Gamma_{k,l,i,i}(r), \quad \Gamma_{k,i,j}(r) \equiv \Gamma_{k,k,i,j}(r).$$

Similarly, denoting the pair of south beams by $s_1$ and $s_2$, the effective two-way radiation patterns for the corresponding power models take the following forms,

$$W_{s_1}(r) = \frac{|R_{s_1}(\hat{r})|^2}{k^2} \left| T_{s}(\hat{r}) \right|^2 \Gamma_{u}(r), \quad (7.12)$$

$$W_{s_2}(r) = \frac{|R_{s_2}(\hat{r})|^2}{k^2} \left| T_{s}(\hat{r}) \right|^2 \Gamma_{d}(r), \quad (7.13)$$

while the effective pattern for the cross-correlation model can be expressed as

$$W_{s_1,s_2}(r) = \frac{R_{s_1}(\hat{r}) R_{s_2}^*(\hat{r})}{k^2} \left| T_{s}(\hat{r}) \right|^2 \Gamma_{u,d}(r). \quad (7.14)$$

Above, $T_{s}(\hat{r})$ is the antenna-array factor of the transmitting antenna that is up-polarized, while $R_{s_1}(\hat{r})$ and $R_{s_2}(\hat{r})$ are the antenna-array factors of the receiving antennas that are up- and down-polarized, respectively.

In the set of equations that model the power and correlation measurements, the volumetric incoherent scatter RCS $\sigma_v(\hat{k})$ and the two-way propagator matrix $\bar{\Pi}(r)$ are the only functions that depend on ionospheric parameters. The RCS $\sigma_v(\hat{k})$ depends mainly on electron density $N_e$, temperature ratio $T_e/T_i$, and magnetic aspect angle $\alpha$, while the matrix $\bar{\Pi}(r)$ only depends on the electron density and the magnetic field. Using the magnetic field values provided by the IGRF model [e.g., Olsen et al., 2000], we have applied the power and cross-correlation models presented above to invert $N_e$ and $T_e/T_i$ profiles from the data collected in the 3Ba and 3Bb experiments.

For this purpose, we consider the ionosphere to be horizontally stratified. The electron
density profile $N_e(z)$ is represented as a piecewise linear function

$$N_e(z) = \sum_{l=1}^{L} N_e^l \Delta \left( \frac{z - z_l}{\Delta z} \right)$$  \hspace{1cm} (7.15)

for $z \geq z_1$, where $\Delta(t)$ is the standard triangular function

$$\Delta(t) = \begin{cases} 
1 - |t|, & |t| < 1 \\
0, & \text{otherwise}.
\end{cases}$$  \hspace{1cm} (7.16)

The density values at the nodes $z_l$ are $N_e^l = N_e(z_l)$. The nodes are spaced every $\Delta z = 15 \text{km}$ (which is the length of the baud of the Barker code used in transmission). We have considered $z_1 = 210 \text{ km}$ and $z_L = 600 \text{ km}$, thus $L = 27$. The density profile below $z_1$ is also modeled by linear functions characterized by a single parameter $N_e^0$ at a node $z_0 = 150 \text{ km}$. It is assumed that below $z = 85 \text{ km}$ the electron density vanishes. In addition, the temperature ratio profile $T_e(z)/T_i(z)$ is modeled as a layer with a Gaussian shape

$$T_e(z)/T_i(z) = T_m \exp \left( -\frac{(z - z_T)^2}{2w_T^2} \right) + 1,$$  \hspace{1cm} (7.17)

where the constraint $T_e/T_i \geq 1$ is implemented by default. This profile is characterized by the following parameters: $T_m + 1$ is the peak of the temperature ratio, $z_T$ is the altitude where $T_e/T_i$ peaks, and $w_T$ is the width of the Gaussian profile. Modeling the temperature ratio profile as a single layer can be considered a valid approximation for the range of altitudes probed in these experiments. Typical measurements of equatorial ionospheric temperatures (with other radar techniques at Jicamarca) show that, at daytime hours, there is a layer in the bottom-side of the F-region where $T_e/T_i \geq 1$.

In the numerical implementation of the data model presented above, we have computed samples of the power and cross-correlation data every $\Delta r = 15 \text{ km}$ at radar ranges $r_n = n\Delta r$ where $n$ is an integer. For this purpose, equations (7.1) and (7.2) have been recast
as discrete convolutions taking the following forms:

$$P_i[n] = |g_i|^2 |\chi[n]|^2 \star \left( \frac{1}{4\pi r_n^2} \int d\Omega \, W_i(r_n) \sigma_v(k) \right) + N_i$$  \hspace{1cm} (7.18)

and

$$C_{i,j}[n] = g_i g_j^* |\chi[n]|^2 \star \left( \frac{1}{4\pi r_n^2} \int d\Omega \, W_{i,j}(r_n) \sigma_v(k) \right) + N_{i,j},$$  \hspace{1cm} (7.19)

where

$$\chi[n] = \frac{1}{M} c[-n] \ast c[n]$$  \hspace{1cm} (7.20)

is the discrete auto-correlation of the code \(c[n]\) of length \(M\). In our 3Ba and 3Bb experiments, the radar pulses were modulated by a 3-baud Barker sequence \(++−\) with a baud length equal to 15 km; thus, \(c[n] = [1, 1, -1]\) and \(M = 3\). In this case, it can be verified that \(\chi[n]\) is given by

$$\chi[n] = -\frac{1}{3} \delta[n + 2] + \delta[n] - \frac{1}{3} \delta[n - 2].$$  \hspace{1cm} (7.21)

In order to numerically evaluate the solid angle integrals in (7.18) and (7.19), we reformulate the integrals in terms of \(\theta_x\) and \(\theta_y\), which are direction cosines of a coordinate system in which the \(x\)- and \(y\)-axes are aligned with the east and north directions (see Figures 7.2 and 7.3). Note that the differential solid angle \(d\Omega\) becomes \(d\theta_x d\theta_y / \sqrt{1 - \theta_x^2 - \theta_y^2}\). Using this coordinate system, we can take advantage of the magnetic aspect angle dependence of the functions \(W_i(r_n), W_{i,j}(r_n),\) and \(\sigma_v(k)\). As we know, these functions vary quite rapidly in the north-south direction, but very slowly in the east-west direction. Therefore, values of these functions are computed in a grid that is finely sampled in the \(\theta_y\)-direction with a separation between samples of 0.002 dc (\(\sim 0.11^\circ\)), and coarsely sampled in the \(\theta_x\)-direction with a separation of 0.113 dc (\(\sim 6.5^\circ\)). A range of approximately \(±20^\circ\) with respect to the antenna on-axis direction is covered in both \(\theta_x\)- and \(\theta_y\)-directions. The grid is composed of 349 nodes in \(\theta_y\) and 7 nodes in \(\theta_x\); thus, in order to calculate the integrals, a total of 2443 samples is computed for every function. A finite-element-like integration method based on rectangular elements is used to evaluate the integrals. Note that the same operation has
to be repeated for every range gate.

A trust-region approach for minimizing non-linear least-squares problems subject to simple inequality conditions [e.g., Coleman and Li, 1996] was used for the inversion of the power and cross-correlation data. In comparison with the standard Levenberg-Marquardt algorithm, the trust-region method is more robust for large-scale problems. Additionally, the algorithm allows us to impose lower and upper bounds on the solution of the problem. The following list of parameters are fitted using this minimization algorithm.

- Electron densities $N^l_e$ at the nodes $z_l$ for $0 \leq l \leq L$.
- Temperature ratio parameters $T_m$, $z_T$, and $w_T$.
- Calibration factors $g_i$ for the six antenna channels.
- Noise power levels $N_i$ for the six antenna channels.
- Noise cross-correlation values $N_{i,j}$ for the three pairs of antenna channels.

Note that $g_i$ and $N_{i,j}$ are complex numbers. The parameters listed above are estimated by minimizing the following cost function

$$E^2 = E_{w1,w2}^2 + E_{e1,e2}^2 + E_{s1,s2}^2,$$

where

$$E_{i,j}^2 = \sum_n \delta m_{i,j}[n] \bar{M}_{i,j}^{-1}[n] \delta m_{i,j}[n]$$

is the error cost function of the data collected with the $i$-th and $j$-th antenna channels. In this expression, $\delta m_{i,j}[n]$ is the vector of the differences between the measured and modeled data at the radar range $r_n$ that is defined as

$$\delta m_{i,j}[n] = \begin{bmatrix}
\delta P_i[n] \\
\delta P_j[n] \\
\delta R_{i,j}[n] \\
\delta Q_{i,j}[n]
\end{bmatrix} = \begin{bmatrix}
p_i[n] - P_i[n] \\
p_j[n] - P_j[n] \\
r_{i,j}[n] - R_{i,j}[n] \\
q_{i,j}[n] - Q_{i,j}[n]
\end{bmatrix},$$

(7.24)
where \( p_i[n] \) and \( p_j[n] \) denote the power measurements, and \( r_{i,j}[n] \) and \( q_{i,j}[n] \) correspond to the real and imaginary parts of the cross-correlation data. In addition, \( P_i[n], P_j[n], R_{i,j}[n] = \text{Re}\{C_{i,j}[n]\}, \) and \( Q_{i,j}[n] = \text{Im}\{C_{i,j}[n]\} \) are the modeled power (7.18) and cross-correlation (7.19). In the cost function (7.23), \( \bar{M}_{i,j}[n] \) is the covariance matrix of the vector of data measurement errors \( \delta m_{i,j}[n] \), i.e., \( \bar{M}_{i,j}[n] = \langle \delta m_{i,j}^T[n] \delta m_{i,j}[n] \rangle \). Assuming that \( \delta m_{i,j}[n] \) is a zero-mean Gaussian random vector, \( \bar{M}_{i,j}[n] \) can be written in the following form [e.g., Feng et al., 2004]

\[
\bar{M}_{i,j} = \frac{1}{I} \begin{bmatrix}
P_i^2 & R_{i,j}^2 + Q_{i,j}^2 & P_i R_{i,j} & P_i Q_{i,j} \\
R_{i,j}^2 + Q_{i,j}^2 & P_j^2 & P_j R_{i,j} & P_j Q_{i,j} \\
P_i R_{i,j} & P_j R_{i,j} & \frac{1}{2} \left( R_{i,j}^2 - Q_{i,j}^2 + P_i P_j \right) & R_{i,j} Q_{i,j} \\
P_i Q_{i,j} & P_j Q_{i,j} & R_{i,j} Q_{i,j} & \frac{1}{2} \left( Q_{i,j}^2 - R_{i,j}^2 + P_i P_j \right)
\end{bmatrix}
\]

(7.25)

where \( I \) is the number of samples used to compute the power and cross-correlation measurements. In this expression, indices \( n \) were omitted in order to simplify the notation.

The assumption of a Gaussian vector \( \delta m_{i,j}[n] \) can be justified because every element of \( \delta m_{i,j}[n] \) results from the average of a large number of nearly uncorrelated samples. Note that the radar data is collected every 5 km; however, in the cost function (7.23), we have only considered samples that are spaced every 15 km. The form of the cost function (7.23) is valid if the samples at every range gate are not correlated. This is our case, as samples spaced at least a distance equal to the resolution of the pulse shape (which is 15 km) can be considered to be uncorrelated. However, in order to include the oversampled data, a more complicated cost function has to be considered because the data corresponding to neighboring gates spaced every 5 km are correlated. The implementation of the inversion algorithm including the oversampled data will be the subject of future research. The sum in (7.23) is taken over the set of data between 210 km and 600 km; thus \( 14 \leq n \leq 40 \), which implies that 27 range gates were fitted.

In order to estimate the parameters listed above, we apply the following two-step strategy.
First step

- Initial values for the electron density, noise, and calibration parameters are determined. In this step, it is assumed that $T_e/T_i = 1$ at all heights.

- The following constraints are specified: electron densities $N^l_e$ and noise levels $N_i$ must be positive, and $g_{w1}, g_{e1},$ and $g_{s1}$ must be real and positive. The rest of the parameters are not constrained.

- The trust-region method is used to minimize the cost function (7.22) subject to the constraints specified above. In this first step, we only fitted for $N^l_e, N_i, N_{i,j},$ and $g_i$.

Second step

- The estimated parameters obtained in the first step are used as an initial guess. In addition, we define initial values for $T_m, z_T,$ and $w_T$.

- The same constraints specified in the first step are considered in this one. Additionally, the $T_e/T_i$ parameters are restricted to be positive.

- The trust-region method is used again to minimize the cost function (7.22) but including in the minimization the $T_e/T_i$ parameters. In this second step, we solve for all the parameters listed above, i.e., $N^l_e, T_m, z_T, w_T, N_i, N_{i,j},$ and $g_i$.

We apply the two-step strategy because we notice that the inversion of $N^l_e$ is more robust than the inversion of the $T_e/T_i$ parameters. When fitting directly for the densities and the $T_e/T_i$ parameters all together in a single step, the solutions for $T_e/T_i$ tend to be erratic, which is probably related to the fact that the power and cross-correlation data is somewhat less dependent on $T_e/T_i$ than on the densities. Estimating the densities in a first step and subsequently the densities plus the $T_e/T_i$ parameters provides better results. Note that we have not considered any explicit regularization term in the cost function (7.22). On the other hand, modeling the $T_e/T_i$ profile as a Gaussian function (characterized with a few parameters) regularizes, in some sense, the problem because a continuity condition on
the $T_e/T_i$ profile is imposed. The mathematical relationship between our approach and standard regularization procedures will be the subject of future studies.

In Figure 7.7, sample plots of the results obtained from the inversion of the 3Ba and 3Bb data are displayed. In these plots, the estimated electron density and $T_e/T_i$ profiles are presented in the left column. In the other columns, the power and cross-correlation measurements (dotted points) are compared with the modeled profiles resultant from the inversion (continuous lines). We can appreciate that the comparison is good, because measured and modeled profiles match closely; however, there are some discrepancies (particularly in the cross-correlation data of the south-beams of the 3Ba experiment) that might be related to a poor characterization of the bottom part of the density profile. Further analysis and discussion regarding the characteristics of the results are presented in the following section.

7.4 Results and Comparisons

In Figure 7.8, we present plots of the electron density and $T_e/T_i$ estimates obtained from the inversion of incoherent scatter power and cross-correlation data collected in the 3Ba experiment of June 19, 2008 (left column), and also in the 3Bb experiment of January 9, 2009 (right column). To obtain these results, the data model and fitting technique described in the previous sections were applied. Both the $N_e$ and $T_e/T_i$ profiles are plotted in linear scale. First, note that the estimated densities and temperature ratios are within the ranges of values expected for an equatorial ionosphere. Electron densities of the order of $10^{11}$ m$^{-3}$ are typical of solar-minimum conditions. A layer of $T_e/T_i > 1$ located at the bottom of the F-region is characteristic of the daytime ionosphere. The $T_e/T_i$ layer has peak values greater than two and relaxes toward thermal equilibrium ($T_e = T_i$) as time reaches the night hours. However, we can also observe that the $T_e/T_i$ values fluctuate from one profile to the next one. The origin of these fluctuations is the subject of current analysis. Apparently, the magnitudes of the fluctuations are of the order of the statistical uncertainties expected for these estimates. Note that the radar data collected in the 3Ba and 3Bb experiments can be considered (to some extent) to be less dependent
Figure 7.7  Sample plots of the results obtained from the inversion of the 3Ba and 3Bb data (top and bottom panels, respectively). The estimated $N_e$ and $T_e/T_i$ profiles are plotted in the left column. In the other columns, the power and cross-correlation measurements (dotted points) are compared with the modeled profiles (continuous lines).
Figure 7.8 Range vs. time plots of the electron density and \( \frac{T_e}{T_i} \) estimates obtained from the inversion of incoherent scatter signal power and cross-correlation data collected in the 3Ba experiment of June 19, 2008 (left column), and also in the 3Bb experiment of January 9, 2009 (right column).
on $T_e/T_i$ than on $N_e$. As we know, if $T_e/T_i > 1$, the incoherent scatter RCS increases as the magnetic aspect angle $\alpha$ decreases and reaches its maximum value at $\alpha = 0^\circ$ (i.e., at the angle of perpendicular-to-$B$ propagation). However, the power increments measured with perpendicular-to-$B$ beams are somewhat smaller than the theoretical values for $\alpha = 0^\circ$ because signal contributions with smaller RCS are averaged by the antenna beams. This reduces the sensitivity of the radar data to changes in $T_e/T_i$. Additionally, note that the fluctuations of the $T_e/T_i$ values are larger in the 3Ba case than in the 3Bb case. This might be related to the fact that the 3Ba two-way radiation patterns are broader in the north-south direction than the 3Bb patterns, because a wider range of signal contributions with smaller RCS is collected by the 3Ba beams (see antenna description in Section 7.1). In addition, note that the incoherent scatter RCS is directly proportional to $N_e$ (see Section 4.2). Moreover, the altitudinal variations of the measured signals due to magneto-ionic propagation effects are dependent on the electron density values but not on $T_e/T_i$. Although it is likely that the $T_e/T_i$ fluctuations are due to the statistical errors of the estimated parameters, further studies need to be carried out in order to fully identify the origin of these fluctuations.

In the density plots, we can observe patches of enhanced densities resembling “bead” shapes. Whether these beads were artifacts of the inversion procedure needed to be analyzed. First, we examined whether these events are correlated with fluctuations on the transmitted power. After analyzing records of the line voltage applied to the transmitters used in these experiments, we did not find any correlation between the fluctuations of the supplied voltage and the patches of enhanced electron density. We also noted that the voltage fluctuations follow closely the variations of the radar calibration parameters presented in Figure 7.9. As there are no systematic variations that may be the cause for the density increments, we consider the origin of the density beads to be geophysical. Whether these variations are due to solar activity or due to perturbations of the neutral atmosphere will be the subjects of future investigations.

It is also important to describe the characteristics of the radar calibration constants resulting from the inversion of the radar data. Note in Figure 7.9 that the calibration
Figure 7.9  Magnitudes and phases of the radar calibration constants obtained as part of the inversion of the 3Ba and 3Bb radar data.

Constants of the west and east antenna channels exhibit approximately the same variations in time. This is expected if we assume that the only system parameter that may fluctuate during the operation of the radar is the amount of transmitted power. However, we can observe that the features of the calibration parameters of the south channels do not follow necessarily the time variations of the calibration parameters of the other channels. The fact that two different transmitters were used in these experiments (one for the west and east beams and the other for the south beams) might be the reason for the distinct behaviors of the calibration parameters. However, we can also see that the behaviors of the calibration constants of the south beams are somewhat different from each other (particularly in the case of the 3Ba data). These differences become more evident at time intervals in which the electron temperature is greater than the ion temperature (i.e., $T_e/T_i > 1$). The cause for these unexpected differences might be related to a poor description of the electron density profile at altitudes below 200 km (a segment of the profile that is characterized by a single parameter, as explained in Section 7.3). The shape of the lower part of the electron density profile determines the amount of Faraday rotation that the south-beam fields experience up to the first altitude of the data samples used in our inversions. If a simplified description of the bottom part of the density profile is causing an inaccurate estimation of these parameters, the use of ionosonde data to help on the inversion of the lower part of the density profile might be needed to properly model the radar data and improve the quality of the inversions. Further testing and analysis is needed in order to identify the origin of the differences between the calibration parameters.
In Figure 7.10, goodness-of-fit values obtained from the inversion of the 3Ba and 3Bb radar data are presented and can be used to analyze the quality of the inversion results. The goodness-of-fit is defined as $E^2/N_{\text{measurements}}$. In the plots, the blue curves correspond to the values obtained by fitting only for the electron density $N_e$ and assuming that $T_e/T_i = 1$ at all altitudes. The green curves correspond to the values obtained by fitting for both parameters, $N_e$ and $T_e/T_i$. The goodness-of-fit values are around five in the case of the 3Ba results, while they are around three in the case of the 3Bb results. As expected, note that the goodness-of-fit values are smaller when both ionospheric parameters, $N_e$ and $T_e/T_i$, are fitted, implying that $T_e/T_i$ correction is needed. However, the goodness-of-fit values obtained are, in some sense, somewhat large, because a “good” fitting result corresponds to a goodness-of-fit value close to one. This indicates that the model has not totally captured the features of the data; therefore, there is still space for improvement.

In addition, in order to validate our estimated densities, we have compared our results with ionosonde measurements conducted simultaneously at Jicamarca. In Figure 7.11, we are comparing the peak values of the plasma frequencies ($f_{oF2} = \frac{1}{2\pi} \sqrt{N_e e^2/m_e e_0}$) measured with the 3Ba and 3Bb radar techniques (blue points) and with the ionosonde measurements (red points). In addition, the altitudes corresponding to the peak values of the plasma frequencies are compared in Figure 7.12. Although the ionosonde data is noisy in the 3Ba case, we can observe that the agreement is very good, particularly in the
Figure 7.11 Comparison of the peak values of plasma frequencies (foF²) measured with the 3Ba and 3Bb radar techniques (blue lines) and with an ionosonde system also located at Jicamarca (red dots).

Figure 7.12 Comparison of the altitudes corresponding to the peak values of plasma frequency presented in Figure 7.11.

3Bb case. Note that the oscillations on the plasma frequency curves are correlated with the patches of enhanced densities described before. The fact that the same behavior can be observed in both the radar and the ionosonde measurements reinforces our conclusion that the origin of these patches is geophysical.
CHAPTER 8

CONCLUSIONS AND FUTURE WORK

In this dissertation, we have studied in detail Coulomb collisions and magneto-ionic propagation effects on incoherent scatter radar measurements carried out at Jicamarca. Our studies show that both processes modify the shapes of the ISR spectra measured with antenna beams pointed perpendicular to $\mathbf{B}$ at 50 MHz; thus, their effects should not be neglected in the modeling of radar measurements. To perform this analysis, we developed a new incoherent scatter spectrum model that takes into account both types of effects. The model is valid for all magnetic aspect angles, including the direction perpendicular to the ambient magnetic field.

In the first stage of our work, we focused on modeling the effects of Coulomb collisions. The procedure to model the IS spectrum is based on the simulation of the trajectories of charged particles moving in a magnetized plasma with suppressed collective interactions. The effects of Coulomb collisions are considered using the Fokker-Planck model of Rosenbluth et al. [1957]. The results of our studies show that, in contrast with the case of the ions, the statistics of the electron displacements cannot be fully approximated by simplified Coulomb collision models. Thus, in order to apply our collisional spectral model in routine computations of the IS spectrum, a numerical library of single-electron ACF’s had to be built. The library, however, was only developed for the case of oxygen plasmas. This limits the applicability of our model to the region around and below the peak of the F-region. In order to study the effects of Coulomb collisions on radar observations of the topside ionosphere, we have to extend our model to the case of hydrogen and helium plasmas (because $\text{H}^+$ and $\text{He}^+$ are the dominant ion species at the top of the F-region).
future work will require the simulation of a large number of particle trajectories for different plasma settings, a very computationally demanding task that will require the use of a cluster of computers, such as the Turing Cluster maintained by the Computational Science and Engineering (CSE) Program at the University of Illinois. Basic questions regarding the nature of Coulomb collisions will be addressed in these future studies. For instance, whether the Coulomb collision process in ionospheric H\textsuperscript{+} and He\textsuperscript{+} plasmas is Gaussian or not, it is an important question to answer. In the case of Gaussian particle trajectories, a Brownian-motion model characterized by constant collision coefficients could be used to simplify the description of the process. The collisional model resultant from this investigation will provide the Jicamarca Radio Observatory with unique capabilities.

In the second stage of our studies, we have modeled the beam-weighted incoherent scatter radar spectrum taking into account magneto-ionic propagation effects. The model developed in Chapter 5 is effectively an extension of the Appleton-Hartree solution for a homogeneous magneto-plasma to the case of an inhomogeneous ionosphere. Simulation studies based on our model show that magneto-ionic propagation effectively modifies the shapes of the antenna beams used in our radar experiments. The model was developed based on the assumption that refraction effects can be neglected. Although refraction is weak at 50 MHz, given the long distances traveled by the radar signals, some features of our measurements might, to some extent, be the result of refraction effects, particularly in the case of radar observations above the F-region peak. Note that refraction may cause the bending of the propagating fields; therefore, the angular shifts of the antenna beams that were observed in our radar experiments might be caused not only by magneto-ionic polarization effects, but also by refraction effects. In order to analyze these possible effects, we are planning to develop a more sophisticated propagation model based on the WKB (Wentzel, Kramers, and Brillouin) approximation of Budden [1961] for the propagation of radiowaves in an anisotropic inhomogeneous ionosphere.

In order to simplify the formulation of our spectrum model, we considered that the shape of the radar ambiguity function in frequency domain is much wider than the incoherent scatter spectrum. Thus, the frequency dependence of the ambiguity function was
neglected by replacing this function with the ACF of the pulse waveform (see Chapter 5). In the case of perpendicular-to-$B$ radar measurements, this assumption is well justified because the IS spectrum is very narrow; however, in the case of off-perpendicular radar measurements, the IS spectrum is wider, and, therefore, its shape might be filtered by the radar ambiguity function. Some preliminary calculations have shown that the power measured with off-perpendicular radar beams around the F-region peak may be attenuated by five percent due to ambiguity-function filtering effects. This attenuation, however, depends on the shape and length of the radar pulse, as well as on the width of the IS spectrum, which (at these aspect angles) is mainly controlled by the ionospheric temperatures. Further studies need to be conducted in order to quantify more carefully these attenuation effects and verify if they will have an impact on the estimation of ionospheric plasma parameters.

In Chapter 4, we studied the dependence of the collisional spectra on electron and ion temperature variations and noticed that the bandwidth of the perpendicular-to-$B$ spectrum is inversely proportional to $T_e/T_i$; however, at larger aspect angles, the bandwidth dependence is different, because the spectral width increases with increasing $T_e/T_i$. As the IS spectrum measured by the radar results from the combination of signal contributions arriving from different directions, the dependence of the measured ISR spectrum might be more complicated, particularly because typical spectrum measurements with perpendicular-to-$B$ beams are aliased. The analysis of the sensitivity of the beam-weighted IS spectrum model to electron and ion temperatures will be the subject of future studies.

In Chapter 7, we applied our incoherent scatter data model to the estimation of electron densities and $T_e/T_i$ profiles from radar measurements carried out in multi-beam radar experiments at Jicamarca. In these experiments, different sections of the Jicamarca antenna array are phased to point west, east, or south of the local zenith. While the west and east beams are aimed perpendicular to the magnetic field, the south beams are pointed in a direction $\sim 4^\circ$ to the south of the loci of perpendicularity. In addition to electron density and $T_e/T_i$ estimates, radar calibration parameters were also obtained from the inversion procedure. The quality of our inversion results was analyzed based on the goodness-
of-fit criterion. Moreover, comparisons between our density estimates and independent ionosonde measurements carried out simultaneously at Jicamarca showed excellent agreement. Although the quality of our inversion results can be considered good, a more careful analysis of the statistical errors of our estimates is still needed. There are certain features in our estimated results that require further investigation. For instance, in the inverted density maps, we can observe patches of enhanced electron density that resemble “bead” shapes, whose origin might be due to solar activity or perturbations of the neutral atmosphere. In addition, we can also see that the estimated $T_e/T_i$ values fluctuate from profile to profile. Although it is likely that the $T_e/T_i$ fluctuations are within the range of the statistical errors for these parameters, further analysis is needed.

The ultimate application of our incoherent scatter model is the simultaneous estimation of drifts, densities, and temperatures of the equatorial ionosphere (an objective not yet achieved by the radar techniques available at Jicamarca). For this purpose, a composite experiment that interleaves multi-pulse and pulse-to-pulse radar measurements has been recently proposed for its application at Jicamarca. This experiment will be carried out with antenna beams pointed perpendicular to $\mathbf{B}$. As mentioned before, the pulse-to-pulse incoherent scatter spectrum measured at Jicamarca is composed of narrow and wide bandwidth spectral components. The plasma drifts are determined from the Doppler shift of the narrow spectrum component. However, the wide spectrum component is typically aliased in pulse-to-pulse radar observations. As the bandwidth of the wide component is directly proportional to plasma temperatures, we will measure this spectrum component using a multi-pulse radar technique in an attempt to invert temperature profiles from these measurements. This will be the fulfillment of objectives set forth more than a decade ago, when spectral $T_e$ estimations were first tried [Bhattacharyya, 1998] and the inadequacy of the incoherent scatter theory close to perpendicular-to-$\mathbf{B}$ was first realized.
APPENDIX A

PARTICLE DYNAMICS DESCRIPTION OF “BGK COLLISIONS” AS A POISSON PROCESS

The Gordeyev integral for plasma particles colliding with neutrals is obtained using a particle dynamics formalism in which the collisions are modeled as a discrete Poisson process. The result leads to an electron density fluctuation spectrum model for partially ionized plasmas that is identical with the spectral model obtained from BGK plasma kinetic equations. This isomorphism between the Poisson process and the BGK operator is analogous to a similar relation between the Brownian-motion process and the Fokker-Planck operator with constant coefficients. We take advantage of this analogy to derive a collisional IS spectrum model that takes into account collisions with both neutrals and charged species.

A.1 Introduction

The purpose of the following discussion is to show that the incoherent scatter spectrum model derived from the Boltzmann kinetic equation with the BGK collision operator [Dougherty and Farley, 1963] can also be obtained by using a particle dynamics approach where particle collisions are modeled as a Poisson process. This is analogous to the case of the Fokker-Planck operator (with constant coefficients) and the Brownian-motion (Ornstein-Uhlenbeck) collision process (described by the Langevin equation), which lead to identical spectral models when utilized in the Boltzmann equation and in the particle dynamics formalism, respectively [e.g., Chandrasekhar, 1943; Gillespie, 1996b; Holod et al., 2005].
In general, incoherent scatter spectral theories pertinent to various types of ionospheric plasmas (magnetized, collisional, etc.) in thermal equilibrium can be expressed in terms of appropriately derived Gordeyev integrals utilized within the general framework described in Chapter 2 [e.g., Kudeki and Milla, 2006, 2010]. In this framework, Gordeyev integral

\[ J_s(\omega) \equiv \int_0^\infty d\tau e^{-j\omega \tau} \langle e^{j\mathbf{k} \cdot \Delta \mathbf{r}_s} \rangle \quad (A.1) \]

is defined as the one-sided Fourier transform of the characteristic function \( \langle e^{j\mathbf{k} \cdot \Delta \mathbf{r}_s} \rangle \) of random particle displacement vector \( \Delta \mathbf{r}_s \) for species \( s \) over time intervals \( \tau \) (in a plasma with suppressed collective interactions). Different types of plasmas are distinguished by different types of \( \Delta \mathbf{r}_s \) statistics. Such statistics depend on the physical processes governing individual particle motions and determine the species conductivities \( \sigma_s(\mathbf{k},\omega) \) and the corresponding spectra of thermally impressed density fluctuations \( \langle |n_{ts}(\mathbf{k},\omega)|^2 \rangle \), functions that “collectively drive” the observed electron density spectrum \( \langle |n_e(\mathbf{k},\omega)|^2 \rangle \). The characteristic function \( \langle e^{j\mathbf{k} \cdot \Delta \mathbf{r}_s} \rangle \) is also termed the single-particle signal correlation (or ACF), since signal returns from a single particle exposed to a radar pulse would be proportional to \( e^{j\mathbf{k} \cdot \mathbf{r}_s} \), with \( \mathbf{r}_s = \mathbf{r}_s(t) \) denoting the particle trajectory.

In this appendix, we show that BGK-based incoherent scatter spectral models can also be derived from a particle dynamics approach and that they constitute no exception to the general framework presented in Chapter 2. In particular, the BGK-based Gordeyev integral is obtained, in Section A.2, by assuming a Poisson collision process, and it is shown that its inclusion in the general framework of Chapter 2 yields the usual BGK-model results [e.g., Dougherty, 1963; Dougherty and Farley, 1963] for the electron density spectrum. The appendix is concluded in Section A.3 with further discussions and implications of our results; for instance, an extension of our approach to include collisions with both neutrals and charged particles is proposed here.
A.2 Derivation of the BGK Gordeyev Integral following a Particle Dynamics Approach

Clemmow and Dougherty [1969] state that the BGK model can be used to simulate the effect of binary collisions, e.g., collisions between charged and neutral particles, and also that these collisions could be imagined to be a Poisson process. However, this explanation was given more to provide a possible interpretation of the BGK model than to establish a direct relationship with the Poisson collision process. The mathematical proof that these two collision models are directly linked is provided next.

Assume that in a time interval \( \tau \), a particle of type \( s \) (electron or ion) collides \( n \) times with neutral particles constituting a medium. If collision events are independent from each other and particles move in straight-line orbits in between collisions, we can then express the particle displacement over interval \( \tau \) as the random vector

\[
\Delta r_s = \sum_{l=0}^{n} v_l (t_{l+1} - t_l),
\]  

(A.2)

where \( t_0 \equiv 0 \), \( t_{n+1} \equiv \tau \), and \( t_l \) is the time of \( l \)-th collision such that \( 0 < t_1 < ... < t_n < \tau \).

Let the number of collision events \( n \) invoked above be a Poisson random variable with a collision frequency \( \nu \) and pmf

\[
p(n) = e^{-\nu \tau} \frac{(\nu \tau)^n}{n!} \quad \text{for } n \geq 0.
\]  

(A.3)

Given that there are \( n \) collision events in an interval \( \tau \), the conditional pdf of collision times \( t_l \) (for \( 1 \leq l \leq n \)) is given by [e.g., Hajek, 2009]

\[
f(t_1, .., t_n|n) = \begin{cases} 
n! \frac{\nu^n \tau^n}{n!} & \text{if } 0 < t_1 < ... < t_n < \tau, 
0 & \text{else.}
\end{cases}
\]  

(A.4)

This is in effect a uniform distribution over all ordered sets of collision times \( 0 < t_1 < ... <
$t_n < \tau$, which can also be written as

$$f(t_1, \ldots, t_n|n) = \frac{n!}{\tau^n} \prod_{l=0}^{n} u(t_{l+1} - t_l)$$  \hspace{1cm} (A.5)$$

in terms of unit-step function $u(t)$ and satisfies $\int dt_n \cdots \int dt_1 f(t_1, \ldots, t_n|n) = 1$ as all pdf’s do. Additionally, assume that the particle velocities $v_l$ between collision events, for $l \in [0, n]$, constitute a set of independent and identically distributed random variables. Taking the distribution of vector velocities $v_l$ as Maxwellian, we have

$$f(v_l) = \frac{1}{(2\pi C^2)^{3/2}} e^{-\frac{1}{2} \frac{k^2}{C^2} v_l^2},$$ \hspace{1cm} (A.6)$$

where $C \equiv \sqrt{\frac{KT}{m}}$ is the thermal speed of the particles.

Let us next compute the single-particle ACF $\langle e^{jk \Delta r_s} \rangle$, the characteristic function of displacements $\Delta r_s$, required in the general framework outlined in Chapter 2, where the expected value will be computed over random variables $v_0, \ldots, v_n$, $t_1, \ldots, t_n$, and $n$ using the probability distributions defined above. We note that

$$\langle e^{jk \Delta r_s} \rangle = \left\langle e^{jk \sum_{l=0}^{n} v_l(t_{l+1} - t_l)} \right\rangle_{v,t,n} = \left\langle \prod_{l=0}^{n} e^{jk v_l(t_{l+1} - t_l)} \right\rangle_{v,t,n},$$ \hspace{1cm} (A.7)$$

where the subscripts on the right indicate successive expected value operations to be performed. Starting with the expectations over independent Gaussian random variables $v_l$, we have

$$\langle e^{jk \cdot \Delta r_s} \rangle = \left\langle \prod_{l=0}^{n} e^{-\frac{1}{2} \frac{k^2}{C^2} (t_{l+1} - t_l)^2} \right\rangle_{t,n}.$$ \hspace{1cm} (A.8)$$

Expectations over $t_1, \ldots, t_n$ next yield

$$\left\langle \frac{n!}{\tau^n} \int dt_n \cdots \int dt_1 \prod_{l=0}^{n} e^{-\frac{1}{2} \frac{k^2}{C^2} (t_{l+1} - t_l)^2} u(t_{l+1} - t_l) \right\rangle_n,$$ \hspace{1cm} (A.9)$$
where integration limits run from $-\infty$ to $\infty$. Finally, using $p(n)$, we find that the ACF is

$$
\sum_{n=0}^{\infty} \nu^n e^{-\nu \tau} \int dt_n \cdots \int dt_1 \prod_{l=0}^{n} e^{-\frac{1}{2}k^2C^2(t_{l+1}-t_l)^2} u(t_{l+1} - t_l).
$$

(A.10)

Now we define

$$
g(t) \equiv e^{-\nu - \frac{1}{2}k^2C^2t^2} u(t),
$$

(A.11)

to rearrange (A.10) as

$$
\langle e^{j k \Delta r_s} \rangle = \sum_{n=0}^{\infty} \nu^n \int dt_n \cdots \int dt_1 \prod_{l=0}^{n} g(t_{l+1} - t_l)
= \sum_{n=0}^{\infty} \nu^n \int dt_n g(\tau - t_n) \cdots \int dt_1 g(t_2 - t_1) g(t_1).
$$

(A.12)

Clearly, the integral chain above is $n$ successive convolutions of $n + 1$ realizations of $g(t)$ evaluated at $t = \tau$. Thus, the ACF of particles of type $s$ with a Maxwellian velocity distribution undergoing a Poisson collision process reduces to

$$
\langle e^{j k \Delta r_s} \rangle = \sum_{n=0}^{\infty} \nu^n \underbrace{g(\tau) \ast \cdots \ast g(\tau)}_{n+1}.
$$

(A.13)

Since $\langle e^{j k \Delta r_s} \rangle$ is the characteristic function of $\Delta r_s$, i.e., the Fourier transform of the pdf of $\Delta r_s$, our particle displacement model with Poisson collisions is uniquely described by (A.13).

The corresponding Gordeyev integral (A.1), i.e., a one-sided Fourier transform of the single-particle ACF (A.13), is then (using the properties of the convolution and the Fourier transform)

$$
J_s(\omega) = G(\omega) \sum_{n=0}^{\infty} \nu^n G^n(\omega),
$$

(A.14)

where

$$
G(\omega) \equiv \int_{0}^{\infty} d\tau e^{-j\omega \tau} e^{-\nu \tau - \frac{1}{2}k^2C^2\tau^2}
$$

(A.15)
is the Fourier transform of $g(t)$. The convergence of the series in (A.14) is guaranteed as

$$\sum_{n=0}^{\infty} \nu^n G^n(\omega) = \frac{1}{1 - \nu G(\omega)}$$  \hspace{1cm} (A.16)

since $|\nu G(\omega)| < 1$ for any $\nu \geq 0$. Hence, Gordeyev integral (A.14) reduces to

$$J_s(\omega) = \frac{G(\omega)}{1 - \nu G(\omega)},$$  \hspace{1cm} (A.17)

a well-known result previously derived by Dougherty [1963] using the BGK collision operator and Boltzmann kinetic equation for unmagnetized plasmas.

### A.3 Discussion

We can argue, based on our result in Section A.2, that from a particle dynamics perspective, the BGK collision process is a Poisson process. As a consequence, any of the expected quantities that can be obtained using the BGK kinetic equation can also be derived using our stochastic model for particle dynamics, for example, species conductivities $\sigma_s(k, \omega)$ and the spectra of thermally impressed density fluctuations $\langle |n_{ts}(k, \omega)|^2 \rangle$.

As we have shown above, the general framework for incoherent scatter spectrum models presented in Chapter 2 can be developed independent of plasma kinetic equations on the basis of only the following fundamental relations: the fluctuation-dissipation or Nyquist theorem [e.g., Callen and Welton, 1951], the Kramers-Kronig relations [e.g., Clemmow and Dougherty, 1969; Chew, 1990], and the Maxwell equations. Therefore, plasmas can also be studied based on these principles; whether we use kinetic equations or the particle dynamics approach in solving plasma problems concerning particles in thermal equilibrium (including the phenomenon of Landau damping) is a matter of choice.

Let us now calculate, as an example, the covariance matrix of particle displacements in a Poisson collision process. The covariance matrix is defined as

$$\langle \Delta r_s \Delta r_s^T \rangle = \left\langle \sum_{t=0}^{n} \sum_{t'=0}^{n} v_l v_{l'}^T (t_{l+1} - t_l)(t_{l'+1} - t_{l'}) \right\rangle_{v,t,n}.$$

\hspace{1cm} (A.18)
Since $v_t$ are independent random variables, we have

$$\langle \Delta r_s \Delta r_s^T \rangle = \left\langle \sum_{l=0}^{n} v_l v_l^T (t_{l+1} - t_l)^2 \right\rangle_{v,t,n}. \tag{A.19}$$

Furthermore, provided that the components of $v_t$ are Gaussian and independent, the covariance matrix of $v_t$ is given by

$$\langle v_l v_l^T \rangle = C^2 \bar{I}, \tag{A.20}$$

where $\bar{I}$ is the identity matrix. Thus,

$$\langle \Delta r_s \Delta r_s^T \rangle = C^2 \bar{I} \left\langle \sum_{l=0}^{n} (t_{l+1} - t_l)^2 \right\rangle_{t,n}. \tag{A.21}$$
After some math, it can be verified that

\[
\left< \sum_{l=0}^{n} (t_{l+1} - t_l)^2 \right> = \frac{2\tau^2}{n+2}.
\]

Taking the expected value of (A.22) with respect to \( n \) and substituting in (A.21) gives

\[
\left< \Delta r_s \Delta r_s^T \right> = C^2 I \sum_{n=0}^{\infty} e^{-\nu \tau} \frac{(n+1)(\nu \tau)^{n+2}}{(n+2)!},
\]

which simplifies as

\[
\left< \Delta r_s \Delta r_s^T \right> = \frac{2C^2}{\nu^2} I (\nu \tau - 1 + e^{-\nu \tau}).
\]

This is a very interesting result because the same mathematical expression can be used to express the expected value of the quadratic form above.

---

1Let \( s_n(\tau) \equiv \left< \sum_{l=0}^{n} (t_{l+1} - t_l)^2 \right> \), for \( n \geq 0 \). Taking expectations and expanding terms, we find that

\[
s_n(\tau) = \frac{n!}{\tau^n} \int_0^{\tau} dt_n \cdots \int_0^{t_2} \int_0^{t_1} \sum_{l=0}^{n} (t_{l+1} - t_l)^2 dt_{l+1},
\]

which simplifies as

\[
s_n(\tau) = \frac{2\tau^2}{(n+1)(n+2)} + \frac{n}{\tau^n} \int_0^{\tau} dt t^{n-1} s_{n-1}(t).
\]

Using this recursive equation, we can compute

\[
s_0(\tau) = \tau^2,
\]

\[
s_1(\tau) = \frac{\tau^2}{3} + \frac{1}{\tau} \int_0^{\tau} dt \tau^2 = \frac{2}{3} \tau^2,
\]

\[
s_2(\tau) = \frac{\tau^2}{6} + \frac{2}{\tau^2} \int_0^{\tau} dt \frac{2}{3} \tau^3 = \frac{1}{2} \tau^2,
\]

\[
s_3(\tau) = \frac{\tau^2}{10} + \frac{3}{\tau^3} \int_0^{\tau} dt \frac{1}{2} \tau^4 = \frac{2}{5} \tau^2,
\]

and so forth. Then, by induction, we obtain

\[
s_n(\tau) = \frac{2\tau^2}{n+2}.
\]
derived in the context of a Brownian-motion collision model [e.g., Chandrasekhar, 1943], an approach that it is often used to describe Coulomb collisions [e.g., Zagorodny and Holod, 2000]. In the Brownian-motion formalism, the effects of collisions on particle motion are considered to be caused by the action of a friction force and random diffusion forces. A parameter analogous to $\nu$ is also defined, but it is regarded as a friction coefficient. Although the expressions for $\langle \Delta r_s \Delta r_s^T \rangle$ are the same for the Poisson and the Brownian-motion models, the corresponding expressions for the single-particle ACF's are not equal and lead to different incoherent scatter spectral shapes [e.g., Hagfors and Brockelman, 1971]. The differences, however, are only noticeable for intermediate values of $\nu$ since both spectra converge to the same asymptotic expressions in the collisionless/frictionless ($\nu \to 0$) as well as high collision/friction ($\nu \to \infty$) limits. The difference at intermediate $\nu$ can be attributed to $\Delta r_s(\tau)$ being a Gaussian random variable at each $\tau$ in case of a Brownian-motion process, but only so in $\tau \to 0$ and $\infty$ limits for a Poisson process. Note that when $\Delta r_s(\tau)$ is strictly Gaussian, and only then, the ACF $\langle e^{i k \cdot \Delta r_s} \rangle$ can be shown to reduce to $e^{-\frac{1}{2} k^2 (\Delta r_s^2)}$, where $\langle \Delta r_s^2 \rangle$ is a diagonal element of $\langle \Delta r_s \Delta r_s^T \rangle$.

A generalization of the results presented in Section A.2 can be easily performed. Notice that the assumption that between collisions the particles move in straight-line orbits was not a necessary condition and it was only considered in order to recover the classical results of the BGK collision model. In between neutral collision events, we could have considered the particles moving in helical orbits due the action of an external magnetic force or even move randomly because of Coulomb interactions with other charged particles constituting a plasma. Either of these assumptions would have led to different definitions of the function $G(\omega)$, but it can be shown that the form of the Gordeyev integral $J_s(\omega)$, i.e., equation (A.14), would have remained the same. In general, it is found that

$$G(\omega) = \int_0^\infty d\tau e^{-j \omega \tau} e^{-\nu \tau} \langle e^{i k \cdot \Delta r_s^i} \rangle,$$  \hspace{1cm} (A.25)

where $\langle e^{i k \cdot \Delta r_s^i} \rangle$ is the single-particle ACF of the process that takes place between Poisson collision events. For instance, let us consider an unmagnetized plasma in which both
neutral and Coulomb collisions are relevant. Modeling the neutral collisions as a Poisson process of frequency $\nu$, and Coulomb collisions as a Brownian-motion process with friction coefficient $\beta$, function $G(\omega)$ for a particle undergoing both types of collisions takes the following form

$$G(\omega) = \int_0^\infty d\tau e^{-j\omega\tau} e^{-\nu\tau} e^{-\frac{k^2C^2}{\beta^2}(\beta\tau-1+e^{-\beta\tau})}. \tag{A.26}$$

This expression together with (A.14) provides us with a model for ionospheric incoherent scatter spectrum measurements detected from regions in which both neutral and Coulomb collisions are expected to be important, e.g., the equatorial 150-km region. More general extensions of the Poisson collision model can be pursued; for instance, a velocity dependent collision frequency $\nu(v)$ could be considered into the theory. Further generalizations of this type will be the subject of future studies.
APPENDIX B

FRICTION AND DIFFUSION COEFFICIENTS FOR “TEST PARTICLES” IN NON-ISOTHERMAL PLASMAS

In this appendix, it is shown that the steady-state solution of the Fokker-Planck equation with the standard Spitzer coefficients for a plasma do not relax toward a Maxwellian distribution in the case of unequal electron and ion temperatures. However, if typical F-region plasma configurations are considered, deviations of the steady-state distributions from exact Maxwellian are very small. For instance, we have verified that the second order moments of the distributions (i.e., effective temperature values) have negligible dependence on the difference between the values of $T_e$ and $T_i$ considered for the plasma. In addition, a modified version of the Spitzer friction coefficient is formulated in order to obtain steady-state Maxwellian distributions even in the case of unequal electron and ion temperatures ($T_e \neq T_i$).

B.1 Introduction

Some of the problems in plasma physics can be reduced to the statistical analysis of the dynamics of one of the particles constituting the medium — a “test” particle problem [e.g., Rostoker and Rosenbluth, 1960]. For this analysis, a probability density function $f_s$ of a particle of type $s$ is defined such that $f_s(r, v, t)drdv$ is the probability of finding the particle at a position $r$ with velocity $v$ at a time $t$. The time evolution of the probability
function $f_s$ is governed by the Boltzmann kinetic equation

$$\frac{\partial f_s}{\partial t} + \mathbf{v} \cdot \nabla_r f_s + \frac{\mathbf{F}}{m} \cdot \nabla_v f_s = \left( \frac{\delta f_s}{\delta t} \right)_c,$$

(B.1)

where $\left( \frac{\delta f_s}{\delta t} \right)_c$ accounts for the changes in the distribution due to particle collisions. Note that $f_s$ must be properly normalized such that $\int f_s(\mathbf{r}, \mathbf{v}, t) d\mathbf{r} d\mathbf{v} = 1$. If at a time $t_o$, position $\mathbf{r}_o$ and velocity $\mathbf{v}_o$ are set, the density function $f_s$ becomes a conditional pdf $f_s(\mathbf{r}, \mathbf{v}, t | \mathbf{r}_o, \mathbf{v}_o, t_o)$ (also referred as a transition probability function). This constitutes an initial value problem, since equation (B.1) is solved subject to the condition

$$f_s(\mathbf{r}, \mathbf{v}, t_o | \mathbf{r}_o, \mathbf{v}_o, t_o) = \delta(\mathbf{r} - \mathbf{r}_o)\delta(\mathbf{v} - \mathbf{v}_o).$$

(B.2)

The solution of this problem is of principal interest in plasma physics, and it can be used, for instance, to calculate the spectrum of electron density fluctuations [e.g., Rosenbluth and Rostoker, 1962; Woodman, 1967].

If Coulomb interactions are the dominant collision process, the right-hand side of (B.1) can take the form of a Fokker-Planck collision operator

$$\left( \frac{\delta f_s}{\delta t} \right)_c = -\nabla_v \cdot \left[ \langle \frac{\Delta \mathbf{v}}{\Delta t} \rangle f_s \right] + \frac{1}{2} \nabla_v \nabla_v : \left[ \langle \frac{\Delta \mathbf{v} \Delta \mathbf{v}^T}{\Delta t} \rangle f_s \right],$$

(B.3)

where $\nabla_v$ is the gradient operator in velocity space, $\nabla_v = \hat{x} (\partial/\partial v_x) + \hat{y} (\partial/\partial v_y) + \hat{z} (\partial/\partial v_z)$. Above, $\langle \frac{\Delta \mathbf{v}}{\Delta t} \rangle$ and $\langle \frac{\Delta \mathbf{v} \Delta \mathbf{v}^T}{\Delta t} \rangle$ are the dynamical friction vector and velocity diffusion tensor, functions of particle velocity that can be formulated in terms of the Rosenbluth potentials [Rosenbluth et al., 1957]. A typical exercise in plasma books is the evaluation of $\langle \frac{\Delta \mathbf{v}}{\Delta t} \rangle$ and $\langle \frac{\Delta \mathbf{v} \Delta \mathbf{v}^T}{\Delta t} \rangle$ for the case of a multiple-component plasma in thermal equilibrium [e.g., Montgomery and Tidman, 1964; Gurnett and Bhattacharjee, 2005]. The resultant friction and diffusion coefficients are known as the Spitzer coefficients [Spitzer, 1957].

\[\text{The differential operations in equation (B.3) are defined as}\]

$$\nabla_v \cdot \mathbf{A}(\mathbf{v}) = \sum_i \frac{\partial}{\partial v_i} A_i(\mathbf{v}) \quad \text{and} \quad \nabla_v \nabla_v : \mathbf{B}(\mathbf{v}) = \sum_i \sum_j \frac{\partial}{\partial v_i} \frac{\partial}{\partial v_j} B_{ij}(\mathbf{v}),$$

where $\mathbf{A}(\mathbf{v})$ is a vector function and $\mathbf{B}(\mathbf{v})$ is a tensor.
Explicit expressions for these functions are provided in Section 2.5.

In the literature, the Fokker-Planck collision model with the Spitzer coefficients is used to study the effects of Coulomb collisions on particle distributions in non-isothermal plasmas, i.e., in plasmas in which electron and ion temperatures are not equal [e.g., Milla and Kudeki, 2010]. Although this can be considered a valid extension of the model, we found that there is a discrepancy between the assumptions made to derive the coefficients of the Fokker-Planck equation and the solutions obtained from it. As we discuss in Section B.2, steady-state solutions of the Fokker-Planck equation (B.3) with the standard Spitzer coefficients do not relax towards Maxwellian distributions if electron and ion temperatures are not equal. However, to derive the Spitzer coefficients, it is assumed that the particle distributions for the different species in a non-isothermal plasma are Maxwellian. Despite the fact that deviations of the steady-state solutions of (B.3) from Maxwellian distributions are very small, this issue brings up the question of the validity of the model.

In Section B.3, a modified version of the Spitzer friction coefficient is derived. This modified expression makes the steady-state solutions of the Fokker-Planck equation be exactly Maxwellian (even if electron and ion temperatures are different). Whether such a correction can be justified based on more fundamental physical principles than the ones exposed here will be the subject of a future investigation. A short discussion of our results presented in Section B.4 concludes this appendix.

B.2 Steady-State Solution of the Fokker-Planck Equation with Spitzer Collision Coefficients

In the case of a homogeneous stationary plasma, the friction vector and diffusion tensor of the Fokker-Planck equation (B.3) can be expressed in the forms

\[ \langle \Delta \mathbf{v} / \Delta t \rangle = -\beta(v)\mathbf{v} \]  \hspace{1cm} (B.4)

and

\[ \langle \Delta \mathbf{v} \Delta \mathbf{v}^T / \Delta t \rangle = \frac{D_{\perp}(v)}{2} \mathbf{I} + \left( D_{\parallel}(v) - \frac{D_{\perp}(v)}{2} \right) \frac{v v^T}{v^2}, \]  \hspace{1cm} (B.5)
where friction coefficient $\beta(v)$ and diffusion coefficients $D_\parallel(v)$ and $D_\perp(v)$ are only dependent on particle speed $v$. Note that particle diffusion is characterized by two coefficients, $D_\parallel(v)$ and $D_\perp(v)$, one for the diffusion in the direction parallel to the particle trajectory and the other for the diffusion in the perpendicular plane. Plugging expressions (B.4) and (B.5) into the Fokker-Planck equation (B.3), we get

$$
\left( \frac{\delta f_s}{\delta t} \right)_c = \nabla_v \cdot [\beta v f_s] + \frac{1}{2} \nabla_v \nabla_v : \left[ \left( \frac{D_\parallel}{2} \mathbf{I} + \left( D_\parallel - \frac{D_\perp}{2} \right) \frac{vv^\top}{v^2} \right) f_s \right].
$$

(B.6)

The second term in the right-hand side of this equation can be expanded using the following tensor identities

$$
\nabla_v \nabla_v : [g \mathbf{I}] = \nabla_v^2 g
$$

and

$$
\nabla_v \nabla_v : \left[ g \frac{vv^T}{v^2} \right] = \frac{2}{v^2} g + \frac{4}{v^2} v \cdot \nabla_v g + \frac{vv^T}{v^2} : \nabla_v \nabla_v g.
$$

(B.7)

(B.8)

where $g(v)$ is a scalar function. As a result, (B.6) becomes

$$
\left( \frac{\delta f_s}{\delta t} \right)_c = \nabla_v \cdot [\beta v f_s] + \nabla_v^2 \left[ \frac{D_\parallel}{4} f_s \right] + \frac{1}{v^2} \left[ \left( D_\parallel - \frac{D_\perp}{2} \right) f_s \right]
$$

$$
+ \frac{2v}{v^2} \cdot \nabla_v \left[ \left( D_\parallel - \frac{D_\perp}{2} \right) f_s \right] + \frac{1}{2} \frac{vv^T}{v^2} : \nabla_v \nabla_v \left[ \left( D_\parallel - \frac{D_\perp}{2} \right) f_s \right].
$$

(B.9)

In steady state, the density function $f_s$ is time independent; therefore,

$$
\left( \frac{\delta f_s}{\delta t} \right)_c = 0.
$$

(B.10)

In addition, since $\beta(v)$, $D_\parallel(v)$, and $D_\perp(v)$ are isotropic functions of particle speed $v$, the steady-state solution of (B.9) should also be an isotropic function, i.e., $f_s = f_s(v)$. Then, velocity derivatives in (B.9) can be written as

$$
\nabla_v g = \frac{v}{v} \frac{\partial g}{\partial v}, \quad \nabla_v \cdot g = \frac{1}{v^2} \frac{\partial}{\partial v} (v^2 g \cdot v), \quad \nabla_v^2 g = \frac{1}{v^2} \frac{\partial}{\partial v} \left( v^2 \frac{\partial g}{\partial v} \right),
$$

(B.11)
and
\[ \nabla_v \nabla_v g = \left( I - \frac{vv^T}{v^2} \right) \frac{1}{v} \frac{\partial g}{\partial v} + \frac{vv^T}{v^2} \frac{\partial^2 g}{\partial v^2}, \] (B.12)
leading to
\[
\left( \frac{\delta f_s}{\delta t} \right)_c = \frac{1}{v^2} \frac{\partial}{\partial v} \left( v^3 \beta f_s \right) + \frac{1}{v^2} \frac{\partial}{\partial v} \left( v^2 \frac{\partial}{\partial v} \left( \frac{D_{\perp}}{4} f_s \right) \right) + \frac{1}{v^2} \left( \left( D_{\parallel} - \frac{D_{\perp}}{2} \right) f_s \right) \\
+ \frac{2}{v} \frac{\partial}{\partial v} \left( \left( D_{\parallel} - \frac{D_{\perp}}{2} \right) f_s \right) + \frac{1}{2v^2} \frac{\partial^2}{\partial v^2} \left( \left( D_{\parallel} - \frac{D_{\perp}}{2} \right) f_s \right) = 0, \tag{B.13}
\]
which, after simplification, becomes
\[
\left( \frac{\delta f_s}{\delta t} \right)_c = \frac{1}{2v^2} \frac{\partial}{\partial v} \left( \frac{\partial}{\partial v} \left( v^2 D_{\parallel} f_s \right) + (2v^3 \beta - vD_{\perp}) f_s \right) = 0. \tag{B.14}
\]
Thus, the problem of computing the steady-state distribution \( f_s \) reduces to solving
\[
\frac{\partial}{\partial v} \left( v^2 D_{\parallel} f_s \right) + (2v^3 \beta - vD_{\perp}) f_s = C, \tag{B.15}
\]
where \( C \) is a constant of particle speed \( v \).

Among the different possible values that \( C \) can take, we choose \( C = 0 \) because it can be shown that, in this case, the solution of (B.15) does not have a singularity at the origin (i.e., at \( v = 0 \)). Then, equation (B.15) becomes
\[
\frac{\partial}{\partial v} \left( v^2 D_{\parallel} f_s \right) + (2v^3 \beta - vD_{\perp}) f_s = 0, \tag{B.16}
\]
or, equivalently,
\[
\frac{\partial f_s}{\partial v} + \frac{1}{v^2 D_{\parallel}} \left( \frac{\partial}{\partial v} \left( v^2 D_{\parallel} \right) + 2v^3 \beta - vD_{\perp} \right) f_s = 0. \tag{B.17}
\]
The solution of this equation is simply\(^2\)

\[ f_s(v) = \frac{1}{W_s} \exp \left( - \int_0^v p(v) dv \right), \tag{B.18} \]

where

\[ p(v) = \frac{1}{v^2 D_\parallel} \left( \frac{\partial}{\partial v} (v^2 D_\parallel) + 2v^3 \beta - vD_\perp \right) \tag{B.19} \]

and \( W_s \) is a scalar such that \( \int f_s(v) dv^3 = 1 \).

For the Spitzer coefficients defined in Section 2.5, namely

\[ \beta(v) = \sum_{s'} (1 + \frac{m_{s'}}{m_s}) N_{s'} \Gamma_{s/s'} \frac{1}{C_{s'}^2} \psi(z_{s'}), \tag{B.20} \]

\[ D_\parallel(v) = \sum_{s'} 2N_{s'} \Gamma_{s/s'} \frac{\psi(z_{s'})}{v}, \tag{B.21} \]

\[ D_\perp(v) = \sum_{s'} 2N_{s'} \Gamma_{s/s'} \frac{\phi(z_{s'}) - \psi(z_{s'})}{v}, \tag{B.22} \]

we can show, after some algebra, that

\[ p(v) = \frac{v}{C_s^2} \left( \frac{\sum_{s'} T_{s'}^2 N_{s'} q_{s'}^2 \ln \Lambda_{s's'} \psi(z_{s'})}{\sum_{s'_{s}} N_{s'} q_{s'}^2 \ln \Lambda_{s's'} \psi(z_{s'})} \right), \tag{B.23} \]

which can also be written in the following form

\[ p(v) = \frac{v}{C_s^2} \left( 1 + \frac{\sum_{s'} N_{s'} e_{s'}^2 \ln \Lambda_{s's'} \left( \frac{T_{s'}}{T_{s'}} - 1 \right) \psi(z_{s'})}{\sum_{s'_{s}} N_{s'} e_{s'}^2 \ln \Lambda_{s's'} \psi(z_{s'})} \right). \tag{B.24} \]

Then, placing this expression in (B.18), we can readily find that the steady-state density

\(^2\)A first order differential equation of the form

\[ \frac{\partial f(x)}{\partial x} + p(x)f(x) = q(x) \]

has the following solution

\[ f(x) = e^{-g(x)} \int_0^x q(x) e^{g(x)} dx + f(0) e^{-g(x)}, \]

where \( g(x) = \int_0^x p(x) dx. \)
function $f_s$ is equal to

$$f_s(v) = \frac{1}{W_s} \exp \left( -\frac{1}{C_s^2} \left( \frac{v^2}{2} + \frac{1}{v} \sum_{s' \neq s} N_{s'} e_{s'}^2 \ln \Lambda_{s's'} \left( \frac{T_{s'}}{T_s} - 1 \right) \psi(z_{s'}) \sum_{s''} N_{s''} e_{s''}^2 \ln \Lambda_{s's''} \psi(z_{s''}) dv \right) \right). \quad (B.25)$$

Note that, if the different species constituting a plasma are in thermal equilibrium (i.e., if $T_s = T_{s'}$), the density function (B.25) simplifies to

$$f_s(v) = \left( \frac{1}{2\pi C_s^2} \right)^{3/2} \exp \left( -\frac{v^2}{2C_s^2} \right), \quad (B.26)$$

thus, the steady-state distributions for all plasma species are exactly Maxwellian (which is in agreement with the assumption made to derive the Spitzer coefficients). On the other hand, however, if the plasma is not isothermal, the steady-state distributions deviate from the Maxwellian form as described by (B.25). For instance, let consider a single-ion plasma where $T_e > T_i$. In this case, the electron and ion steady-state distributions are given by

$$f_e(v) = \frac{1}{W_e} \exp \left( -\frac{1}{C_e^2} \left( \frac{v^2}{2} + \left( \frac{T_e}{T_i} - 1 \right) h_e(v) \right) \right) \quad (B.27)$$

and

$$f_i(v) = \frac{1}{W_i} \exp \left( -\frac{1}{C_i^2} \left( \frac{v^2}{2} + \left( \frac{T_i}{T_e} - 1 \right) h_i(v) \right) \right), \quad (B.28)$$

respectively, where functions $h_e$ and $h_i$ are defined as

$$h_e(v) \equiv \int_0^v \frac{\ln \Lambda_{ei}\psi(z_i)}{\ln \Lambda_{ee}\psi(z_e) + \ln \Lambda_{ei}\psi(z_i)} dv \quad (B.29)$$

and

$$h_i(v) \equiv \int_0^v \frac{\ln \Lambda_{ie}\psi(z_e)}{\ln \Lambda_{ie}\psi(z_e) + \ln \Lambda_{ii}\psi(z_i)} dv. \quad (B.30)$$

An analysis of these functions shows that the deviations of $f_e$ and $f_i$ from Maxwellian distributions are very small. To quantify the deviations, we have used the steady-state density functions (B.27) and (B.28) to calculate effective electron and ion temperatures and, then, compared these results to the values of $T_e$ and $T_i$ considered to specify the Spitzer coefficients. The effective particle temperatures have been computed using the
Figure B.1 Relative difference between the effective electron temperature $T_{\text{eff}}^{e}$ computed using (B.31) and the value of $T_e$ considered in the calculation of the Spitzer coefficients for an oxygen plasma. The difference is displayed as a function of $T_e/T_i$. Each curve corresponds to different constant values of $T_e$.

The following expression

$$T_{\text{eff}}^{s} = \frac{m_s}{3\kappa} \int v^2 f_s(v) dv = \frac{4\pi m_s}{3\kappa} \int_0^\infty v^4 f_s(v) dv,$$

(B.31)

where $m_s$ is the mass of particles of type $s$ (either electrons or ions) and $\kappa$ is the Boltzmann constant. In Figure B.1, the relative difference between the effective electron temperature $T_{\text{eff}}^{e}$ computed using (B.31) and the temperature $T_e$ considered in the calculation of the Spitzer coefficients for an oxygen plasma is displayed as a function of the ratio $T_e/T_i$.

Note that the different curves in Figure B.1, corresponding to different constant values of $T_e$, overlap each other. As we can see in this plot, $T_{\text{eff}}^{e}$ is lower than $T_e$ for any $T_e > T_i$ and the magnitude of the relative difference between these values increases with $T_e/T_i$; however, the difference is very small (of the order of $10^{-3}$ percent). In the case of the ion temperatures (see Figure B.2), $T_{\text{eff}}^{i}$ is greater than $T_i$ for any $T_e > T_i$. Although the differences between $T_{\text{eff}}^{i}$ and $T_i$ are larger than the ones found in the case of the electron temperatures, such differences are still small (of the order of one percent). Note that the
ion temperature difference reaches its maximum value around $T_e/T_i = 3$. Finally, for larger values of $T_e/T_i$, the effective temperature $T_{i}^{\text{eff}}$ becomes closer to $T_i$.

### B.3 Modified Spitzer Friction Coefficient

In the previous section, we found that the steady-state solution of the Fokker-Planck equation (B.6) is given by

$$f_s(v) = \frac{1}{W_s} \exp \left( - \int_0^v p(v') dv' \right), \quad \text{(B.32)}$$

where $p(v)$ has been defined in (B.19).

If we want the distribution $f_s$ to be Maxwellian, function $p(v)$ is constrained to be equal to $v/C_s^2$, where $C_s$ is the thermal speed of particle species $s$. Then, placing this condition in (B.19), we have that

$$\frac{v}{C_s^2} = \frac{1}{v^2 D_{\|}(v)} \left( \frac{\partial}{\partial v} \left( v^2 D_{\|}(v) \right) + 2v^3 \beta - v D_{\perp}(v) \right). \quad \text{(B.33)}$$
Solving for the friction coefficient $\beta(v)$, we obtain

$$\beta(v) = \frac{1}{2v^3} \left( \frac{v^3}{C_s^2} D_{\parallel}(v) + vD_{\perp}(v) - \frac{\partial}{\partial v} \left( v^2 D_{\parallel}(v) \right) \right). \quad (B.34)$$

Using Spitzer’s definitions for the diffusion coefficients $D_{\parallel}(v)$ and $D_{\perp}(v)$ in (B.34), we can find, after some manipulation, the following expression for the friction coefficient

$$\beta(v) = \sum_{s'} N_{s'} \Gamma_{s/s'} \left( 1 + \frac{T_{s'} m_s}{m_{s'}} \right) \frac{1}{C_{s'}^2} \frac{\psi(z_{s'})}{v}, \quad (B.35)$$

which can also be written in the following form:

$$\beta(v) = \sum_{s'} N_{s'} \Gamma_{s/s'} \left( 1 + \frac{m_s}{m_{s'}} \right) \frac{1}{C_{s'}^2} \frac{\psi(z_{s'})}{v} + \sum_{s'} N_{s'} \Gamma_{s/s'} \left( 1 - \frac{T_s}{T_{s'}} \right) \frac{1}{C_s^2} \frac{\psi(z_{s'})}{v}. \quad (B.36)$$

Above, the first sum is equal to the standard Spitzer friction coefficient (defined in Section B.2), while the second term is the “correction” needed to make the distribution exactly Maxwellian.

### B.4 Discussion

Concerns regarding the applicability of the Fokker-Planck equation with the Spitzer coefficients to study the effects of Coulomb collisions on the shape of the incoherent scatter spectrum were raised during our studies. First, we were concerned about the compatibility of this collision model with the general framework of incoherent scatter spectrum theories presented in Chapter 2. As we have discussed earlier in this dissertation, one of the fundamentals principles on which our general framework is based is the fluctuation-dissipation or generalized Nyquist theorem. The theorem relates the spectrum of thermally driven density fluctuations and the conductivity function of each plasma species. However, the simple form of the theorem given in Chapter 2 (see expression (2.10)) is only valid if the velocity distribution of the particle species is Maxwellian. Although a more general formulation of the theorem is available [Sitenko, 1999], its application would further complicate the spectrum model. As we have shown in Section B.2, the steady-state solution of the
Fokker-Planck equation with the Spitzer coefficients is exactly Maxwellian only in the case of strict thermal equilibrium (i.e., when $T_e = T_i$). However, for typical F-region plasma configurations, it was verified that, if the electron and ion temperatures are not equal, the deviation of the steady-state distribution from a Maxwellian form is very small and can be neglected for any practical purpose. Therefore, the fluctuation-dissipation theorem, as stated in equation (2.10), can be considered a good approximation for the Fokker-Planck Spitzer collision model used in our studies.

A second concern that drew our attention was whether ionization and recombination processes should be considered in our collision model. As we have already mentioned, Spitzer coefficients come from a more general formulation of the Fokker-Planck equation in terms of the so-called Rosenbluth potentials [Rosenbluth et al., 1957]. In deriving these potentials, it is assumed that the plasma is fully ionized; thus, particles in the medium are only allowed to experience Coulomb collisions. Since ionization and recombination are disregarded, Rosenbluth’s model predicts the relaxation of the plasma to strict thermal equilibrium. Then, the reader may question the use of Spitzer coefficients to study non-isothermal plasmas, because this state is the result of a balance between ionization, recombination, and transport phenomena, which are processes that have been neglected in our model. Since production and recombination are relatively slow processes, their effects on incoherent scatter radar signals are typically ignored. This can be considered a valid approach for most radar viewing directions except, maybe, for observations perpendicular to the geomagnetic field, in which case the correlation time of the incoherent scatter signal becomes of the order of one second. This issue will be investigated in future studies.

In an attempt to develop a more appropriate collision model for non-isothermal plasmas, we derived a modified expression for the Spitzer friction coefficient based on the assumption that the particle distributions in a stationary plasma are Maxwellian even in the case of unequal electron and ion temperatures. The derivation of the modified coefficient is given in Section B.3. As we have already mentioned, the first term in (B.36) is the standard expression for the Spitzer friction coefficient, while the second term is the “correction” needed to make the distribution exactly Maxwellian. If we associate the cor-
rection term with ionization and recombination processes, we can interpret this term as the heating (cooling) rate required by the electrons (ions) to sustain the $T_e > T_i$ stationary state. Whether the modified Spitzer friction coefficient can be derived from a physical model for ionization and recombination processes will be the subject of future research.
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