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ABSTRACT

The affective aspect of music (popularly known asimmood) is a newly emerging
metadata type and access point to music informalbionit has not been well studied in
information science. There has yet to be devel@pguitable set of mood categories that can
reflect the reality of music listening and can baladopted in the Music Information Retrieval
(MIR) community. As music repositories have growrah unprecedentedly large scale, people
call for automatic tools for music classificatiomdarecommendation. However, there have been
only a few music mood classification systems withaptimal performances, and most of them
are solely based on the audio content of the mugiec text and social tags are resources

independent of and complementary to audio contenhéve yet to be fully exploited.

This dissertation research takes up these probdechsims to 1) summarize fundamental
insights in music psychology that can help inforimrascientists interpret music mood; 2)
identify mood categories that are frequently usgddal-world music listeners, through an
empirical investigation of real-life social taggéipd to music; 3) advance the technology in
automatic music mood classification by a thorougtestigation on lyric text analysis and the
combination of lyrics and audio. Using linguistesources and human expertise, 36 mood
categories were identified from the most populaiadags collected from last.fm, a major
Western music tagging site. A ground truth datag&t296 songs in 18 mood categories were
built with mood labels given by a number of reé-lisers. Both commonly used text features
and advanced linguistic features were investigasadyell as different feature representation
models and feature combinations. The best perfaymync feature sets were then compared to a

leading audio-based system. In combining lyric andio sources, both methods of feature



concatenation and late fusion (linear interpol3gtminclassifiers were examined and compared.
Finally, system performances on various numbetsaafing examples and different audio
lengths were compared. The results indicate: lipktags can help identify mood categories
suitable for a real world music listening enviromme?) the most useful lyric features are
linguistic features combined with text stylisti@afares; 3) lyric features outperform audio
features in terms of averaged accuracy acroseadlidered mood categories; 4) systems
combining lyrics and audio outperform audio-onlydyric-only systems; 5) combining lyrics
and audio can reduce the requirement on trainite $lae, both in number of examples and in

audio length.

Contributions of this research are threefold. Otho@ology, it improves the state of the art
in music mood classification and text affect analys the music domain. The mood categories
identified from empirical social tags can compleirtéose in theoretical psychology models. In
addition, many of the lyric text features examiiethis study have never been formally studied
in the context of music mood classification normbeempared to each other using a common
dataset. On evaluation, the ground truth datas#tibuhis research is large and unique with
ternary information available: audio, lyrics anatisbtags. Part of the dataset has been made
available to the MIR community through the Musitoimation Retrieval Evaluation eXchange
(MIREX) 2009 and 2010, the community-based evatwefiamework. The proposed method of
deriving ground truth from social tags providese#fiective alternative to the expensive human
assessments on music and thus clears the wayg®daale experiments. On application,
findings of this research help build effective afficient music mood classification and
recommendation systems by optimizing the interaabbmusic audio and lyrics. A prototype of

such systems can be accessed at http://moodydb.com.
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CHAPTER 1: INTRODUCTION

1.1 INTRODUCTION

“Some sort of emotional experience is probablyrttaén reason behind most people’s

engagement with music” (Juslin & Sloboda, 2001).

Nowadays people play music more often than evet tlae need for an easy way for daily
users to search for music continues to rise. Rekdws been conducted to analyze similarities
among music pieces based on which music can baiagghin groups and recommended to
users with suitable tastes. Until recently, mossimalassification studies focused on classifying
music according to genre or artist style. The diffecaspect of music (popularly known as music

mood) has recently become yet another importateran in classifying music.

Music psychology research has disclosed that fieetafe aspects of music are important in
defining “being musically similar” (Huron, 2000) h& emotional component of music has been
recognized as the most strongly associated withawmxpressivity (Juslin, Karlsson, Lindstrom,
Friberg, & Schoonderwaldt, 2006), and research asicrinformation behavior has also
identified music mood as an important criterioncubg people in music seeking and
organization (Vignoli, 2004; Bainbridge, CunninghatnDownie, 2003; Downie &

Cunningham, 2002; Lee & Downie, 2004; Cunninghamge3, & Jones, 2004; Cunningham,
Bainbridge, & Falconer, 2006; to name a few). Hogrewmost existing music repositories do not
support access to music by mood. In fact, musicdndoe to its subjectivity, has been far from
well studied in information science. Especially anthe concept of Web 2.0, the general public

can post their opinions on music pieces and theisl yiollective wisdom augmenting value of



music itself and creating the social context of Imgeeking and listening. Although the affect
aspect of music has long been studied in musichadygy, such social context has not been
considered. Therefore, music mood turns out to hevametadata type for music. There has yet
to be developed a suitable set of mood categdrascan reflect the reality of music listening

and can be well adopted in the music informatidneeal (MIR) community.

As the Internet and computer technologies enalidelpgo access and share information on
an unprecedentedly large scale, people call famaatic tools for music classification and
recommendation. However, only a few existing masassification systems focus on mood.
Most of them are solely based on the audio cohtefrthe music, but mood classification also

involves sociocultural aspects not extractable feawrdio using current audio technology.

Studies have indicated lyrics and social tagsraportant in MIR. For example,
Cunningham et al. (2006) reported lyrics as thetmmesntioned feature by respondents in
answering why they hated a song. Geleijnse, SchadlKnees (2007) used social tags
associated with music tracks to create a grourtt set for the task of artist similarity
identification. Recently, researchers have stadeskploit music lyrics in music classification
(e.g., Laurier, Grivolla, & Herrera, 2008; MayerelNnayer, & Rauber, 2008) and hypothesize
that lyrics, as a separate source from music andgght be complementary to audio content.

This dissertation research is also premised obéhef that lyrics and social tags would be

! In this dissertation, “audio” in “audio contentdudio-based” and “audio-only” refers to the audiedia of music
files such as .wav and .mp3 formats. In vocal musigging of lyrics is recorded in the audio mefiliss, but audio
engineering technology has yet to be developedtectly and reliably transcribe lyrics from meéllas, and thus

“audio” in most MIR research is independent ofdgpi



complementary to audio information, and thus ives to improve the state of the art in

automatic music mood classification by using auljiacs and social tags.

1.2 ISSUES IN MUSIC MOOD CLASSIFICATION

In recent years, while more and more attention iR k&searchers has been drawn to music
mood classification, several important issues lewerged, and resolving these issues becomes
necessary for further progress on this topic. Tlesees are: mood categories, ground truth
datasets and multi-modal systems. This dissertati@mpts to respond to these issues by

exploiting multiple information sources of musigrits, audio and social tags.

1.2.1 Mood Categories

There are no existing standard mood categoriesraitiMIR or in music psychology. Music
psychologists have proposed a number of music muadels over the years, but the models
generally lack the social context of music listenfduslin & Laukka, 2004). It is unknown
whether the models can fit well with today’s reali®n the other hand, MIR researchers have
conducted experiments using different and smadl semood categories. Besides the problem
that these mood categories may have oversimplifiedeal problem in the real-life music
listening environment, using different mood catég®makes it hard to compare the

performances across various classification appesch

1.2.2 Ground Truth Datasets

Besides mood categories, a dataset with grounld kabels is necessary for a scientific

evaluation on music mood classification. As in méasks in information retrieval, the human is



the ultimate judge. Thus ground truth datasetxistiag experiments were mostly built by
recruiting human assessors to manually label npistes, and then selecting pieces with (near)
consensus on human judgments. However, judgmentsusit are very subjective, and it is hard
to achieve agreements across assessors (Skowhokkney, & van de Par, 2006). This has
seriously limited the sizes of experimental dataseid necessary validation on inter-assessor
credibility. As a result, experimental datasetsaligwconsist of merely several hundreds of

music pieces, and each piece is judged by at st human assessors, and in many cases, by
only one assessor (e.g., Trohidis, Tsoumakas,risalé Vlahavas, 2008; Li & Ogihara, 2003;

Lu, Liu, & Zhang, 2006).

The situation is worsened by the intellectual propeegulations on music materials, which
effectively prevents sharing ground truth datasetis audio content among MIR researchers
affiliated with different institutions. Thereforg,is clear that to enhance the development and
evaluation in music mood classification, and in M#8earch in general, a sound method is

much in need to build ground truth sets of reliaplality in an efficient manner.

1.2.3 Multi-modal Classification

Until recent years, MIR systems have focused oglsimodal representation of music,
mostly on audio content and some on symbolic scdiles seminal work of Aucouturier and
Pachet (2004) pointed out that there appeared &"gkass ceiling” in audio-based MIR, due to
the fact that some high-level music features watmantic meanings might be too difficult to be
derived from audio using current technology. Hemesearchers started paying attention to
multi-modal classification systems that combineiawachd text (e.g., Neumayer & Rauber, 2007,

Aucouturier, Pachet, Roy, & Beurivé, 2007; Dhan@&rajogan, 2005; Muller, Kurth, Damm,



Fremerey, & Clausen, 2007) or audio, scores andisKay & Fujinaga, 2008). However, to
date only a handful of multi-modal studies werenwood classification (Yang & Lee, 2004;
Laurier et al., 2008; Yang et al., 2008), and trstadies only used basic text features extracted
from lyrics. Systematic studies on various lyriatigres and hybrid methods of combining
multiple sources are needed to advance the staite @irt in multi-modal music mood

classification.

1.3 RESEARCH QUESTIONS

Aiming at resolving the aforementioned issues irsimmood classification, this dissertation
research raises an overarching research questiarhdt extent can lyrics and social tags help in

categorizing music in regard to mood? It can b&de into the following specific questions.

1.3.1 Identifying Mood Categories from Social Tags

With the birth of Web 2.0, the general public canvrpost text tags on music pieces and
share these tags with others. The accumulatedagercan yield so called “collective wisdom”
that can augment the value of music itself andterthee social context of music seeking and
listening. Specifically, there are two major adweay@s of social tags. First, social tags are
assigned by real music users in real-life mustetimg environments, thus they represent the
context of real-life music information behaviordteethan labels assigned by human assessors
in laboratory settings. Second, social tags aviglahline are in a large quantity incomparable to
datasets collected by human evaluation experimpragjding a much richer resource of

discovering users’ perspectives.



The advantages have attracted researchers to espbial tags in categorizing music by
mood (Hu, Bay, & Downie, 2007a) and by artist samtly (Levy & Sandler, 2007), yet the study
by Hu et al. (2007a) yielded an oversimplified gednly 3 mood categories. Very few, if any of
these studies have adequately addressed the fofjaskiortcomings of social tags as summarized
by Guy and Tonkin (2006). First, social tags areamtrolled and thus contain much noise or
junk tags. Second, many tags have ambiguous mesarftng example, “love” can be the theme
of a song or a user’s attitude towards a song.dTkimajority of tags are tagged to only a few
songs, and thus are not representative (so cdbed-tail” problenf). Fourth, some tags are
essentially synonyms (e.g., “cheerful” and “joyfuland thus do not represent distinguishable

categories. To address these problems, the fgstreh question of this dissertation is:

Research Question 1: Can social tags be used tondiéy a set of reasonable mood

categories?

The “reasonableness” of the resultant mood categ@idefined using two criteria: 1) they
should comply with common intuitions regarding neusiood; and 2) they should be at least
partially supported by theories in music psycholdgis unreasonable to expect full accordance
between mood categories identified from social t&ag$those in music psychology theories,
because today’s music listening environment wittb\®# and social tagging is very different
from the laboratory settings where the music pshahostudies were conducted. In fact, mood

models in music psychology have been criticizeddoking the social context of music listening

2 “long-tail” means the tag distribution follows ayer law: many tags are used by a few users whilgafew

tags are used by many users (Guy & Tonkin, 2006).



(Juslin & Laukka, 2004). For this very reason, tt@od categories identified from empirical

data of social tags can be complementary and l@alefd music psychology research.

To answer this question, a new method is propaséerive mood categories from social
tags, by combining the strength of linguistic reses and human expertise. The resultant mood
categories are then compared to influential moodetsoproposed by music psychologists.

Particularly, the following questions will be addsed in the comparison:

1) Is there any correspondence between the identhéehories and the categories in
psychological models?
2) Do the distances between the identified mood categ) show similar patterns to those in

the psychological models?

Such comparison will disclose whether findings freocial tags can be supported by the

theoretical models and what the differences aredomi them.

1.3.2 Best Lyric Features

Lyrics contain very rich information from which matypes of features can be extracted.
However, existing work on music mood classificatibat used lyric information only exploited
the very basic, commonly used features such agebwords and part-of-speech. To fill this
intellectual gap, this dissertation examines araduates a wide range of lyric text features
including the basic features used in previous ssydinguistic features derived from affect
lexicons and psycholinguistic resources, as weleasstylistic features. The author attempts to
determine the most useful lyric features by systeraldy comparing various lyric feature types

and their combinations.



Research Question 2: Which type(s) of lyric featureare the most useful in classifying

music by mood?

A variety of text features are extracted from IgriDetails on the features are described in
Section 6.2. As there is not enough evidence tothgsize which feature type(s) or their
combination would be the most useful, all featypes and combinations are evaluated in the
task of mood classification, and their classificatperformances are compared using statistical

tests (see Section 4.1).

1.3.3 Lyrics vs. Audio

Previous studies have generally reported lyrice@lwere not as effective as audio in music
classification (e.g., Li & Ogihara, 2004; Mayeradt 2008) and artist similarity identification
(Logan, Kositsky, & Moreno, 2004). The third resgmquestion is to find out whether this is
true for music mood classification with the lyrgatures that have not been previously

evaluated.

Research Question 3: Are there significant differeces between lyric-based and audio-
based systems in music mood classification, giveoth systems use the Support Vector

Machines (SVM) classification model?

The best performing lyric features determinedesearch question 2 are used to build a
lyric-based mood classification system. It is tkempared to the best performing audio-based
system evaluated in the Audio Mood Classificatid@M(C) task in the Music Information
Retrieval Evaluation eXchange (MIREX) 2007 and 20@8REX is a community-based

framework for the formal evaluation of algorithnredaechniques related to MIR development.



Its results reflect the best results for the tgBlk@wvnie, 2008). The performance of a top-ranked

system in the AMC tasks sets a difficult baseligaiast which comparisons must be made.

All audio-based classification systems in MIREXwasd| as systems in most other music
classification studies applied standard superdisaching models such as K-Nearest Neighbor
(KNN), Naive Bayes, and Support Vector MachinesNBVAmong the learning models, SVM
seems the most popular model with top performahies. dissertation uses SVM as the
classification model for two reasons: 1) the seléctudio-based system uses SVM; and 2) SVM
achieved the best or close to the best resultetimnMIR and text categorization experiments in
general (Mandel, Poliner, & Ellis, 2006; Hu, Downli@urier, Bay, & Ehmann 2008a;

Tzanetakis & Cook, 2002; Yu, 2008).

1.3.4 Combining Lyrics and Audio

In machine learning, it is acknowledged that migtipdependensources of features will
likely compensate for one another, resulting irtdrgterformances than approaches using any
one of the sources (Dietterich, 2000). Previouskiomusic classification has used such hybrid
sources as audio and lyrics (e.g., Mayer et ab8pQudio and symbolic scores (e.g., McKay &
Fujinaga, 2008), etc., and has shown improved padace. Thus, one hypothesis in this
dissertation is that hybrid systems combining awaudtid lyrics perform better than systems using

either source.

Research Question 4: Are systems combining audio diyrics significantly better than

audio-only or lyric-only systems?



There are two popular approaches in assemblingdhglgstems (also called “fusion
methods”). The most straightforward one is featumecatenation where two feature sets are
concatenated and the classification algorithmsoruthe combined feature vectors (e.g. Laurier
et al., 2008; Mayer et al., 2008). The other metisaaften called “late fusion” which combines
the outputs of individual classifiers based oneatéht sources, either by (weighted) averaging
(e.g., Bischoff et al., 2009b; Whitman & Smarag@i302) or by multiplying (e.g., Li & Ogihara,
2004). To answer this research question, both flusiethods are implemented, and the
performances of hybrid systems and systems bassthgie sources are compared using

statistical tests.

1.3.5 Learning Curves and Audio Lengths

A learning curve describes the relationship betwaassification performance and the
number of training examples. Usually performanaeaases with the number of training
examples, and the point where performance stopsasmg indicates the minimum number of
training examples needed for achieving the begbpaance. In addition to classification
performances, the learning curve is also an importeasure for the effectiveness of a
classification system. Therefore, the comparisoteaming curves of the hybrid systems and
single-source-based systems can reveal whethericmmlyrics and audio helps reduce the
number of training examples needed for achievingparable or better performances as audio-

only or lyric-only systems.

Due to the time complexity of audio processing, MiRtems often process tkeecond
audio clips truncated from the middle of the oraitracks instead of the complete tracks, where

x often equals 30 or 15. As text processing is nfaster than audio processing, it is of practical
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value to find out whether combining complete lynash short audio excerpts can help
compensate the (possibly significant) informatiossl due to the approximation of complete

tracks with short clips.

Research Question 5: Can combining lyrics and audibelp reduce the amount of
training data needed for effective classificationin terms of the number of training

examples and audio length?

To answer this question, performances of the hydmmi single-source-based systems are
compared given incrementing numbers of trainingyg{as as well as audio clips with

incrementing lengths extracted from the originatks.

1.3.6 Research Question Summary

The five research questions are closely relatedeact is built upon the previous one.
Together they answer the overarching question of lgacs and social tags can help in music

mood classification. Figure 1.1 illustrates thermactions among the research questions.

1.4 CONTRIBUTIONS

This dissertation is one of the first efforts irpliting music associated text in classifying
music in the mood dimension, and also is one ofiteesystematic evaluations of lyric features
in music mood classification. Contributions carclassified into three levels: methodology,

evaluation and application.
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Figure 1.1 Research questions and experiment flow

1.4.1 Contributions to Methodology

This research is one of the first in the MIR comityto review and summarize important
studies on music mood in music psychology litemtgiving MIR researchers and information

scientists theoretical ground and insights on mosod.

Mood categories have been a much debated topidi Whis dissertation research
identifies mood categories that have been useeéddyusers in a real-life music listening
environment. The categories derived from empirscalial tag data serve as a concrete case of

aggregated real-life music listening behaviors,olildan then be used as a reference for studies
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in music psychology. In general, the comparisothefmood categories derived from social tags
to those in psychological models establishes amplaof refining and/or adapting theories and

models to better fit the reality of users’ informoat behaviors.

Text affect analysis has been an active reseapit ito text mining in recent years (Pang &
Lee, 2008), but has just started being applietiéantusic domain. Many of the lyric text features
examined in this dissertation have never been flyrstudied in the context of music mood
classification. Similarly, most of the feature tygpmmbinations have never previously been
compared to each other using a common dataset, Thsislissertation research advances the

state of text affect analysis in the music domain.

Fusion methods have recently started being usedritbining multiple sources in music
classifications, but different fusion methods heaely been compared on a common dataset.
This dissertation compares two fusion methods,thadesult provides suggestions for future

research in music mood classification.

1.4.2 Contributions to Evaluation

As mentioned before, an effective and scalableuat@n approach is much needed in the
music domain. In this dissertation, a large grourath dataset is built from social tags without
recruiting human assessors (see Section 5.2). Mp@ged method of deriving ground truth
from social tags can help reduce the prohibitivet o human assessments and clear the way to

large scale experiments in MIR.

The ground truth dataset built for this study igque. It contains 5,296 unique songs in 18

mood categories with mood labels given by a nurobegal-life users. This is one of the largest
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experimental datasets in music mood classificatith ternary information sources available:
audio, lyrics and social tags. Part of the dathastbeen made available to the MIR community
through the 2009 and 2010 iterations of the MIREXtving as a testbed accessible to the entire
MIR community, this dataset helps facilitate theelepment and comparison of new techniques

in music mood classification.

1.4.3 Contributions to Application

Music mood classification and recommendation systara direct applications of this
dissertation research. Based on the findings, anelug in existing tools on text categorization,
audio feature extraction and fusion methods todoaiystem that combines audio and text in an
optimized way. Moody is an online prototype of sagplications (Hu et al., 2008b). It

recommends music in similar moods and classifiessuisongs on-the-fly.

The answers to research question 5 on learningsward audio length give a practical
reference on whether combining lyrics and audioreailice the number of needed training
examples and the length of audio a system haot®eps. Training examples are expensive to
obtain and audio processing is computationally demprherefore, answers to this research

guestion may help improve the efficiency of musimoah classification systems.

In this research, lyrics and social tags associatdsongs are collected from various Web
services such as lyrics databases and music stiaggong sites. This is an example of
applications collecting and integrating informatfoom heterogeneous resources. During a pilot
study of this dissertation research, a prototypd &arch system has been developed to crawl

and integrate complementary information of alburosnf multiple websites, including mildb.org
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for lyrics, last.fm for tags, epinions.com for useviews and amazon.com for images and

editorial reviews (Hu & Wang, 2007).

1.5 SUMMARY

This chapter introduced three important issuesusioomood classification that motivated
this dissertation research: the lack of a set adanmategories suitable for today's music listening
environment, the prohibitively expensive cost iveal in building ground truth datasets, and the

premise of combining multiple resources in ordeintprove classification performances.

Five research questions were proposed in this ehaphese questions are closely related
and each is built upon the previous one. The arsteehese questions will collectively shed
light on the fundamental question of how lyricsgiabtags and audio interact with one another

with regard to music mood.

Expected contributions of this research were suna®dinto three levels: methodology,
evaluation and application. This research will ciimite to the literature of music information
retrieval, text affect analysis as well as musicpslogy. These related fields will be reviewed

in the next chapter.
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CHAPTER 2: LITERATURE REVIEW

2.1 MOOD AS A NOVEL METADATA TYPE FOR MUSIC

Traditionally music information is organized and@ssed by bibliographic metadata such as
title, composer, performer and release date. Howegeent MIR studies have pointed out that
traditional bibliographic information of music iarffrom enough for effective MIR systems
(Futrelle & Downie, 2002; Byrd & Crawford, 2002; €& Downie, 2004). Futrelle and Downie
(2002) called for both descriptive and contextuatadata; Lee and Downie (2004) pointed out

the importance of associative and perceptual metdday., use, mood, rating, etc.).

In recent years, as online music repositories aoeiming more popular, new non-traditional
metadata have emerged in organizing music. Hu awhi2 (2007) explored the 179 mood
labels on AllMusicGuid&and analyzed the relationships that mood has geitite and artist.

The results show that music mood, as a new typeusic metadata, appears to be independent
of genre and artist. Therefore, mood, as a newsaqo&int to music information, is a necessary

complement to established ones.

2.2 MOOD IN MUSIC PSYCHOLOGY

In the information science and MIR community, ma®d novel metadata type and thus
there are many fundamental issues on music moodinarg unresolved. For example, there is
no terminology consensus on the very topic in qaessome researchers use “music emotion,”

some others use “music mood” to refer to the affecspects of music. On the other hand, there

? http://www.allmusic.com, a popular metadata serviwat reviews and categorizes albums, songs istsar
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is a long history of influential studies in muskyphology where these issues have been well
studied. Hence, MIR researchers and informatioansists who are interested in music mood
should learn from music psychology literature oedttetical issues such as terminology and
sources of music mood. This section reviews andhsanzes important findings in

representative studies on music and mood in mssichlogy.

2.2.1 Mood vs. Emotion

Since the early stage of music psychology studesgarchers have paid attention to
clarifying the concepts ahoodandemotion The most influential first work formally analyzjn
music and mood using psychological methodologigsabably Meyer'sEmotion and Meaning
in Music(Meyer, 1956). In this book, Meyer stated thatotionis “temporary and evanescent”
while moodis “relatively permanent and stable.” Sloboda amlid (2001) followed Meyer’s

point after summarizing related studies during lyeihalf century.

In music psychology, bottmotionandmoodhave been used to refer to the affective effects
of music, buemotionseems to be more popular (Capurso et al., 1958nXt al., 2006; Meyer,
1956; Schoen & Gatewood, 1927; Sloboda & Juslif120However, in MIR, researchers tend
to choosanoodoveremotion(Feng, Zhuang, & Pan, 2003; Lu et al., 2006; Maedal., 2006;
Pohle, Pampalk, & Widmer, 2005). In addition, exigtmusic repositories also useodrather
thanemotionas a metadata type for organizing music (e.g\MadiicGuide and APK). While

MIR researchers have yet to be formally interviewadvhy they chose to useood the author

* http://www.apmmusic.com It claims to be “the wesltading production music library and music sesi”
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hypothesizes that there are at least two reasomd|f® researchers to make a different choice

from their colleagues in music psychology:

First, as stated by Meyanoodrefers to a relatively long lasting and stable somal state.
While psychologists emphasize human responsegimugastimuli of emotion, MIR researchers,
at least at the current stage, are more inter@stin@ general sentiment that music can convey.
In other words, music psychologists focus on thwy gebjective responses to music which can
be acute, momentary and fast changing, while tHe 8&immunity tries to find the common

affective themes of music that are recognized byynmeeople and are less volatile.

Second, the research purposes of the two discgpéne different. Music psychologists want
to discover why a human has emotional responsesisic while MIR researchers want to find a
new metadata type to organize and access musictebjée former focuses on a human’s
responses, the latter focuses on music. It is timeaim who hasmotion Music does not have

emotion but it can carry a certamood

Therefore, this research continues the choice & Mkearchers and adopts the terasic
moodrather tharemotion However, it is noteworthy that the two conceptsraot absolutely
detached. To some extent, their difference mairlyih granularity. MIR researchers can still
borrow insights from music psychology studies.datf when MIR technologies are developed
to a level where individual and transitory affeetresponses become the subject of study, it is

possible that the MIR community may change to adopiotion of musiemotion
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2.2.2 Sources of Music Mood

Where music mood comes from is a question MIR rebeas are interested in. Does it
come from the intrinsic characteristics of musiegais or from the extrinsic context of music
listening behaviors? The answer to this questionlévbave significant implications on

assigning mood labels to music pieces either byl learby computer programs.

From as early as Meyer (1956), there have beertbntrasting views of music meanings in
music psychology: the absolutist versus referastiglews. The absolutist view claimed
“musical meaning lies exclusively within the corttexthe work itself” (p. 1) while the
referentialist proposed “musical meanings refahtextra-musical world of concepts, actions,
emotional states, and character.” (p. 1) Meyer askedged the existence of both types of
musical meanings. Later, Sloboda and Juslin (280hyped Meyer’s view by presenting two
sources of emotion in music: intrinsic emotion aw¢rinsic emotion. Intrinsic emotion is
triggered by specific structural characteristicshaf music while extrinsic emotion is from the
semantic context related but outside the musicréibee, the suggestion for MIR is that music
mood should be a combination of music contentfitssdl the social context where people listen
to and share opinions about music. In fact, reaeat studies in MIR have confirmed this point
of view (e.g., Lee & Downie, 2004) and automaticsioicategorization systems (e.g.,
Aucouturier et al., 2007) have started to combimsimcontent (e.g., audio, lyrics, and symbolic

scores) and context (e.g., social tags, playlstd, reviews).
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2.2.3 What We Know about Music Mood

Beside terminology and sources of music mood, masychology studies on music mood

have a number of fundamental generalizations dratenefit MIR research.

1. Mood effect in music does exist. Ever sinceyeexperiments (pre-1950) on
psychological effects of music, studies have camdidl the existence of the functions of music in
changing people’s mood (Capurso et al., 1952% dtiso agreed that it seems natural for listeners

to attach mood labels to music pieces (Slobodas8irJu2001).

2. Not all moods are equally likely to be arousgdigtening to music. In a study conducted
by Schoen and Gatewood (1927), human subjects asiexl to choose from a pre-selected list
of mood terms to describe their feelings whileglishg to 589 music pieces. Among the
presented moods, sadness, joy, rest, love, anthpmgre among the most frequently reported

while disgust and irritation were the least frequames.

3. There do exist uniform mood effects among défifepeople. Sloboda and Juslin (2001)
summarized that listeners are often consisterttair judgment about the emotional expression
of music. Early experiments by Schoen and Gatewd®d7) also showed “the moods induced
by each (music) selection, or the same class et8eh, as reported by the large majority of our
hearers, are strikingly similar in type” (p. 14SJch consistency is an important ground for

developing and evaluating music mood classificatemtniques.

4. Not all types of moods have the same level of@gent among listeners. Schoen and

Gatewood (1927) ranked joy, amusement, sadnesfmgtirest, and love as the most consistent
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moods while disgust, irritation, and dignity werfetlee lowest consistency. The implication for

MIR is that some mood categories would be hardetassify than others.

5. There is some correspondence between listejueigrents on mood and musical
parameters such as tempo, dynamics, rhythm, tinaltieulation, pitch, mode, tone attacks, and
harmony (Sloboda & Juslin, 2001). Early experimesttswed that the most important music
element for excitement was a swift tempo; modalis important for sadness and happiness,
but was useless for distinguishing excitement foam; and melody played a very small part in
producing a given affective state (Capurso etl@52). Schoen and Gatewood (1927) pointed
out that the mood of amusement largely depended upcal music: humorous description,
ridiculous words, peculiarities of voice and manaex the most striking means of amusing
people through music” (p. 163). This has been exidd by the category,
“humorous/silly/quirky” used in the AMC task in MEX from 2007 to 2010. A subsequent
examination of the AMC data found that music pieoesiually labeled with this category
primarily had the above-mentioned quality. Suchregpondence between music mood and
musical parameters has very important implicatfonslesigning and developing music mood

classification algorithms.

2.2.4 Music Mood Categories

Studies in psychology have proposed a number oefsath human emotions, and music

psychologists have adopted and extended a fewemtial models.

The six “universal” emotions defined by Ekman (1p&hger, disgust, fear, happiness,

sadness, and surprise, are well known in psycholdgwever, since they were designed for
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encoding facial expressions, some of them may ectltable for music (e.g., disgust), and
some common music moods are missing (e.g., calothisg, and mellow). In music
psychology, the earliest and still best-known gystic attempt at creating a music mood
taxonomy was by Hevner (1936). Hevner designedigectwve circle of eight clusters of
adjectives as shown in Figure 2.1, from which cae see: 1) the adjectives within each cluster
are close in meaning; 2) the meanings of adjadastars would differ slightly; and, 3) the

difference between clusters gets larger step lpywstél a cluster at the opposite position is

reached.

[
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dark

Figure 2.1 Hevner's adjective cycle (Hevner, 1936)

Both Ekman’s and Hevner’'s models belongategoricalmodels because the mood spaces
consist of a set of discrete mood categories. Aaratlell recognized kind of models is the

dimensionamodels, where emotions are positioned in a coatisumultidimensional space. The
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most influential ones contain such dimensiongasnce(happy-unhappy)grousal(active-
inactive), andlominancg dominant-submissive) (Mehrabian, 1996; Russé&Bdl Thayer,
1989). However, there is no consensus on how mangrgions there should be and which
dimensions to consider. For example, a well citedysby Wedin (1972) identified three
dimensionsintensity-softnespleasantness-unpleasantn@sslsolemnity-triviality while
another study by Asmus (1995) found nine dimensievi$ sensualpotency humor, pastoral

longing, depressionsedative andactivity.

Among all these dimensional models, Russell’s moéiéhe combination ofalenceand
arousaldimensions (Russell, 1980) has been adoptedew a&kperimental studies in music
psychology (e.g., Schubert, 1996; Tyler, 1996), lsitid researchers have been using similar
taxonomies based on this model (e.g., Kim, Schriidmelle, 2008; Laurier et al., 2008; Lu et
al., 2006). As shown in Figure 2.2, the originakBell’'s model places 28 emotion denoting

adjectives on a circle in a bipolar space congistifvalenceandarousaldimensions.

In fact, categorical models and dimensional modatsot be completely separated.
Gabrielsson and Lindstrom (2001) argued that Hésmeodel suggested an implicit
dimensionality similar to the combinationwdlence(cluster 2 — cluster 6) aratousal(clusters

7/8 — clusters 4/3).

All these psychological models were proposed ifatory settings and thus were criticized
as having a lack of social context of music listgnfJuslin & Laukka, 2004). Therefore, this
dissertation research promises that a set of nmigad categories derived from social tags

would be rich in social context, since social tagsposted in the most natural music listening
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environment by real-life users. The identified m@adkegories are compared to both categories

in Hevner's model and those in Russell’'s model Geetion 3.3).
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droopy
tired sleepy

Figure 2.2 Russell's model with two dimensions: atgsal and valence (Russell, 1980)

2.3 MUSIC MOOD CLASSIFICATION

2.3.1 Audio-based Music Mood Classification

Most existing work on automatic music mood classtfion is exclusively based on audio
features among which timbral and rhythmic featamesthe most popular across studies (e.g., Lu
et al., 2006; Pohle et al., 2005; Trohidis et2008). The datasets used in these experiments
usually consisted of several hundred to a thousands labeled with four to six mood

categories.
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Timbral features are musical surface features basesiignal spectrum obtained by a Short
Time Fourier Transformation (McEnnis, McKay, Fujg@a & Depalle, 2005). The most popular

ones are:

1) Spectral Centroid: mean of the amplitudes of grecsum. It indicates the “brightness” of
a musical signal.

2) Spectral Rolloff: the frequency where 85% of thergy in the spectrum is below this
point. It is an indicator of the skewness of thegjfrencies in a musical signal.

3) Spectral Flux: spectral correlation between adjatiene windows. It is often used as an
indication of the degree of change of the spectoetween windows.

4) Average Silence Ratio (also called Low Energy Rdke percentage of frames with a
less than average energy.

5) MFCCs: stands for Mel Frequency Cepstral Coeffitsethe dominant features used for
speech recognition. The mel-frequency cepstrum (M&@ representation of the short-
term power spectrum of a sound, based on a liresane transform of a log power
spectrum on a nonlinear mel scale of frequency.MRE has been proven to
approximate the human auditory system’s response piosely than the normal

cepstrum, and MFCCs are coefficients that colletyivnake up an MFC.

Rhythmic features represent the beat and tempweainusical piece. Those can be useful in
music mood classification. Intuitively, fast mugsnds to be exciting rather than relaxing. The

most frequently used rhythmic features include:
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1) Tempo: also called “rhythmic periodicity,” is eatited from both a spectral analysis of
each band of the spectrogram and the assessmautioabrrelation in the amplitude
envelope extracted from the audio.

2) Beat Histogram: a histogram representing distiaouof tempi in a musical excerpt.
Usually the most prominent peak corresponds td#st tempo match. Experiments
often use several properties of the beat histoguach as the bpm (beats per minute)

values of the two highest peaks and the sum dfistibgram bins, etc.

2.3.2 Text-based Music Mood Classification

Very recently, several studies on music mood diassion have been conducted using only
music lyrics (He et al., 2008; Hu, Chen, & Yang02B). He et al. (2008) compared traditional
bag-of-words features in unigrams, bigrams, triggamd their combinations, as well as three
feature representation models (i.e., Boolean, absoérm frequency and tfidf weighting). Their
results showed that the combination of unigramramygand trigram tokens with tfidf weighting
performed the best, indicating that higher-ordey-bwords features captured more semantics
useful for mood classification. Hu et al. (2009l)vad beyond the bag-of-words lyric features
and extracted features based on an affective Iextremslated from the Affective Norms for
English Words (ANEW) (Bradley & Lang, 1999). Theaksets used in both studies were
relatively small: the dataset in He et al. (200&)tained 1,903 songs in only two mood
categories, “love” and “lovelorn,” while Hu et #2009b) classified 500 Chinese songs into four

mood categories derived from Russell's arousalnadanodel.

From a different angle, Bischoff, Firan, Nejdl, dndiu (2009a) tried to use social tags to

predict mood and theme labels of popular songs.alitigors designed the experiments as a tag
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recommendation task where the algorithm autom#&fisalggested mood or theme descriptors
given social tags associated with a song. As cehtoaa classification problem, the problem in
Bischoff et al. (2009a) was a recommendation tas&rer only the firsN descriptors were

evaluatedl = 3).

2.3.3 Music Mood Classification Combining Audio andrext

The early work combining lyrics and audio in musiood classification can be traced back
to Yang and Lee (2004) where they used both lyaug-bf-words features and the 182
psychological features proposed in the Generaliteg(Stone, 1966) to disambiguate categories
that audio-based classifiers found confusing. Altjiothe overall classification accuracy was
improved by 2.1%, their dataset was too small @aigs) to draw any reliable conclusions.
Laurier et al. (2008) also combined audio and lipag-of-words features. Their experiments on
1,000 songs in four categories (also from Russeitslel) showed that the combined features
with audio and lyrics improved classification acmxies in all four categories. Yang et al. (2008)
evaluated both unigram and bigram bag-of-wordg ligatures as well as three methods for
fusing lyric and audio sources on 1,240 songs im éategories (again from Russell’'s model)
and concluded that leveraging both lyrics and acdidd improve classification accuracy over

audio-only classifiers.

As a very recent work, Bischoff et al. (2009b) camelol social tags and audio in music
mood and theme classification. The experiments,6h2lsongs in four and five mood categories
showed that tag-based classifiers performed bigtder audio-based classifiers while the
combined classifiers were the best. Again, it ssgggethat combining heterogeneous resources

helped improve classification performances. Instdfatbncatenating two feature sets like most
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previous research did, Bischoff et al. (2009b) ciorath the tag-based classifier and audio-based
classifier via linear interpolation (one variatiohlate fusion). As their two classifiers were buil
with different classification models, it would nao¢ reasonable to compare their single-source-
based systems to a hybrid system built by featoneatenation. In this dissertation research,
both audio-based and lyric-based classifiers ussdime classification model so that it is
feasible to compare the two commonly used fusiothous: feature concatenation and late

fusion, using the same dataset.

The aforementioned studies on music mood classdicanostly used two to six mood
categories which were most likely oversimplifiedianight not reflect the reality of the music
listening environment, since the categories werstipadapted from music psychology models
and especially Russell’'s model. Furthermore, thastds were relatively small, which made
their results hard to generalize. Finally, onlyee fof the most common lyric feature types were
evaluated. It should also be noted that the pedoes of these studies were not comparable

because they all used different datasets.

2.4 LYRICS AND SOCIAL TAGS IN MUSIC INFORMATION

RETRIEVAL

Audio-based approaches have seemed to dominatelthef MIR for the last decade.
However, studies have started to take advantatexpfthe ubiquitous media of information.

This section reviews MIR studies that exploiteddgrand social tags in various tasks.
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2.4.1 Lyrics

Despite being an important part of content of vanasic, lyrics have not been paid as much
attention as its audio content counterpart. ScudtMatwin (1998) are often cited as the first
MIR researchers exploiting lyrics. They conductepi¢-wise text categorization using lyrics
from more than 400 folk songs. Extending the tiaddl bag-of-words approach by integrating
WordNet hypernyms (Fellbaum, 1998), the experimshtsved that classification accuracies
were improved over the approach using plain bagrarfds. In 2004, Logan et al. indexed the
lyrics of 15,589 songs of 399 artists using thémégue of Probabilistic Latent Semantic
Analysis (PLSA) (Hofmann, 1999) in an attempt téetimine artist similarity. Their
experimental results showed that the lyric-basethatkwas not as good as audio-based
methods in the task of artist similarity, but tmeoe analysis revealed that both methods made
different errors and suggested that a combinati@udio-based and lyric-based approaches
would be a better technique. Researchers alscestiygtics for other tasks such as topic
identification (Kleedorfer, Knees, & Pohle, 200Bguage identification, structure extraction,
theme categorization and similarity searches (MatedVvartinez, Cano, Koppenberger, &
Gouyon, 2005). Other research combined lyrics amtioain a range of tasks, such as artist style
detection (Li & Ogihara, 2004), genre classificati®eumayer & Rauber, 2007), hit song

prediction (Dhanaraj & Logan, 2005) and music estal and navigation (Muller et al., 2007).

However, all these studies used shallow text aisafyrsd simple features such as bag-of-
words and part of speech (POS). As the most rgmegtess, Mayer et al. (2008) explored
rhyme and stylistic features for the task of genlassification. Rhyme features in lyrics were

defined as patterns distinguishing whether or wotdubsequent lines in lyrics rhyme each
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other. Stylistic features, borrowed from stylomeanalysis (Rudman, 1998), included
punctuations, digit counts, POS counts, wordsiper Linique words per line, unique words
ratio, etc. The experiments showed that styligatdres were the best among individual lyric
feature sets, but a combination of rhyme and siylisatures achieved the best performance in
the task of genre classification. Both stylistiatiges alone and the combination of rhyme and
stylistic features performed twice as well as tag-bf-words approach. The authors also

compared results yielded with and without stemmargl no significant differences were found.

As an unusual example of studies on music moodgifileetion, Li and Ogihara (2004)
compared several lyric feature types besides bageods. They also borrowed wisdom in
stylometric analysis and used function words, P@agssics and orthographic features of lexical

items such as capitalization, word placement, viendth, and line length.

In predicting hit songs, Dhanaraj and Logan (208jverted lyrics of each song to a vector
using Probabilistic Latent Semantic Analysis (PLSHdfmann, 1999). In PLSA, each
dimension of the vector represents the likelihdaat the song is about a pre-learned topic.
Logan et al. (2004) showed, for the task of aslistilarity, the topics learned using a lyrics

corpus were better than those learned from otheergécorpus such as news.

As shown from previous research on or using lyrxesy-of-words features still dominate.
Dimension reduction techniques and shallow linguiséatures borrowed from stylometric
analysis are also used. In addition, it is notelothat very few of the above studies compared

performances of different feature types.
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2.4.2 Social Tags

Very recently, the increasing number of musicaladags on the Web has stimulated great
interest in analyzing and exploiting social tagd/itR. Geleijnse et al. (2007) investigated social
tags associated with 224 artists and their fam@acks on last.fm and used the tags to create a
ground truth set of artist similarity. Levy and 8#er (2007) analyzed track tags published on
last.fm and mystrands.com and concluded socialvi&gs effective in capturing music
similarity. Using tags on artist, aloum and trapksvided by last.fm, Hu et al. (2007a) derived a
set of music mood categories as well as a grouwrhd track set corresponding to these
categories. Symeonidis, Ruxanda, Nanopoulos, antbMpoulos (2008) again exploited last.fm

tags, but considered one more dimension — the usensersonalized music recommendations.

Other research attempted to link social tags tecacohtent. Eck, Bertin-Mahieux, and
Lamere (2007) proposed a method of predicting $texgs from audio input using supervised
learning. Their dataset was social tags appligtetrly 100,000 artists obtained from last.fm.
Indeed, social tags have become so popular in tReddmmunity that since 2008, the MIREX
has added a new task, Audio Tag Classificatimnich compares various systems with regard to
the abilities of associating 10-second audio aifppsusic with tags collected from the

MajorMiner® game (Mandel & Ellis, 2007).

® http://www.music-ir.org/mirex/wiki/2008:Audio_Taglassification

® http://majorminer.com/
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2.5 SUMMARY

This chapter provided a brief overview of music m@s a newly emerging music metadata
type and, at the same time, a well-studied sulnjetiusic psychology. This chapter also
reviewed important findings in music psychology @ihcould benefit information scientist and
MIR researchers. In particular, two influential nrousmotion models were introduced in detail.

These models will be used for comparisons in the: deapter.

By reviewing the various approaches to music mdasisdication and the applications of
lyrics and social tags in MIR, this chapter alsesented the context for the research questions

raised in this dissertation.
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CHAPTER 3: MOOD CATEGORIES IN SOCIAL TAGS

This chapter describes the method and resultseotifging mood categories from social
tags on last.fm. It also presents result analysisamparing the identified categories to models
in music psychology. Research question 1, wheth&aktags can be used to identify a

reasonable set of mood categories, is answeredhdgtfindings.

3.1 IDENTIFYING MOOD CATEGORIES FROM SOCIAL TAGS

A new method is proposed to derive mood categdmes social tags by combining the

strength of linguistic resources and human experlibis section describes this method in detail.

3.1.1 Identifying Mood-related Terms

First, a set of mood-related terms are identifisithgl linguistic resources. WordNet-Affect
(Strapparava & Valitutti, 2004) is an affective exsion of WordNet (Fellbaum, 1998). It assigns
affective labels to words representing emotionspaso situations eliciting emotions, or
emotional responses. As a major resource usedtiseatiment analysis, WordNet-Affect has a
good coverage of mood-related words. There aresligi@ns in WordNet-Affect, but some of
them are judgmental, such as “bad,” “poor,” “miseed’ “good,” “great,” and “amazing.”
Although these terms are related to mood, theiliegtpons on songs probably represent users’
judgments towards the songs, rather than desangptbthe moods conveyed by the songs.
Therefore, such tags are noise and should be etsdnAnother linguistic resource, General
Inquirer (Stone, 1966), provides a list of judgnamtérms. General Inquirer is a lexicon

comprised of 11,788 words organized in 182 psydiodd categories, two of which are about
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“evaluation” containing 492 words implying judgmetd evaluation. In this study, these 492

words were subtracted from the terms in WordNee#giff which resulted in 1,384 terms.

3.1.2 Obtaining Mood-related Social Tags

Many of the mood-related terms obtained so far naybe used by music taggers, and thus
cannot be used for mood categories that aim teatefhe music listening reality. Hence, the next
step is to obtain mood-related social tags. Mangiowebsites provide social tagging functions,
and a few of them have gained significant popularong the general public and have
accumulated a large number of social tags. Lassfome of the most popular tagging sites for
Western music With 30 million users every month, it provideseh resource of studying how
people tag music. According to Lamere (2008), flashas over 40 million tags as of 2008. Over

half of them are on tracks and 5% of the tags meetlly related to mood.

In this research, it is the author’s intention tdyause tags published on one website. This is
because each website has its own user commundy;@nbining tags across websites would
lose the coherence and identity of the user comtywifine author queried last.fm through its
API® with the 1,384 mood-related terms identified spdad 611 of them had been used as tags
by last.fm users as of June 2009. To untangleltrgg*tail” problem mentioned above, tags that

were used less than 100 times were eliminatedi&8ts/tags remained after this step.

’ Social Media Statistics http://socialmediastatistivikidot.com/lastfm Retrieved on July 22, 2008.

8 Accessible at http://www.last.fm/api
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3.1.3 Cleaning up Social Tags by Human Experts

Human expertise is applied as a final step to enthe quality of the mood-related term list.
This research consulted two human experts who vespected MIR researchers with a music
background and native English speakers. In thisediation research where human experts were
consulted with regard to music mood terms, theawgerts worked together at the same place
and time. They manually examined the terms andidgsed discrepant opinions with each other
until they reached the same decisions. In this \@hyerms were considered by both experts and
all decisions were made by the best judgments tf éxperts. In this particular task of cleaning
up non-mood tags, the experts examined the rentp86 terms. They first identified and
removed tags with music meanings that did not vea@in affective aspect (e.g., “trance” and
“beat”). Then, they removed words with ambiguousniiegs. For example, “chill” can mean
“to calm down” or “depressing,” but social tagsmuat provide enough context to disambiguate
the term. Finally, they also identified and remowelditional evaluation words that were not
included in General Inquirer, such as “fascinatiagtl “dazzling.” After this step, there

remained 136 mood-related terms.

3.1.4 Grouping Mood-related Social Tags

As a means of solving the synonym problem of sdeigé, the mood-related tags are
organized into groups such that synonyms are meogedher into one group. Tags in each
resultant group then collectively define a moodkgaty. This step again uses WordNet-Affect.
WordNet is a natural resource for identifying syymis, because it organizes words isymsets
Words in the samgynsetare synonyms from a linguistic point of view. Mover, WordNet-

Affect also links each non-nowynsefverb, adjective and adverb) with the n@aymsefrom
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which it is derived. For instance, tegnseof “joyful” is marked as derived from theynsebf
“joy.” Both synsetof “joyful” and “joy” represent the same kind ofomd and should be merged
into the same category. Hence, among the 136 malatkd tags, those appearing in and being

derived from the sam®/nsein WordNet-Affect were merged into one group.

Finally, human experts were again consulted to fgdde grouping of tags when they saw
the need for splitting or further merging some glEach of the resultant groups of social tags
is taken as one mood category that is collectidefyned by all the tags in the group. The

categories and the comparisons to psychologicakleate reported in the next sections.

3.2 MOOD CATEGORIES

Using the method described in the last sectioet @fs36 mood categories consisting of 136
social tags were identified from the most populaodirelated social tags published on last.fm.
Using the linguistic resources allows this prodegsroceed quickly and minimizes the workload
of the human experts. Hence the experts can fattlseofew tasks that need human expertise
most and ensure the quality of their work. Table@esents the categories and the tags

contained in each category.

Table 3.1 Mood categories derived from last.fm tags

Number of

Categories tags

calm, calm down, calming, calmness, comfort, cotirigr cool down, quiet,

relaxation, serene, serenity, soothe, soothinij,tsinquil, tranquility 16

gloomy, blue, dark, depress, depressed, depresi@pggssion, depressive, gloom 9

mournful, grief, heartache, heartbreak, heartbregknourning, regret, sorrow,

sorrowful 9
gleeful, euphoria, euphoric, high spirits, joy, fldly joyous, uplift 8
cheerful, cheer up, cheer, cheery, festive, joigsry, sunny 8
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Table 3.1 (cont.)

Categories

Number of
tags

brooding, broody, contemplative, meditative, peasreflective, wistful

confident, encouragement, encouraging, fearlessngm, optimistic

o

angry, anger, furious, fury, rage

anxious, angst, anxiety, jumpy, nervous

exciting, exhilarating, stimulating, thrill, thriig

cynical, misanthropic, misanthropy, pessimistic

compassionate, mercy, pathos, sympathy

desolate, desolation, isolation, loneliness

scary, fear, panic, terror

hostile, hatred, malevolent, venom

sad, melancholic, sadness

desperate, despair, hopeless

tender, caring, tenderness

glad, happiness, happy

hopeful, desire, hope

earnest, heartfelt

aggression, aggressive

adoration, worshipful

hysterical, hysteria

disturbing, distress

jealousy, envy

hectic, restless

dreamy

romantic

suspense

awe

surprising

frustration

satisfaction

carefree

triumphant

RPlRr|kR|RPRP|R|IRIRR|ININININNIN NV o wjw|w| MBS B[N S O|o|o

TOTAL

136
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3.3 COMPARISONS TO MUSIC PSYCHOLOGY MODELS

In this section, the identified mood categoriesammpared to both Hevner’s categorical

model and Russell’'s two-dimensional model, witharelgto the following two aspects:

1) Is there any correspondence between the identihézories and those in the
psychological models?
2) Do the distances between mood categories shovasipatterns to those in the

psychological models?

3.3.1 Hevner’s Circle vs. Derived Categories

Some of the terms in Hevner's circle (Figure 21E) known to be old-fashioned and are
rarely used for describing moods nowadays. Thisflected by the fact that only 37 of the 66
words in Hevner’s circle were found in WordNet-Adteincluding matches of terms in different
derived forms (e.g., “solemnity” and “solemn” wa@unted as a match). By comparing the
clusters in Hevner's circle to the set of categorientified from social tags, it was found that 23
words (35% of all) in Hevner’s circle matched tagshe derived categories, as indicated in
Figure 3.1, where matched words are surrounde@digmgles. Please note that in Figure 3.1 the
order of words within each cluster may be changeuh fFigure 2.1, so that words in the same
derived categories are within one rectangle. Tleepdation that the rectangles never cross
Hevner’s clusters suggests that the boundariesuhét’s clusters and derived categories are in

accordance with each other, despite the finer daaityiof the derived categories.
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Figure 3.1 Words in Hevner’s circle that match tagsn the derived categories

It also can be seen from Figure 3.1 that Clusteds &, 7 have the most matched words
among all clusters, indicating Western popular sqiag the main music type in last.fm) mostly
fall into these mood clusters. Besides exact matdhere are five categories in Table 3.1 with
meanings close to some of the clusters in Hevmeodel: categories “angry” and “aggressive”
are close to Cluster 8, the category “desire” ¢selto the “longing” and “yearning” in Cluster 3,
and the category “earnest” is close to “seriousClaster 1. This use of different words for the
same or similar meanings indicates a vocabularynatish between social tags and adjectives
used in Clusters 3 and 8. Clusters 1 and 5 haviedis¢ matched or nearly matched words,
reflecting that they are not good descriptors fastérn popular songs. In fact, Hevner’s circle
was mainly developed for classical music for whagdrds in Clusters 1 and 5 (“light,”

“delicate,” “graceful,” and “lofty”) would be a gabfit.
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In total, 20 of the 36 derived categories haveast one tag contained in Hevner’s circle or
with close meanings to terms in Hevner’s circlas hot surprising that the empirical data
entailed more categories, since social tags wegeeggted from millions of users while

Hevner’'s model was developed by studying merelydneats of subjects.

As a conclusion, after more than seven decades)étis\vcircle is still largely in accordance
with categories derived from today’s empirical neugtening data. Admittedly, there are more
mood categories in today’s empirical data, andetien vocabulary mismatching issue, since

language itself is evolving with time.

3.3.2 Russell's Model vs. Derived Categories

Figure 3.2 marks the words appearing in both Rlissebdel and the derived sets of mood
categories. In this figure, terms that match taghé derived categories are marked with bold
font and terms that have close meanings with tadjse derived categories are marked with italic
font, with corresponding tags shown in parenthedésds in the same derived categories are

circled together.

Figure 3.2 shows that 13 of the 28 words in Russelbdel match tags in the derived
categories, and another three words have closeingsawith tags in the derived categories.
Hence, more than half of the words in Russell's ehodiatch or nearly match tags in the derived
categories. For those unmatched words, there aegadeases: 1) Some words are synonyms
according to WordNet, such as “content” and “sedcsf “at ease” and “relaxed,” “droopy” and
“tired,” “pleased” and “delighted.” Words in thepairs represent similar mood; 2) Some words

are ambiguous and can be judgmental (“miserabbmidd,” “annoyed”). If used as social tags,
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these terms may represent users’ preferences tewsdsongs rather than the moods carried by
the songs. Hence these terms were removed duengrtitess of deriving mood categories from
social tags; and, 3) five of the 28 adjectives usstll’'s model are not in WordNet-Affect:
“aroused,” “tense,” “droopy,” “tired” and “sleepyThey are either rarely used in daily life or are
not deemed as mood-related. Nevertheless, thepeigientage of matched vocabulary with

WordNet-Affect (23 out of 28) does reflect the fdtt Russell’'s model is newer than Hevner’s.

alarmed aroused astonished (surprising)
id
afrald ffevr) delighted
tense (nervous)
an
e ) e
annoyed happy
= leased
frustrated 3 P
=
w
>
~
VALENCE
content
miserable
serene
calm
atease
relaxed
sleepy

Figure 3.2 Words in Russell’'s model that match tags the derived categories
It can also be seen from Figure 3.2 that matchedisvim the same category (circled
together) are placed closely in Russell’'s moddd, tae matched words distribute evenly across
the four quadrants of the two dimensional spaceés iRldicates the derived categories have a
good coverage of moods in Russell's model. Orother hand, 2/3 of the 36 derived categories
do not have matched or closely matched words irs&ls model. This indicates that the

original Russell model with 28 adjectives reflestenebut notmostof the mood categories used
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in today’s music listening environment. Hence, Mi& experiments using four mood categories
based on Russell's model have been trying to qudveof the real problem, but not even close to
the complete problem. However, let us recall thagdell’'s model is a dimensional model instead
of a categorical one, and thus it can be extend@tttude more adjectives. In fact, later studies
have extended this model in many different waysi(®ert, 1996; Thayer, 1989; Tyler, 1996). It
is possible that many, if not all, tags in the dedi categories could find their places in the two-

dimensional space, but it is a topic beyond th@eaid this dissertation.

3.3.3 Distances between Categories

Both Hevner’s circle and Russell's space demoresteative distances between moods. For
instance, in Russell's space, “sad” and “happydlfft’ and “angry” are at opposite places while

“happy” and “glad” are close to each other.

To see if there are similar patterns in the deriv@@gories, the distances between the
categories were calculated according to the co+oenoes of artists associated with the tags.
The last.fm API provides the top 50 artists asgediavith each tag, and thus the top artists for
each of the 136 tags in the derived categories watected, and then the distances between the
categories were calculated based on artist co-meees. Figure 3.3 shows the distances of the
sets of categories plotted in a two-dimensionatspesing Multidimensional Scaling (Borg &
Groenen, 2004). In this figure, each categorypsagented by one tag in this category and a

bubble whose size is proportional to the total srfe which the tags in this category are used.
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Figure 3.3 Distances of the 36 derived mood categes based on artist co-occurrences
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As shown in Figure 3.3, categories that are intelyi close (e.g., those denoted by “glad,”
“cheerful,” “gleeful”) are positioned together, Wdthose placed at almost opposite positions
indeed represent contrasting moods (e.g., the demsted as “aggressive” and “calm,”
“cheerful” and “sad”). This evidences that the ma@ategories derived from social tags have
similar patterns of category distances to thogesythological mood models. More interestingly,
Figure 3.3 also shows tlvalenceandarousaldimensions as those in Russell’'s model. The
horizontal dimension is similar tlence indicating positive or negative feelings, whitet
vertical dimension is similar tarousal indicating active or passive states of beingaf§nan
interesting observation from the sizes of the bebl that tags reflecting sad feelings (e.g.,
“sad” and “gloomy”) are much more frequently apgliban those reflecting happy feelings

(e.g., “glad” and “cheerful”).
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3.4 SUMMARY

The identified categories are intuitively reasoeadtcording to common senses, because 1)
most music mood types mentioned in the literatueecavered; and 2) the relative distances
among the categories are natural. From the abaw@aasons, it is clear that the mood
categories identified from social tags indeed aygsrted by the theoretical music psychological
models to a large extent. Especially the distataeimplies the well-knowrarousaland
valencedimensions. There are differences between idedtifategories and those in the models.
Particularly, there are more categories identifiredocial tags, and they are in a finer granularity
than those in the models. However, these differeace well explained by the sizes of samples
used in the two approaches. Therefore, the idedtifiood categories are reasonable according
to the definition of “reasonableness” in SectioB. .lhe answer to research question 1 is

positive: social tags can be used to identify adetasonable mood categories.

In MIR, one of the most debated topics on musicrandd is mood categories. Theoretical
models in psychology were designed from laborasetyings and may not be suitable for today’s
reality of music listening. By deriving a set obad categories from social tags and comparing
them to the two most representative mood modetsusic psychology, this research reveals that
there is common ground between theoretical modelscategories derived from empirical
music listening data in the real life. On the othand, there are also non-neglectable differences

between the two:

1) Vocabularies. Some words used in theoreticaletsoare outdated, or otherwise not used

in today’s dalily life;
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2) Targeted music. Theoretical models were mosthighed for classical music, while there

are a variety of music genres in today’s musietigig environment;

3) Numbers of categories and granularity. Whiletk&cal models often have a handful of

mood categories, in the real world there can besrnategories in a finer granularity.

Therefore, in developing music mood classificatiechniques for today’s music and users, MIR
researchers should extend classic mood modelsdingdo the context of targeted users and
music listening reality. For example, to classifg$térn popular songs, Hevner’s circle can be
adapted by introducing more categories found froniad tags and trimming Clusters 1 and 5

which are mostly for classical music.
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CHAPTER 4: CLASSIFICATION EXPERIMENT DESIGN

The method used to answer research questions Btim ompare the performances of
multiple music mood classification systems basetkatures extracted from different
information sources (audio, lyrics, and hybrid)isTthapter addresses issues related to this
method: evaluation task, performance measure ampa&ason method, as well as classification

algorithm and implementation.

4.1 EVALUATION METHOD AND MEASURE

4.1.1 Evaluation Task

To answer the research questions, various claasdicsystems will be evaluated and
compared in the task of binary classification. Ioirzary classification task (Figure 4.1), a
classification model is built for each mood catggand the model, after being trained, gives a

binary output for each track: either it belongsttis category or not.

Yes

No

Yes
Asong

No

Yes

No

Figure 4.1 Binary classification
There are two reasons that a binary classificatisk, instead of a multi-class classification

task, is chosen for this research. First, thisaedeaims to take a realistic look at the problém o
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music mood classification which involves dozensnolod categories. Previous experiments on
automatic music mood classification usually congdeonly a handful of mood categories which
likely simplified the real problem. However, in nitisnood classification, when the number of
categories gets bigger than 10, the performancesulii-class classification algorithms become
very low and lose their practical value (Li & Ogiea2004). Second, multi-class classification is
usually adopted for experiments where the numberstdnces in each category is equal.
However, in order to maximize the usage of thelalsde audio and lyrics data, the experiment
dataset in this dissertation research containsréifit number of instances in each category (see

Section 5.2).

4.1.2 Performance Measure and Statistical Test

Commonly used performance measures for classiicgroblems include accuracy,
precision, recall and F-measure. Table 4.1 shoeentngency table of a binary prediction.
Compared to the ground truth, a prediction carhbddllowing: true positive (TP): the
prediction and truth are both positive; false negafFN): the prediction is negative but the truth
is positive; false positive (FP): the predictiorpisitive but the truth is negative; and true

negative (TN): the prediction and truth are botbaiwe.

Table 4.1 Contingency table of binary classificatio results

Prediction
Positive Negative
Positive | True positive False negative
Ground truth : P — g .
Negative | False positive True negative

The performance measures are defined as follows:
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_ TP+TN ) .. TP _ TP
accuracy ; precision =—————; recall =———
TP+FN+FP+TN TP+ FP TP+FN

2 * - - -
_ (b° +1) * precisior* recall’b3 0,whereb = theimportarceof recall

F :
b?* precision+ recall theimportarceof precision

2 * precisiort recall

Usually 6= 1 giving equal importance to precision and recdf| = —
precision+ recall

Accuracy has been extensively adopted in binargsdiaation evaluations in text
categorization. In MIR, especially MIREX, accurd@s been commonly reported in evaluating
classification tasks. Therefore, accuracy will Bedias the classification performance measure

in this dissertation research.

In evaluations of multiple categories, a concise @liable measure of average performance
is desirable. There are two approaches to caloglatie average performance over all categories:
micro-average and macro-average. Micro-averagedats the sums for all four cells in the
contingency table (Table 4.1) across categoriesrbefalculating the final performance measure
using the above formulas, while macro-average tatlesi the performance measures for each
category and then takes the mean as the final .delicen-averaging gives equal weight to each
instance and therefore tends to be dominated bgléssifier’s performance on big categories.
Macro-averaging gives equal weight to each categegardless of its size. Thus the two
measures may give very different scores. This distsen research puts equal emphasis on each

mood category and thus macro-averaged measuras@peed for evaluation and comparison.

In terms of splitting data into training and tegtsets, both multiple randomized hold out

tests and cross validation are often used in M#Rsification evaluations. In a hold-out test the

48



entire labeled dataset is split into training aestihg subsets, and an average performance can be
evaluated with multiple randomized hold-out tesithwthe same train/test split ratio. Cross
validation (CV) is a simple heuristic evaluation.the setting oim-fold cross validation, a

training set is randomly or strategically dividediam disjoint subsets (folds) of equal size. The
classifier is trainedn times, each time with a different fold held outlas testing set. An average
performance on the runs can be calculated and evaluated. 3,5,10 are popular choices in

MIR studies. For example, the AMC task in MIREX ZQfdopted a 3-fold cross validation. This

dissertation research uses 10-fold cross validation

In comparing system performances, Friedman’s ANQWWbe applied to determine
whether there are significant differences betwéersistems considered in each research
question. Friedman’s ANOVA is a non-parametric telsich does not require normal
distribution of the sample data, and accuracy degaarely distributed normally (Downie,
2008). The samples used in the tests will be acoes on individual mood categories, unless

otherwise indicated.

4.2 CLASSIFICATION ALGORITHM AND IMPLEMENTATION

4.2.1 Supervised Learning and Support Vector Machias

A number of supervised learning algorithms havenbeeented and extensively adopted in
both automatic text categorization and music clasdion. Supervised learning is a technique
that calculates a classification function or mddei training data and then uses the function or
model to classify new and unseen data. Common gigpérlearning algorithms include decision

trees such as Quinlan’s ID3 and C4.5, K-NearesgiN®mrs (KNN), Naive Bayesian algorithm,
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Support Vector Machines (SVM), etc. (SebastianQ2)0In text categorization evaluation
studies, Naive Bayes and SVM are almost alwaysideresl. Naive Bayes often serves as a
baseline, while SVM seems to have the top perfooesuiYu, 2008). In MIR, music
classification studies (mostly on genre classifwgtoften choose KNN and/or decision trees
(C4.5) as baselines to be compared to SVM. Resulisth existing music classification
experiments and MIREX classification tasks havenshthat the SVM generally, if not always,
outperforms other algorithms (e.g., Hu et al., 2Z0Q8urier et al., 2008). As this research needs

to combine both sources of audio and text, SVMissen as the classification algorithm.

By design, SVM is a binary classification algorithfor multi-class classification problems,
a number of SVM have to be learned and each of firexticts the membership of examples to
one class. In order to reduce the chance of otingjtSVM attempts to find the classification
plane in between two classes and maximizes theimergither class (Burges, 1998). The data
instances on the margins are called support veatdrite other instances are considered not
contributive to the classification. SVM classif@sew instance by deciding on which side of the

plane the vector of the instance would fall.

An SVM with a linear kernel means that there exastéraight line in a two-dimensional
space that separates one class from another (Mgixe=or datasets that are not linearly
separable, higher order kernels are used to prthjeaata to a higher dimensional space where
they become linearly separable. Finding the clesdibn plane involves a complicated
computation of quadratic programming, and thus SA®more computationally expensive than

Naive Bayes classifiers. However, SVM are very sblwith noisy examplegnd they can
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achieve very good performance with relatively fearting examples, because only support

vectors are taken into account.

Support Vectors

Figure 4.2 Support Vector Machines in a two-dimensinal space

4.2.2 Algorithm Implementation

The LIBSVM implementation of SVM (Chang & Lin, 200k used in this dissertation
research. The LIBSVM package has been widely uséekt categorization and MIR
experiments, including the Marsyas system, theamasidio-based system for comparisons in
this research (see Section 7.1). The LIBSVM packageoutput posterior probability of each
testing instance, and thus can be adapted for mgiéng the late fusion hybrid method. The
LIBSVM has a few parameters to set. A pilot study,(Downie, & Ehmann, 2009a) tuned the
parameters using the grid search tool in the LIBSMM found the default parameters
performed the best for most cases. Therefore, ewpats in this research will use the default
parameters in the LIBSVM. It was also found théhaar kernel yielded similar results as
polynomial kernels. Hence, the linear kernel issghofor experiments in this research since

polynomial kernels are computationally much morpemsive.
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4.3 SUMMARY

This chapter described the design of classificatigperiments for answering research
guestions 2 to 5, as well as the rationale behiedlesign. The evaluation task is a binary
classification where a classification model is bfal each mood category. Accuracy will be
used as the evaluation measure and performandesigidual categories will be combined
using macro-averaging so as to give equal weighati category. A 10-fold cross validation
evaluation will be employed for splitting trainitagd testing datasets. The performances of
different systems will be rigorously compared ushtgdman’s ANOVA tests. The
classification systems will be built using the S\éMssification algorithm because of its superior
performances in related classification tasks, &aed IBSVM software package will be used as

the classification tool due to its popularity atekibility.
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CHAPTER 5: BUILDING A DATASET WITH TERNARY

INFORMATION

The experiments described in Chapter 4 need toheéucted against a ground truth dataset
with ternary information sources available: audjacs and social tags. Audio and lyrics are
used to build the classifiers, while social tags@sed for giving ground truth labels to examples
in the dataset. This chapter describes the praxfesslecting and preprocessing the data with
ternary information sources, as well as the prooéssiilding the ground truth dataset with

mood labels given by social tags.

5.1 DATA COLLECTION

5.1.1 Audio Data

Audio is the most difficult to obtain among all ttieee information sources, due to
intellectual property and copyright laws imposedhausic materials. For this reason, data
collection for this research started from audicadatcessible to the author. The author is
affiliated with the International Music InformatidRetrieval Systems Evaluation Laboratory
(IMIRSEL) where this dissertation research is cartedd. The IMIRSEL is the host of MIREX
each year, and has accumulated multiple audioatates of significant sizes and diversity (see
Table 5.1). The audio data in this dissertatioeaesh were selected from the IMIRSEL

collections.
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Table 5.1 Information of audio collections hostedn IMIRSEL

Audio Sets Format Number | Avg. length of Short description
of tracks | tracks (second)

USPOP wav (stereo) 8,791 253.6| Pop music in US

USCRAP wav (stereo) 3,993 243.5| Unpopular music in US
American wav (stereo) 5,291 183.2| American music

Classical wav (stereo) 9,750 242.4| Classical music

Metal/Elect. | wav (stereo) 290 311.8| Metal & Electronica music
Magnatune mp3 4,648 253.9| Music released by Magnatun
The Beatles | wav (stereo 180 163.8| 12 CDs of The Beatles

Latin wav (stereo) 3,22) 221.6| Latin music

Assorted Pop  mp3 609 233.8| Pop music in US and Europs

Some audio collections shown in Table 5.1 are sable for this research. Electronica and
Classical music usually do not have lyrics. While tatin collection has lyrics in Spanish, this
research is limited to investigating lyrics in Esfl In addition, after these audio collections
were merged into a super collection, a number n§savere found to be duplicates. In many
cases, the duplicates were different recordingh@tame song. For example, the song “Help!”
by The Beatlesppeared in two albums: one was the album “HelgBased in 1965; the other
was the album “1” released in 2000. In such cabesiecording with the latest release date was
chosen because its sound quality was (sometimeR)rbetter than the older ones. After

eliminating duplicates, the number of songs in eadio collection is shown in Table 5.2.

As the audio-based system to be evaluated inekmarch, Marsyas, takes .wav files as
input, the mp3 tracks were converted to .wav filsiig the ffmpeg programAll the audio
tracks used in the experiments were convertedd#tb kHz stereo format before audio features

were extracted using Marsyas.

° Available at http://www.ffmpeg.org/
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5.1.2 Social Tags

Since social tags on last.fm were used for idemiifynood categories and the ground truth
dataset will be built using a very similar methsdd Section 5.2), last.fm is used for collecting
social tags applied to the songs in the audio cidies. For each song, the 100 most popular tags
applied to it are provided by the last.fm API. Bueial tags used in building the dataset were
collected during the month of February 2009, an®@@® of the audio pieces had at least one

last.fm tag.

5.1.3 Lyric Data

Knees, Schedl, and Widmer (2005) extracted lyromfthe Internet by querying the Google
search engine with keywords in the form “track naméartist name” + “lyrics,” but the results
showed limited precision despite high recall. Fos thesis research, precise lyrics are required,
and thus lyrics were gathered from online lyricatiases, instead of using general search engines.
Lyricwiki.org was the primary resource because®broad coverage and standardized format.
Mldb.org was the secondary website which was coedwnly when no lyrics were found on the
primary database. To ensure data quality, the erawlere implemented to use song title, artist
and album information to identify the correct lwidn total, 8,839 songs had both social tags
and lyrics. A language identification progr&twas then run against the lyrics, and 55 songs

were identified and manually confirmed as non-Esiglieaving lyrics for 8,784 songs.

The lyrics databases do not provide APIs for doadiog. Hence one has to query the

databases and download the displayed pages. Thissnitaa necessary step to clean up

10 Available at http://search.cpan.org/search%3fmesingua::ldent
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irrelevant parts such as HTML markups and advertesgs. In addition, lyrics need special
preprocessing techniques because they have urtigéuses and characteristics. First, most
lyrics consist of such sectionsiasro, interlude verse pre-chorus chorusandoutro, many with
annotations on these segments. Second, repetiiffamsrds and sections are extremely common.
However, very few available lyric texts were foweslverbatim transcripts. Instead, repetitions
were annotated as instructions like “[repeat ch@ds “(x5),” etc. Third, many lyrics contain
notes about the song (e.g., “written by ...”), instentation (e.g., “(SOLO PIANO)"), and/or the
performing artists. In building a preprocessinggpamn that takes these characteristics into
consideration, the author manually identified aldsfutepetition patterns and 25 annotation
patterns (see Appendix A for a complete list). phegram converted repetition instructions into
the actual repeated segments for the indicated auofliimes while recognizing and removing

other annotations.

5.1.4 Summary

Table 5.2 summarizes the composition of the calkdata.

Table 5.2 Descriptions and statistics of the coll&gons

Collection |Avg. length (second] Unique songs Have tags| Have English Lyrics
USPOP 253.6 8,271 7,301 6,948
USCRAP 243.5 2,553 456 237
American musig 183.2 5,049 2,209 790
Metal music 311.8 105 105 104
Beatles 163.8 163 162 161
Magnatune 253)9 4,204 1,261 19
Assorted Pop 233,8 600 572 525
Total (Avg.) 234.8 20,945 12,066 8,784
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5.2 GROUND TRUTH DATASET

As discussed in Chapters 1 and 2, most previousrgrpnts on music mood classification
were conducted on small experiment datasets, arsdath efficient method is sorely needed for
building ground truth datasets for music mood d¢fesdion experimentation and evaluation.

This section describes the process of buildingettperiment dataset for this research.

McKay, McEnnis, and Fujinaga (2006) proposedtadlisiesired attributes of new music
databases, based on which the author summarizéslltheing desired characteristics of a

ground truth set for music mood classification:

1) There should be several thousand pieces of musheiground truth set. Datasets
with hundreds of songs used in previous experimam$oo small to draw
generalizable conclusions.

2) The mood categories cover most of the moods egpdasy the collection of music
being studied. The three to six categories usedast previous studies
oversimplified the real question.

3) Each of the mood categories should representiactise meaning.

4) One music piece can be labeled with multiple meetegories. This is more realistic
than single-label classification, since a music@imay be “happy and calm,”
“aggressive and depressed,” etc.

5) Each assignment of a mood label to a music peeealidated by multiple human

judges. The more judges, the better it is.
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Starting from the dataset collected by the procedi@scribed in Section 5.1, i.e., the 8,784
songs with ternary information available, the autldentified mood categories in this set of
songs using similar method described in SectioraBdlthen selected songs for each of the

categories. The following subsections describepteess in detail.

5.2.1 Identifying Mood Categories

The mood categories identified in Section 3.2 atedirectly applicable to labeling the
dataset, because those categories were identibedthe most popular social tags in last.fm.
The songs associated with those most popular sagialmight be very different from the songs
available for this research. On the other hand) thié method described in Section 3.1, it is
straightforward and efficient to derive mood categmothat fit a given set of songs. In fact, it is
the strength of this method to be able to effidiederive mood categories for any set of songs

with social tags available.

The process started from the social tags appli¢idet®,784 songs in the dataset via the
last.fm API. There were 61,849 unique tags assedtiaith these songs as of February 2009.
WordNet-Affect was employed to filter out junk tagsd tags with little or no affective
meanings. Among the 61,849 unique tags, 348 wetedad in WordNet-Affect. However,
these 348 words were not all mood-related in theicndomain. Human expertise was applied to
clean up these words. Just as in identifying maadgories from last.fm tags, the same two
human experts identified and removed judgmenta, tagnbiguous tags and tags with music

meanings that did not involve an affective aspgsta result of this step, 186 words remained.
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The 186 words were then grouped into 49 groupggubiesynsestructure in WordNet.
Tags in each group were synonyms according to Wet.dAfter that, the two experts further
merged several tag groups which were deemed mlysstadilar. For instance, the group of
(“cheer up,” “cheerful”) was merged with (“jolly;'tejoice”); (“melancholic,” “melancholy”)
was merged with (“sad,” “sadness”). This resulte®4 tag groups, each representing a mood

category for this dataset.

Finally, the author manually screened a numbeags that did not exactly match words in
WordNet-Affect but were most frequently appliedhe songs in the dataset. Some of those tags
had exactly the same meaning as matched words mdNéb-Affect and thus were added into
corresponding categories. For instance, “sad sand™feeling sad” were added into the
category of (“sad,” “sadness”); “mood: happy” afppy songs” were added into the category
of ("happy,” “happiness”). In addition, there weseme very popular tags with affect meanings
in the music domain but were not included in WortdA#ect, such as “mellow” and “upbeat.”
The experts recommended including these tags indtegories of the same meaning. For
example, “mellow” was added to the (“calm,” “quigtategory, and “upbeat” was added to the

category of (“gleeful,” “high spirits”).

For the classification experiments, each categboylsl have enough samples to build
classification models. Thus, categories with fethan 30 songs were dropped, resulting in 18
mood categories containing 135 tags. These categand their member tags were then
validated for reasonableness by a number of n&ingdish speakers. Table 5.3 lists the

categories, their member tags and number of sangaah category (see next subsection).
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Table 5.3 Mood categories and song distributions

Categories Number | Number
of tags |of songs
calm, comfort, quiet, serene, mellow, chill outne@lown, calming,
chillout, comforting, content, cool down, mellow sic, mellow rock, peage
. . : ) : : 25| 1,680
of mind, quietness, relaxation, serenity, solsoethe, soothing, still,
tranquil, tranquility, tranquillity
sad, sadness, unhappy, melancholic, melancholindesad, mood: sad —
. 8| 1,178
slightly, sad song
glad, happy, happiness, happy songs, happy musiad nmhappy 6 749
romantic, romantic music 2 619
gleeful, upbeat, high spirits, zest, enthusiastimyancy, elation, mood: 3 543
upbeat
gloomy, depressed, blue, dark, depressive, drgaygm, darkness, depress, 11 471
depression, depressing
angry, anger, choleric, fury, outraged, rage, amgugic 7 254
mournful, grief, heartbreak, sorrow, sorry, dolehgartache, heartbreaking,
. . - 14 183
heartsick, lachrymose, mourning, plaintive, regsetyowful
dreamy 1 146
cheerful, cheer up, festive, jolly, jovial, mercheer, cheering, cheery, gef
. 13 142
happy, rejoice, songs that are cheerful, sunny
brooding, contemplative, meditative, reflectivepduly, pensive, pondering, 8 116
wistful
aggressive, aggression 2 115
anxious, angst, anxiety, jumpy, nervous, angsty 6 80
confident, encouraging, encouragement, optimigtinostic 5 61
hopeful, desire, hope, mood: hopeful 4 45
earnest, heartfelt 2 40
cynical, pessimism, pessimistic, weltschmerz, ciféarcastic ) 38
exciting, excitement, exhilarating, thrill, ardstimulating, thrilling, 3 30
titillating
TOTAL 135 6,490
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5.2.2 Selecting Songs

The next step is to select positive and negatieengtes for each of the 18 categories. The
general idea is that if a song is frequently taggéd a term in a category, it should be selected
as a positive example for that category. On therdtland, if a song is never tagged with any
term in a category, but at the same time is hedadged with other tags (mood-related or not),
then it should be taken as a negative examplénéocategory. Therefore, the frequency or count

of the social tags is crucial for this step.

5.2.2.1 Tag Count on Last.Fm

The last.fm API provides the 100 most popular &gslied to each song and the number of
times each tag is applied to this song (called fitbthereafter). To date, the API only provides
normalized tag counts instead of real, absolut@tsolror each song, the most popular tag gets
count 100, and other tags get integer numbers leet@end 100 proportional to the count of the
most popular tag. Tags with count O are those appetoo few times compared to other tags

associated to a song.

In selecting songs for these categories, one stexdal songs that are only tagged with a
term by accident or worse, by mistake or mischaally, one should select songs with high
counts. However, with only the normalized tag cewattailable, there is no way to calculate the
real, absolute tag counts. Hence, a heuristicad ts ensure a tag is picked up for a song only
when it has been applied to this song for, at #1g least, more than once. Only songs satisfying

one of the following conditions were counted asdidate positive songs in a category:
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1) a song has been tagged with one tag in the @ateqd the count of this tag is not the
smallest among all tags applied to this song;

2) a song has been tagged with at least two tatljeinategory.

Given normalized counts, if a tag’s normalized dasnarger than the minimum count
among all the tags associated to a song, it isagieed to have appeared more than once. This is
the rationale behind condition 1. As for condit@yrif a tag appears in a song'’s tag list, then it
has been applied to this song for at least ond¢eidftags in the same category appear in a song’s
tag list, then they in sum must have been apptdtiis song for at least twice. In fact, the
absolute counts of these tags are probably far thareonce or twice, because for popular songs
like those in this dataset, the most popular taggeobably applied hundreds of thousands of
times. For example, suppose the most popular taliedpto a hypothetical song “S” is “rock”
and it has been applied 20,000 times to “S,” thenadized count for “rock” would be shown as
100 (since it is the most popular one). If therarnsther tag, “sad,” applied to “S” with a
normalized count 1, then according to the proportibe absolute count of “sad” on “S” would

be 200.

5.2.2.2 Song filtering

A song should not be selected for a category ities or artist contains the same terms
within that category. For example, all but six setagged with “disturbed” in this dataset were
songs by the artist “Disturbed.” In this case, tdggers may simply have used the tag to restate
the artist instead of describing the mood of thegs@esides, in order to ensure enough data for

lyric-based experiments, a selected song should lyaies with no less than 100 words (after
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unfolding repetitions as explained in Section 5.1A3ter these filtering criteria were applied,

there were 3,469 unique songs which form the pasgkample set.

5.2.2.3 Multi-label

Multi-label classification is relatively new in M|But in the mood dimension, it is more
realistic than single-label classification: Thisiadent in the dataset as there are many songs
that are members of more than one mood categoryexample, the song, “I'll Be Back” by
“The Beatles” is a positive example of the categ®ticalm” and “sad,” while the song, “Down
With the Sickness” by “Disturbed” is a positive exale of the categories “angry,” “aggressive”

and “anxious.” Table 5.4 shows the distributiorsohgs belonging to multiple categories.

Table 5.4 Distribution of songs with multiple labe$

Number of categories 1 2 3 4 5 6
Number of songs 1,639 1,010 539 205 62 14

Here an example is presented to illustrate howng solabeled with these identified mood
categories. Figure 5.1 shows the most popular ktagia on a song of “The Beatles,” “Here
Comes the Sun,” as published on last.fm on Febrbtdry2010. Among these tags, eight match
the category terms listed in Table 5.3, and theseag belong to five categories as shown in
circles of the same colors. Therefore, this paldicsong is labeled as positive examples of these

five categories.
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The Beatles » Tracks » Here Comes the Sun

Z?_f Tags

60's 605 70s abbeyroad acoustic beatles beautiful pritish Pritishinvasion britpop

hilllassic CIaSSiC rOCk classics easylistening england favorite

favorite songs favorites favourite favourites feelgood feelgood folk folkrock fun george harrison groovy

guitar. happy Icwe loved makes me smile masterpiece morning oldies

pop positive pretty psychedelic relax rOCk rock and roll singer-songwriter spring sUMMer sun

sundaymorningunshine the beatles ukupliﬂ:ing 1969

Figure 5.1 Example of labeling a song using socitgs

5.2.2.4 Negative Samples

In a binary classification task, each category sgejative samples as well. The negative
sample set for a given category are chosen frorgsstivat are not tagged with any of the terms
found within that category but are heavily taggethwnany other terms. Since there are plenty
of negative samples for each category, a song satisfyall of the following conditions to be

selected as a negative sample:

1)It has not been tagged by any of the terms indaisgory;
2)The total normalized counts of all tags that areimeéhis category is no less than 100;

3)The minimum normalized count among all tags assediwith this song is 0 or 1.

Condition 2) and 3) together make sure the totabhlbe count of “other” tags is no less,

and probably much more than 100.

Similar to positive samples, all negative sampkegehat least 100 words in their unfolded
lyric transcripts. For each category, the positime negative set sizes are balanced, and thus the

total number of examples in all categories is 12,98
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5.2.3 Summary of the Dataset

So far the experiment ground truth dataset has be#n There are 18 mood categories and
each category has a number of positive examplesiardual number of negative examples.
The relative distance between these 18 mood ca#sgoere calculated by co-occurrence of
songs in the positive examples. That is, if twagaties share a lot of positive songs, they
should be similar. Figure 5.2 illustrates the dists of the 18 categories plotted in a two-
dimensional space using Multidimensional Scalinghis figure, each category is represented

by one tag in this category and a bubble whoseisigeoportional to the number of positive

songs in this category.
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Figure 5.2 Distances between the 18 mood categorieghe ground truth dataset
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The patterns shown in this figure are similar toséihfound in Russell’s model as shown in
Figure 2.2: 1) Categories placed together aretiaély similar; 2) Categories at opposite
position represent contrast moods; and, 3) Thezbotal and vertical dimensions correspond to
valenceandarousalrespectively. Taken together, these similaritieidate that these 18 mood
categories fit well with Russell’s mood model whisithe most commonly used model in MIR
mood classification research. In addition, itnteresting that both Figure 5.2 and Figure 3.3
show there are more sad songs than happy songeugt this observation looks intuitively
reasonable (e.g., most poems are sad rather tipgy)héurther validation is needed from

musicology and/or music psychology.

The full dataset comprises 5,296 unique songsyday positive and negative examples.
This number is much smaller than the total numibexamples in all categories (which is
12,980) because categories often share samplesléEenposition of genres in this dataset is
shown in Table 5.5 from which we can see most @fsitngs in this dataset are pop music.

Table 5.5 Genre distribution of songs in the expement dataset (“Other” includes genres
occurring very infrequently such as “World,” “Folk, ” “Easy listening,” and “Big band”)

Genre No. of songs Genre No. of songs Genre Nosohgs
Rock 3,97T Reggae 56 Oldies 15
Hip Hop 214  Jazz 40 Other 35
Country 136 Blues 4(0 Unknown 564

Electronic 941 Metal 37 TOTAL 5,296
R&B 64 New Age 25

To have a clear look at the relationship betweendrand genre, Table 5.6 summarizes how
the 6,490 positive examples distribute across iiffegenres and moods. Although for this

dataset all moods are dominated by Rock songs Hrerstill observations that comply with
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common knowledge on music. For example, all Matabs are in negative moods, particularly
“aggressive” and “angry” while 40% of Electronicaemples are associated with category
“calm.” Moreover, it is not surprising that moséW Age examples are labeled with the moods

of “calm,” “sad,” and “dreamy.”

Table 5.6 Genre and mood distribution of positive xamples

Elect- New R & Hip Unk-
Blues |Oldies| Jazz | ronic [Metal | Age | B |ReggaeCountry |[Hop|Rock|Other| nown | total
calm . 2 9 40 0 24 15 34 21 291,239 8 257 1,680
sad 1 1 1 11 4 9 9 3 19 10 907, 12| 191 1,178
glad 1 3 8 17 0 4 9 10 8| 7| 466 3] 213 749
romantic ( 2 5 3 0 6] 13 2 15/ 1 477 9] 86 619
gleeful q 0 0 11 0 2| 4 2 12/ 11 366 2| 133 543
gloomy 3 0 1 4 6 O O 1 3| 15 390 2 46| 471
angry @ 0 0 1 9 O O 0 0 9 187 0 48 254
mournful q 0 0 1 0 o 2 0 13 3] 130 1 33 183
dreamy 0 0 0 5 0 9 0 0 0 0] 105 0 27| 146
cheerful ( 3 1 3 0 1 1 1 2| 2 101 3] 24 142
brooding @ 0 0 2 0 2 1 0 O O 90 0 21 116
aggressive 0 0 0 2| 14 0 O 0 Of 5 82 0 12 115
anxious 0 0 0 1 1 O O 0 2/ 0 70 0 6 80
confident ( 0 0 2 0 O O 1 1] 2| 43 1 11 61
hopeful ( 0 0 2 0 O O 0 1 0 32 1 9 45
earnest 0 0 0 0 0 2 0 0 1 0 35 0 2 40
cynical (g 0 0 0 0 O O 0 O 1 35 0 2 38
exciting q 0 0 1 0 O O 0 o 1 27 0 1 30
TOTAL 7 11 25 106 34| 59 54 54 98 964,782 421,122 6,49(
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CHAPTER 6: BEST LYRIC FEATURES

This chapter presents the experiments and resaltsim to answer research question 2:
which type(s) of lyric features are the most uséefudlassifying music by mood. Starting with an
overview of the state of the art in text affectlgsis, the chapter then describes the lyric feature

investigated in this research and finally presémtsresults and discussions.

6.1 TEXT AFFECT ANALYSIS

Pang and Lee (2008) recently published a comprérersarvey on sentiment analysis in
text. By sentiment analysis, they mainly referre@mnalysis on subjectivity, sentimental polarity
(negative vs. positive), and political viewpoinlibéral vs. conservative). They summarized the
features that have been used in sentiment anabgagsof-words (in pre-built lexicons), part-of-
speech (POS) tags, position in the document, highaarn-grams, dependency or constituent-
based features. However, which features are mestiludepends on specific tasks. Moreover, as

sentiment analysis is a relatively new area, stiistoo early to make assertions on features.

A related area is stylometric analysis, which uguafers to authorship attribution, text
genre identification, and authority classificati®evious studies on stylometric analysis have
shown that statistical measures on text propefgies, word length, punctuation and function
words, contractions, named entities, non-standaedisgs) could be very useful (e.g., Argamon,
Saric, & Stein, 2003; Hu, Downie, & Ehmann, 200Yer one thousand stylometric features
have been proposed in a variety of research (Rudh®8). However, there is no agreement on

the best set of features for a wide range of aggtin domains.
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There are several operational systems focusedxbedtegorization according to affect.
Subasic and Huettner (2001) manually constructedrd lexicon for each affect category
considered in their study, and classified documbptsomparing the average scores of terms in
the affect categories. A more complex approachtalen by Liu, Lieberman, and Selker (2003)
which was based on common sense knowledge, dhe @mssumption that common sense is

important for affect interpretation.

As lyrics are a special genre quite different frdaily life documents, a common sense
knowledge base may not work for lyrics; neithemgrd lexicons built for other genres of
documents. While manually building a lexicon isywkabor-intensive, methods on automatic
lexicon induction have been proposed. Pang anq2@@8) summarized such methods and
categorized them into two groups: unsupervisedsapervised. The three feature selection
methods applied to lyrics in Hu et al. (2009a) (danguage model comparison, F-score feature
ranking, and SVM feature ranking) are vivid exarspdé supervised lexicon induction.
Unsupervised methods start from a few seed womdalicch the affect is already known, and
then propagate the labels of the seed words tosatbiat co-occur with them in a text corpus, to
synonyms, and/or to words that co-occur with therather resources like WordNet. For
instance, Turney (2002) proposed the joint usewial information and co-occurrence in a

general corpus with a small set of seed words.

There have been interesting studies on the affeespect of text in the context of weblogs
(Nicolov, Salvetti, Liberman, & Martin, 2006). Most them still used bag-of-words features of

all words or words in specific POSs (mostly adpeediand nouns). Among them, Mihalcea and
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Liu (2006) identified discriminative words in bl@gsts in two categories, “happy” and “sad,”

using Naive Bayesian classifiers and word frequehisshold.

Alm (2008) studied affects of sentences in chilz¢ales and included a very rich feature
set covering the aspects of syntactic (e.g., P@&sranterjection word count), rhetoric (e.g.,
repetitions, onomatopoeia counts), lexical (comftsords in pre-built, emotion-related word
lists), and orthographic (e.g., special punctuajoAlthough the affect categories in Alm’s
study were not from a dimensional model, Alm inéddn the feature set dimensional lexical
scores calculated from the ANEW word list (Bradéeyang, 1999). ANEW stands for
Affective Norms for English Words. It contains 1403@nique words with scores in three
dimensionsvalence(a scale from unpleasant to pleasamtpusal(a scale from calm to excited),
anddominancga scale from submissive to dominant). All dimensiare scored on a scale of 1

to 9. Alm’s features used the average scores ofl Wits in the ANEW list.

Unfortunately, Alm did not evaluate which of théeatures were most useful in predicting
affect categories. However, Alm’s study, amongféve studies on text affect prediction, does

suggest possible features for consideration inrdgearch.

6.2 LYRIC FEATURES

Based on the aforementioned studies on text adfeatlysis, this dissertation research
investigates a range of lyric feature types thatlwacategorized into the following three classes:
1) basic text features that are commonly usedxihd&tegorization tasks; 2) linguistic features

based on psycholinguistic resources; and, 3) tghstic features including those proven useful
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in a study on music genre classification (Mayealgt2008). Besides, combinations of these

feature types are also evaluated in this studyaa@dlescribed in this section as well.

6.2.1 Basic Lyric Features

As a starting point, this research evaluates bageotis features with the following types:

1) Content words (Content): all words except functmrds, without stemming;

2) Content words with stemming (Cont-stem): stemnmr&ans combining words with
the same roots;

3) Part-of-speech (POS) tags: such as noun, verpgprmun, etc. In this research, the
Stanford POS taggkris used to tag each lyric word with one of theuBfijue POS
tags in the Penn Treebank projéct

4) Function words (FW): as opposed to content waalss) called “stopwords” in text
information retrieval. The function word list usiedthis study is the one compiled by

S. Argamon, a well-known scholar in the area of sylistic analysi¥’.

For each of the feature types, four representatiodels are compared: 1) Boolean; 2) term
frequency; 3) normalized frequency; and, 4) tfigfighting. In a Boolean representation model,
each feature value is term presence or absenceo({@eo). The term frequency and normalized

frequency models, as their names indicate, usefteguencies and normalized term frequencies

™ http://nip.stanford.edu/software/tagger.shtml
12 http://www.cis.upenn.edu/~treebank/

13 The function word list can be accessed at httpaikir.iit.edu/~argamon/function-words. txt
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as feature values respectively. The model of tlidighting uses the product of term frequency

and inverted document frequency as feature values.

The name “bag-of-words” simply means a collectibnmordered terms, and the terms
could be single words (also called “unigram”), P@gs, or ordered combinations of multiple
words (also calledri-gram”). In this study, unigrams, bigrams and &igs of the above features
and representation models are all evaluated. Fatrregram feature type, features that occurred
less than five times in the training dataset weseatded. In addition, for bigrams and trigrams
of Content and Cont-stem, function words were tatieated because content words are usually
connected via function words as in “I love you,”avh “I” and “you” are function words. For
Cont-stem, words were stemmed before bigrams &yranmns were calculated. That is, every

word in a bigram or trigram was stemmed.

Theoretically, high ordem-grams can capture features of phrases and compoonus. A
previous study on lyric mood classification (Heakt 2008) found the combination of unigrams,
bigrams and trigrams yielded the best results anatimggram featuresn(<= 3). Hence, in this
study, the combinations of unigrams and bigrames those of unigrams, bigrams and trigrams
are evaluated to investigate the effect of progvebsexpanded feature sets. The basic lyric

feature sets evaluated in this study are listéthinle 6.1.

The effect of stemming amgram dimensionality reflects the unique charastes of
lyrics. For unigrams of content words, stemmingustl the number of terms from 7,227 to
6,098, with a reduction rate of 15.6%. However,réduction rate decreased to 3.3% for
bigrams and 0.2% for trigrams. The reduction rateery low compared to other genres of text

such as web pages and newspaper text. While aufporanalysis is needed in the future to
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compare the differences between lyrics and terther genres, an initial examination of the
lyric text suggests that the repetitions frequentigd in lyrics indeed make a difference in
stemming. For example, the linebpotince bounce bouricand “but just bounce bounce bounce,
yeali were stemmed toldounc bounc bouri@nd “but just bounc bounc bounce, yéarhe
original bigram bounce bouncahen expanded into two bigrams after stemmirogunc

bounc¢ and “bounc bouncewhile the original trigram Bounce bounce bouricalso became

two trigrams after stemmingbbunc bounc bouri@and “bounc bounc bounce

Table 6.1 Summary of basic lyric features

Feature Type n-grams No. of dimensions
unigrams 7,227
: : bigrams 34,133
Content words without stemming (Content) trigrams 42,795
uni+bigrams 41,360
uni+bi+trigrams 84,155
unigrams 6,098
: : bigrams 33,008
Content words with stemming (Cont-stem) trigrams 42,707
uni+bigrams 39,106
uni+bi+trigrams 81,813
unigrams 36
bigrams 1,057
Part-of-speech (POS) trigrams 8.474
uni+bigrams 1,093
uni+bi+trigrams 9,567
unigrams 467
: bigrams 6,474
Function words (FW) trigrams 8,289
uni+bigrams 6,941
uni+bi+trigrams 15,230
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6.2.2 Linguistic Lyric Features

In the realm of text sentiment analysis, domainethelent lexicons are often consulted in
building feature sets. For example, Subasic andthiere(2001) manually constructed a word
lexicon with affective scores for each affect cargygconsidered in their study and classified
documents by comparing the average scores of techsled in the lexicon. Pang and Lee
(2008) summarized that studies on text sentimealyais often used existing off-the-shelf
lexicons. In this study, a range of psycholingaiséisources are exploited in extracting lyric
features: General Inquirer (GI), WordNet, WordNéfeat, and Affective Norms for English

Words (ANEW).

6.2.2.1 Lyric Features based on General Inquirer

General Inquirer (Gl) is a psycholinguistic lexicoontaining 8,315 unique English words
and 182 psychological categories (Stone, 1966)a Banse of the 8,315 words in the lexicon is
manually labeled, with one or more of the 182 ps{@tjical categories to which the sense
belongs. For example, the word “happiness” is aateat with the categories “Emotion,”
“Pleasure,” “Positive,” “Psychological well beinggtc. The mapping between words and
psychological categories provided by Gl can be vipful in looking beyond word forms and
into word meanings, especially for affect analygigre a person’s psychological state is exactly
the subject of study. One of the previous studremasic mood classification (Yang & Lee,

2004) used Gl features together with lyric bag-ofrd¢ and suggested representative Gl features

for each of their six mood categories.
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GI's 182 psychological features are also evaluatehis research. It is noteworthy that
some words in Gl have multiple senses (e.g., “happyg four senses). However, sense
disambiguation in lyrics is an open research proiigat can be computationally expensive.
Therefore, the author merged all the psychologiegdgories associated with any sense of a
word, and based the match of lyric terms on wondtead of senses. The Gl features were
represented as a 182 dimensional vector with theevat each dimension corresponding to either
word frequency, tfidf, normalized frequency, or Bxan value. This feature type is denoted as

“GI.”

The 8,315 words in General Inquirer comprise aclexioriented to the psychological
domain, since they must be related to at leasbbtiee 182 psychological categories. Therefore,
a set of bag-of-words features are built usingelvesrds (denoted as “Gl-lex”). Again, all the
aforementioned four representation models are fosdtis feature type which has 8,315

dimensions.

6.2.2.2 Lyric Features based on ANEW and WordNet

Affective Norms for English Words (ANEW) is anothegecialized English lexicon
(Bradley & Lang, 1999). It contains 1,034 uniquegksh words with scores in three dimensions:
valence(a scale from unpleasant to pleasayusal(a scale from calm to excited), and
dominancdga scale from submissive to dominant). All dimensiare scored on a scale of 1 to 9.
The scores were calculated from the responsesoifmder of human subjects in
psycholinguistic experiments and thus are deemeepieesent the general impression of these
words in the three affect-related dimensions. ANE&E been used in text affect analysis for

such genres as children’s tales (Alm, 2009) and%(tiu et al., 2003), but the results were

75



mixed with regard to its usefulness. This dissematesearch strives to find out whether and

how the ANEW scores can help classify text sentimethe lyrics domain.

Besides scores in the three dimensions, for eacd ANEW also provides the standard
deviation of the scores in each dimension givethibyhuman subjects. Therefore there are six
values associated with each word in ANEW. For yhies of each song, means and standard
deviations for each of these values are calcufaedords included in ANEW, which results in

12 features.

As the number of words in the original ANEW is pabby too few to have at least one word
included in each of the songs in the experimerdasidf the ANEW word list is expanded using
WordNet. WordNet, as mentioned before, is an Ehdégicon with marked linguistic
relationships among word senses. It is organizesyhgetsuch that word senses in gynset
are essentially synonyms. Hence, ANEW is expangaddiuding all words in WordNet that
share the san®ynsetwith a word in ANEW and giving these words the saiNEW scores as
the one in ANEW. Again, word senses are not diffeated since ANEW only presents word
forms without specifying which sense is used. Aégpansion, there are 6,732 words in the
expanded ANEW which covers all songs in the expenindataset. That is, every song has non-

zero values in the 12 dimensions. This feature tyenoted as “ANEW.”

Like the words from General Inquirer, the 6,732 d#in the expanded ANEW can be seen
as a lexicon of affect-related words. Together \hit 1,586 unique words in the latest version of
WordNet-Affect, the expanded ANEW forms an affextiton of 7,756 unique words. This set
of words are used to build bag-of-words featurefeuthe aforementioned four representation

models. This feature type is denoted as “Affect*lex
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6.2.3 Text Stylistic Features

Text stylistic features often refer to interjectiaords (e.g., “ooh,” “ah”), special
punctuations (e.g., “1,” “?”) and text statistiesd., number of unique words, length of words,
etc.). They have been used effectively in textosh@tric analyses dealing with authorship

attribution, text genre identification, and autlyilassification (Argamon et al., 2003).

In the music domain, text stylistic features ondymwere successfully used in a study in
music genre classification (Mayer et al., 2008)péamticular, Mayer et al. (2008) demonstrated
interesting distribution patterns of some exemplac features across different genres. For
example, the word “nuh” and “fi” mostly occurredreggae and hip-hop songs. Their
experiment results showed that the combinatioexifstylistic features, part-of-speech features
and audio spectral features significantly outperied the classifier using audio spectral features

only as well as the classifier combining audio bBad-of-words lyric features.

In the task of mood classification, the usefulnefs®xt stylistic features has not been
formally evaluated, and thus this dissertationaeseincludes text stylistic features. In
particular, the text stylistic features evaluatedhis study are defined in Table 6.2, which
includes 25 dimensions: six interjection words, special punctuation marks and 17 text

statistics (also see Section 6.4.3).

Table 6.3 summarizes the aforementioned linguistitures and text stylistic features with

their numbers of dimensions and numbers of reptaen models.
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Table 6.2 Text

stylistic features evaluated in thisesearch

Feature

Definition

interjection words

normalized frequencies of “hey,” “ooh,” “yo,” “uh;ah,”
“yeah”

special punctuation marks

normalized frequencie's,'of-"

NUMBER

normalized frequency of all non-year numbers

(2]

numberOfWords total number of words

numberOfUnigWords total number of unique words

repeatWordRatio (number of words - number of unigdfgynumber of word
avgWordLength average number of characters per word

numberOfLines

total number of lines

numberOfUnigLines

total number of unique lines

numberOfBlankLines

number of blank lines

blankLineRatio number of blankLines / number oEbn
avgLineLength number of words / number of lines
stdLineLength standard deviation of number of wagresline
unigWordsPerLine number of unigWords / number vési

repeatLineRatio

(number of lines — number of unngls) /number of lines

avgRepeatWordRatioPerLin

a)

-3

average repeat word patidine

stdRepeatWordRatioPerLine

standard deviation cfaepord ratio per line

numberOfWordsPerMin

number of words / song lengthinutes

numberOfLinesPerMin

number of lines / song lengtiminutes

Table 6.3 Summary of linguistic and stylistic lyricfeatures

Feature Number of| Number of
Abbreviation Feature Type dimensionsrepresentations
Gl Gl psychological features 182 4
Gl-lex words in Gl 8,315 4
ANEW scores in expanded ANEW 12 1
Affect-lex words in expanded ANEW and WordNet-Affec 7,756 4
TextStyle text stylistic features 25 1

6.2.4 Lyric Feature Type Co

Combinations of different |

example, Mayer et al. (2008) found the combinatibtext stylistic features and part-of-speech

ncatenations

yric feature types maglg performance improvements. For
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features achieved better classification performdhar using either feature type alone. This
dissertation research first determines the beseseptation of each feature type and then the

best representations are concatenated with onbemot

Specifically, for the basic lyric feature typedéid in Table 6.1, the best performingrams
and representation of each type (i.e., content sygrdrt-of-speech, and function words) is
chosen and then further concatenated with linguéstd stylistic features. For each of the
linguistic feature types with four representatioadels, the best representation is selected and
then further concatenated with other feature typpestal, there are eight selected feature types:
1) n-grams of content word (either with or without stemg); 2)n-grams of part-of-speech; 3)
n-grams of function words; 4) Gl; 5) Gl-lex; 6) ANEW) Affect-lex; and, 8) TextStyle. The

total number of feature type concatenations cacelmilated as follows:

C, =255 (1)

whereC denotes the combinations of choosirtigpes from all eight types € 1,...,8). All
the 255 feature type concatenations as well aghatifeature types are compared in the
experiments to find out which lyric feature typeconcatenation of multiple types is the best for

the task of music mood classification.
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6.3 IMPLEMENTATION

The Snowball stemmétis used for experiments that require stemmingthissstemmer

cannot handle irregular words, it is supplementét irregular nouns and verbis

The Stanford POS tagger implements two tagging fsodae uses the preceding three tags
as tagging context, the other considers both pregehd following tags (Toutanova, Klein,
Manning, & Singer, 2003). The bidirectional modetfprms slightly better than the left side-
only model, but is significantly slower. As theitydataset used in this research is large, the
more efficient left side-only model is adopted. Btanford tagger is trained on a corpus
consisting of articles in the Wall Street JouriNgws articles are in a different text genre from
lyrics, but there is no available training corpti$yacs with annotated POS tags. Nevertheless,
the lyric data are also in modern English, andctbrabinations of POS tags in lyrics are not
much different from news articles. The author hasinally examined about 50 tagged lyrics and

the results are generally correct.

6.4 RESULTS AND ANALYSIS

6.4.1 Best Individual Lyric Feature Types

For the basic lyric features summarized in Table the variations of uni+bi+trigrams in the
Boolean representation worked best for all threguie types (content words, part-of-speech,

and function words). Stemming did not make a sigaift difference on the performances of

14 http://snowball.tartarus.org/

The irregular verb list was obtained from http:/Anenglishpage.com/irregularverbs/irregularverbslhamd the

irregular noun list was obtained from http://wwwdesk.com/esl-quizzes/irregular-nouns/irregularahtm
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content word features, but features without stergrhiexd higher averaged accuracy. The best

performance of each individual feature type is enésd in Table 6.4.

For individual feature types, the best performing avas Content, the bag-of-words features
of content words with multiple orders fgrams. Individual linguistic feature types did not
perform as well as Content. In addition, amonguistic feature types, bag-of-words features
(i.e., Gl-lex and Affect-lex) were the best. Theopest performing feature types were ANEW
and TextStyle, both of which were statisticallyfelient from the other feature types fat

0.05). There was no statistically significant diffiece among the remaining feature types.

Table 6.4 Individual lyric feature type performances

Abltj?g;[iuart?on Feature Type RepresentationAccuracy
Content uni+bi+trigrams of content words Boolean 0.617
Cont-stem uni+bi+trigrams of stemmed content words tfidf 0.613
Gl-lex words in Gl Boolean 0.59¢
Affect-lex words in expanded ANEW and WordNet-Affec  tfidf 0.594
FW uni+bi+trigrams of function words Boolean 0.594
Gl Gl psychological features tfidf 0.586
POS uni+bi+trigrams of part-of-speech Boolean 0.579
ANEW scores in expanded ANEW - 0.545
TextStyle text stylistic features - 0.529

6.4.2 Best Combined Lyric Feature Types

The best individual feature types (shown in Tabteekcluding “Cont-stem”) were
concatenated with one another, resulting in 255ksoed feature types. Because value ranges of
the feature types varied a great deal (e.g., ssemeaants, others are normalized weights, etc.),

all feature values were normalized to the inteofdD, 1] prior to concatenation. Table 6.5
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shows the best combined feature sets among wheeh tas no significant difference (ak

0.05).

The best performing feature combination was ContdftV + GI + ANEW + Affect-lex +
TextStyle which achieved an accuracy 2.1% highan the best individual feature type, Content
(0.638 vs. 0.617). All of the best performing lyfeature type concatenations listed in Table 6.5
contain certain linguistic features and text stidieatures (“TextStyle”), although TextStyle
performed the worst among all individual featunedy (as shown in Table 6.4). This indicates
that TextStyle must have captured very differerarabteristics of the data than other feature
types and thus could be complementary to others.tdjn three feature combinations also
contain ANEW scores, and ANEW scores alone wassgpuficantly worse than other
individual feature types (gt< 0.05). It is interesting to see that the twonesbperforming
feature types scored second best (with no statistisignificant difference from the best) when
combined with each other. In addition, the ANEW diettStyle feature types are the only two
types that do not conform to the bag-of-words framor among all of the eight individual

feature types.

Table 6.5 Best performing concatenated lyric featue types

Number of

Type dimensions Accuracy
Content+FW+GI+ANEW+Affect-lex+TextStyle 107,360 8®H
ANEW+TextStyle 37 0.637
Content+FW+GI+Gl-lex+ ANEW+Affect-lex+TextStyle 1%55 0.637
Content+FW+GI+Gl-lex+TextStyle 107,907 0.636
Content+FW+GI+Affect-lex+TextStyle 107,348 0.636
Content+FW+Gl+TextStyle 99,592 0.635

82



Except for the combination of ANEW and TextStylik o the other top performing feature
combinations shown in Table 6.5 are concatenatdfsur or more feature types, and thus have
very high dimensionality. In contrast, ANEW+Textlgthas only 37 dimensions, which is
certainly a lot more efficient than the others. ®a other hand, high dimensionality provides
room for feature selection and reduction. Indeguteaious study of the author (Hu et al., 2009a)
applied three feature selection methods on basgram lyric features (i.e., F-Score, SVM score
and language model comparisons) and showed improeddrmances. It is a future research
direction to investigate feature selection and ctida for feature combinations with high

dimensionality.

Except for ANEW+TextStyle, all other top performifegature concatenations contain the
combination of “Content,” “FW,” “Gl,” and “TextSt@.” The relative importance of the four
individual feature types can be revealed by conmgattie combinations of any three of the four
types. As shown in Table 6.6, the combination of F\ @I + TextStyle performed the worst.
Together with the fact that Content performed testlamong all individual feature types, it is
safe to conclude that content words are still wenyortant in the task of lyric mood

classification.

Table 6.6 Performance comparison of “Content,” “FW; “Gl,” and “TextStyle”

Type Accuracy
Content+FW+TextStyle 0.632
Content+FW+GI 0.631
Content+Gl+TextStyle 0.624
FW+Gl+TextStyle 0.619
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6.4.3 Analysis of Text Stylistic Features

As shown in the results, TextStyle is a very intérey feature type. It captures very different
characteristics from the lyrics than other featypes, i.e., TextStyle is orthogonal to other
feature types. This subsection takes a closerabdlextStyle to determine the most important

features within this type.

The specific features in TextStyle are listed i[€6.2. The interjection words and
punctuation marks were selected using a seriespdranents. Classification performances
using varied numbers of top-ranked features arepeoed in Table 6.7, with the row of best

performances marked as bold.

Table 6.7 Feature selection for TextStyle

Number of features Accuracy
TextStats &P Total TextStyle ANEW+TextStyle
17 0 17 0.524 0.634
17 8 25 0.529 0.637
17 15 32 0.526 0.632
17 25 42 0.514 0.631
17 45 62 0.514 0.628
17 75 92 0.513 0.615
17 134 151 0.513 0.612

Initially all common punctuation marks and intetjien words® were considered. There are
134 of them. Then the interjection words and pustbttn marks (denoted as “I&P” in Table 6.7)

were ranked according to their SVM weights (seewgland then most important ones were

8 The list of English interjection words was basedtre one obtained from http://www.english-grammar-

revolution.com/list-of-interjections.html
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selected. The 17 text statistic features defin€baiple 6.2 are denoted as “TextStats” in Table
6.7. These statistics were kept unchanged in #gsrément, because the 17 dimensions of them
were already compact compared to the 134 integeatiords and punctuations. Since the SVM
is used as the classifier, and a previous study 2008) suggested feature selection using SVM
ranking worked best for SVM classifiers, the puation marks and interjection words were
ranked according to the feature weights calculbtethe SVM classifier. Like all experiments in
this research, the results were averaged acro8da@dlcross validation, and the feature ranking
and selection was performed only using the trainiaig in each fold. The results in Table 6.7
show that many of the interjection words and puatitun marks are redundant indeed. And this

is how the 25 TextStyle features in Table 6.2 wkermined.

To provide a sense of how the top features digebacross the positive and negative
samples of the categories, the distributions fehed the 25 TextStyle features (six interjection
words, two special punctuations and 17 text stesistvere plotted. Figure 6.1, Figure 6.2 and
Figure 6.3 illustrate the distributions of threengde features: “hey,” “1,” and

“numberOfWordsPerMinute.”

In these figures, the categories are in desceratithey of the number of songs in each
category. As can be seen in the figures, the pesiind negative bars for each category generally
have uneven heights. The greater the differenbesnbre distinguishing power the feature

would have for that category.
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6.5 SUMMARY

This chapter described and evaluated a numberioftext features in the task of music
mood classification, including the basic, commamded bag-of-words features, features based
on psycholinguistic resources, and text stylist@téires. The experiments on the large ground
truth dataset revealed that content words werdlséilmost useful individual feature type, while
the most useful lyric features were a combinatiboomtent words, function words, General
Inquirer psychological features, ANEW scores, dffetated words, and text stylistic features. A
surprising finding was that the combination of ANEB@bres and text stylistic features, with
only 37 dimensions, achieved the second best peaioce among all feature types and

combinations (compared to 107,360 in the top penriiog lyric feature combination). As text
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stylistic features appeared to be a very intergggature type, they were analyzed in detail, and

the distributions of exemplar stylistic featuresoss mood categories were also presented.
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CHAPTER 7: HYBRID SYSTEMS AND SINGLE-SOURCE

SYSTEMS

This chapter presents the experiments and resaltsim to answer research question 3:
whether there are significant differences betwgean-based and audio-based systems in music
mood classification, given both systems using tingp®rt Vector Machines (SVM) classification
model, and research question 4: whether systembinorg audio and lyrics are significantly
better than audio-only or lyric-only systems. Fithe selected audio-based system is introduced,
and then the two hybrid methods are described angbared. Second, system performances are
compared to answer the research questions. Fitladylyric-only and audio-only systems are
compared on individual mood categories, and thdyiopfeatures in various types are

examined.

7.1 AUDIO FEATURES AND CLASSIFIER

To answer research question 3, whether there gmndisant differences between a lyric-
based and an audio-based system, a system usibgghperforming lyric feature sets
determined in research question 2 is compareddading audio-based classification system
evaluated in the AMC task of MIREX 2007 and 200&rByas (Tzanetakis, 2007). Because
Marsyas was the top-ranked system in AMC, its perémce sets a difficult baseline against

which comparisons must be made.

Marsyas used 63 spectral features: means and vasiah Spectral Centroid, Rolloff, Flux,
Mel-Frequency Cepstral Coefficients (MFCC), etce3é features are musical surface features

based on the signal spectrum and were describ®ddtion 2.3.1. The Marsyas system used

89



Support Vector Machines (SVM) as its classificatodel. Specifically, it integrated the

LIBSVM (Chang & Lin, 2001) implementation with anbar kernel to build the classifiers.

7.2 HYBRID METHODS

Hybrid methods can be used to flexibly integrateefmeneous data sources to improve
classification performance, and they work best wihensources are sufficiently diverse and thus
can possibly make up for each other's mistakesidtre work in music classification has used
such hybrid sources as audio and social tags, amtidyrics, audio and symbolic representation

of scores, etc.

7.2.1 Two Hybrid Methods

Previous work in music classification has used pepular hybrid methods to combine
multiple information sources. The most straightfardvhybrid method is feature concatenation
where two feature sets are concatenated and thsfadation algorithms run on the combined
feature vectors. The other method is often callaté“fusion” which is to combine the outputs of
individual classifiers based on different sour@ther by (weighted) averaging or by

multiplying.

According to Tax, van Breukelen, Duin and Kittl2000), in the case of combining two
classifiers for binary classification as in thisearch, the two late fusion variations, averaging

and multiplying are essentially the same. The foihg is a formal proof of this assertion.

Lemma: For combining the outputs of two classifiers i@ylpased and audio-based) for

binary classification, the rules of multiplying aaderaging are equivalent.
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Proof: Let p,and p,,denote the posterior probabilities of a data sarbpleg estimated

as positive by the lyric-based and audio-basedifias, andg, ...and p,,q, denote the

yrics

probabilities of the sample being estimated as theghy the two classifiers respectively.

The multiplying rule says:
if plyrics ’ paudio > r)lyrics ’ paudio (2)

then the hybrid classifier would predict positiegherwise, predict negative. In the case of

binary classification, (2) can be rewritten as:

plyrics, paudio>r_)lyrics, paudio: (1_ plyrics)(l_ paudio) = 1- plyrics_ Paudiot plyrics, Paudio

erics + paudio
2

plyrics+ paudio > 1 > 05

This is, in fact, the rule of averaging.

Therefore, this research uses the weighted aveyagiithe rule of late fusion. For each

testing instance, the final estimation probabiktgalculated as:

phybrid =a plyrics + (1_ a) Paudio (3)

where is the weight given to the posterior probabilityimsited by the lyric-based classifier. A
song is classified as positive when the hybrid @ast probability is larger or equal than 0.5. In
this experiment, the value ofwas changed from 0.1 to 0.9 with an increment stép1. The

value resulting in the best performing system wseduo build the late fusion system, which was
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then compared to the feature concatenation hylgatem, as well as the systems based on lyric-

only and audio-only.

7.2.2 Best Hybrid Method

Since the best lyric feature set was Content + F&I + ANEW + Affect-lex + TextStyle
(denoted as “BEST” thereafter), and the secondfeasiire set, ANEW + TextStyle was very
interesting; each of the two lyric feature sets w@®bined with the audio-based system
described in Section 7.1. For the late fusion metlan experiment was conducted to determine

the value that led to the best performance. The resué shown in Figure 7.1.

Figure 7.1 Effect of value in late fusion on average accuracy
The highest average accuracy was achieved whe@.5 for both lyric feature sets, that is
when the lyric-based and audio-based classifieregual weights. This indicates both lyrics and
audio are equally important for maximizing the atege of the late fusion hybrid systems.
Table 7.1 presents the average accuracies of systsimg the two hybrid methods, as well as

the result of a statistical test on system perforeea. The method of late fusion outperformed
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feature concatenation for 3% for both lyric featsegs, but the difference was not significant (at

p < 0.05).
Table 7.1 Comparisons on accuracies of two hybrid ethods
Feature set Feature concatenation Late fusion p value
BEST 0.645 0.675 0.327
ANEW + TextStyle 0.629 0.659 0.569

7.3 LYRICS VS. AUDIO VS. HYBRID SYSTEMS

Performances of the two hybrid systems, lyric-carigl audio-only systems were compared.
Figure 7.2 illustrates the box plots of the accigsof the four systems using the BEST lyric

feature set, with mean accuracies across catedabeked beside each box plot.

Figure 7.2 Box plots of system accuracies for theEST lyric feature set
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According to the average accuracies, both hybrstiesys outperformed single-source-based
systems. The box plots also show that the lat®fusystem had the least performance variance
across categories among the four systems and thsishe most stable system. On the other

hand, the hybrid system using feature concatenagemed the least stable.

Table 7.2 presents the average accuracies of tbessystems. It shows that the hybrid
system with late fusion improved accuracy overatéio-only system by 9.6% and 8% for the
top two lyric feature sets respectively. It casoabe seen from Table 7.2 that feature
concatenation was not good for combining ANEW +tBéye lyric feature set and audio, as the

hybrid system using this method performed worsa tha lyric-only system (0.629 vs. 0.637).

Table 7.2 Accuracies of single-source-based and hyd systems

Feature set Audio-only Lyric-only | Feature concatenation| Late fusion
BEST 0.579 0.638 0.645 0.675
ANEW+TextStyle  0.579 0.637 0.629 0.659

The raw difference of 5.9% between the performanéése lyric-only system and the
audio-only system is noteworthy (Table 7.2). Tmliings of other researchers (e.g., Laurier et
al., 2008; Mayer et.al, 2008; Yang et.al, 2008; &gt al., 2004) have never shown lyric-only
systems to outperform audio-only system in termavefaged accuracy across all categories.
The author surmises that this difference coulddmabse of the new lyric features applied in this
study. However, from Table 7.3 which lists the tesaf pair-wise statistical tests on system
performances for the top two lyric feature sets,ghrformance difference between the lyric-
only and audio-only systems was just shy of beougpted as significanp € 0.054 for the

BEST feature set), and thus more work is needdderuture before this claim could be
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conclusively made. Therefore, the answer to rebeguestion 3 would be: the lyric-based
system outperformed the audio-based system in tefiegerage accuracy across all 18 mood
categories in the experiment dataset, but thefierdihce was just shy of being accepted as

statistically significant.

Table 7.3 Statistical tests on pair-wise system pgermances

Feature set Better system Worse system p value
BEST Hybrid (late fusion) Audio-only 0.001
BEST Hybrid (feature concatenation)) Audio-only 0.027
BEST Lyric-only Audio-only 0.054
BEST Hybrid (late fusion) Lyric-only 0.110
BEST Hybrid (feature concatenation) Lyric-only 0.517%
BEST Hybrid (late fusion) Hybrid (feature concatenation)0.327
ANEW+TextStyle|Hybrid (late fusion) Audio-only 0.004
ANEW+TextStyle |Hybrid (feature concatenation) Audio-only 0.045
ANEW+TextStyle|Lyric-only Audio-only 0.074
ANEW+TextStyle|Hybrid (late fusion) Lyric-only 0.217
ANEW+TextStyle|Hybrid (late fusion) Hybrid (feature concatenation) 0.569
ANEW+TextStyle|Lyric-only Hybrid (feature concatenation)  0.681

The statistical tests presented on Table 7.3 &lsw shat both hybrid systems using late
fusion and feature concatenation were significabditer than the audio-only systenpat 0.05.
In particular, the hybrid systems with late fusioyproved accuracy over the audio-only system
by 9.6% and 8% for the top two lyric feature setspectively (Table 7.2). These demonstrate the
usefulness of lyrics in complementing music audithie task of mood classification. However,
the differences between the hybrid systems antytieeonly system were not statistically
significant ¢ = 0.11 and 0.217 for the late fusion system@ard).517 and 0.681 for the feature
concatenation system). Therefore, the answer &arels question 4 is: systems combining lyrics
and audio outperformed systems based on eitherdyly or audio-only in terms of average

accuracy across all 18 mood categories in the @rpat dataset. The difference between hybrid
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systems and the audio-only system was statistisadlyificant, but the difference between

hybrid systems and the lyric-only system was ratistically significant.

Figure 7.3 shows the system accuracies acrossdundivmood categories for the BEST
lyric feature set where the categories are in deting order of the number of songs in each

category.

Figure 7.3 System accuracies across individual cajeries for the BEST lyric feature set
Figure 7.3 reveals that system performances beooone erratic and unstable after the
category “cheerful.” Those categories to the righitcheerful” have fewer than 142 positive
examples. This suggests that the systems are abliecio the data scarcity problem. For some of
the smaller categories, system performances wene lewer than baseline performance (50%

for binary classification). This is a somewhat extpd result as the lengths of the feature vectors

96



far outweigh the number of training instances. €hae, it is difficult to make broad

generalizations about these extremely sparselgsepted mood categories.

Another angle of comparing the performances igilg oonsider the bigger mood categories
with more stable performances. Statistical testpaxformances of these four systems on the
nine largest categories from “calm” to “dreamy” shihat the late fusion and feature
concatenation hybrid systems significantly outpemied the audio-only systempt 0.002 and
p = 0.009 respectively. In addition, the late fusiorid system was also significantly better
than the lyric-only system at= 0.047. There was no other statistically sigaificdifference

among the systems.

7.4 LYRICS VS. AUDIO ON INDIVIDUAL CATEGORIES

Figure 7.3 also shows that lyrics and audio seehate different advantages across
individual mood categories. Based on the systerfopeances, this section investigates the
following two questions: 1) For which moods is muchore useful and for which moods are
lyrics more useful? and 2) How do lyric featuresoasate with different mood categories?
Answers to these questions can help shed lightmofaundly important music perception

guestion: How does the interaction of sound antléstablish a music mood?

Table 7.4 shows the accuracies of audio and Igatuire types on individual mood
categories. Each of the accuracy values was avigess a 10-fold cross validation. For each
lyric feature set, the categories where its acéesaare significantly higher than that of the audio
feature set are marked as bolddat 0.05). Similarly, for the audio feature set,datcuracies

are those significantly higher than all lyric feas (atp < 0.05).
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Table 7.4 Accuracies of lyric and audio feature typs for individual categories

Category | Content Gl Gl-lex ANEW | Affect-lex | TextStyle | Audio
calm 0.5905 0.5851 0.5804| 0.5563 0.5708 0.5039 0.6574
sad 0.6655 0.6218 0.6010| 0.5441 0.5836 0.5153 0.6749
glad 0.5627 0.5547 0.5600| 0.5635 0.5508 0.5380 0.5882
romantic 0.6866| 0.6228 0.6721| 0.6027 0.6333 0.5153 0.6184
gleeful 0.5864 0.5763 0.5405| 0.5103 0.5443 0.5670 0.6253
gloomy 0.6157 0.5710 0.6124| 0.5520 0.5859 0.5468 0.6178
angry 0.7047| 0.6362 0.6497| 0.6363 0.6849 0.4924 0.5905
mournful 0.6670 0.6344 0.5871| 0.6058 0.6615 0.5001 0.6278
dreamy 0.6143 0.5686 0.6264| 0.5183 0.6269 0.5645 0.6681
cheerful 0.6226| 0.5633 0.5707| 0.5955 0.5171 0.5105 0.5133

brooding 0.5261 0.5295 0.5739] 0.4985 0.5383 0.5045 0.6019
aggressive| 0.7966| 0.7178 0.7549| 0.6432 0.6746 0.5345 0.6417

anxious 0.6125| 0.5375 0.5750] 0.5687 0.5875 0.4875 0.4875
confident 0.3917 0.4429 0.4774| 0.4190 0.5548 0.5083 0.5417
hopeful 0.5700] 0.4975 0.6025| 0.5125 0.6350 0.5375 0.400d
earnest 0.6125 0.6500 0.5500] 0.6250 0.6000 0.6375 0.575C
cynical 0.7000 0.6792 0.6375| 0.4625 0.6661 0.525Q 0.6297
exciting 0.5833 0.5500 0.5833| 0.4000 0.4667 0.5333 0.36671

AVERAGE| 0.6172| 0.5855 0.5975| 0.5452 0.5935 0.529Q 0.5797

The accuracies marked in bold in Table 7.4 dematesthat lyrics and audio indeed have
their respective advantages in different mood aateg. Audio features significantly
outperformed all lyric feature types in only oneadaategory: “calm.” However, lyric features
achieved significantly better performances thari@udseven divergent categories: “romantic,”

“angry,” “cheerful,” “aggressive,” “anxious,” “hofia,” and “exciting.”

The rest of the section presents and analyzes disé influential features of those lyric
feature types that outperformed audio featurekerseven aforementioned mood categories.
Since the classification model used in this redearas SVM with a linear kernel, the features

were ranked by the same SVM models trained in esiication experiments.
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7.4.1 Top Features in Content WordN-Grams

There are six categories where Contegtam features significantly outperformed audio
features. Table 7.5 lists the top-ranked contemtiieatures in these categories. Note how
“love” seems an eternal topic of music regardldgh® mood category! Highly ranked content
words seem to have intuitively meaningful connewtito the categories, such as “with you” in
“romantic” songs, “happy” in “cheerful” songs, afdteams” in “hopeful” songs. The
categories, “angry,” “aggressive,” and “anxiousashquite a few top-ranked terms highlighting
their emotional similarities. It is interestingrote that these last three categories sit closely i
the same top-left quadrant in Figure 5.2.

Table 7.5 Top-ranked content word features for catgories where content words
significantly outperformed audio

romantic cheerful hopeful angry aggressive anxious
with you i love you |l baby fuck hey
on me night strong i am dead to you
with your ve got i get shit i am change
crazy happy loving scream girl left
come on for you dreams to you man fuck
i said new ill run kill i know
burn care if you shut baby dead
hate for me to be i can love and if
kiss living god control hurt wait
let me rest lonely don t know| but you waiting
hold and now friend dead fear need
to die all around | dream love dont idont
why you heaven in the eye hell pain im
il met coming fighting lost listen
tonight she says want hurt you i ve nevel again an
i want you ve got | wonder kill hate but you
love more than | waiting if you want have you my hear
give me the sun i love oh baby love you hurt
cry you like you best youremy | yeahyeahh  night
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7.4.2 Top-Ranked Features Based on General Inquire

Table 7.6 lists the top Gl features for “aggressitiee only category where the Gl set of 182
psychological features significantly outperformexlia. Table 7.7 presents top Gl word features

in the four categories where “Gl-lex” features diigantly outperformed audio features.

Table 7.6 Top Gl features for “aggressive” mood cagory

Gl Feature Example Words
Words connoting the physical aspects of well beimgjuding its blood, dead, drunk,
absence fever, pain, sick, tired
Words referring to the perceptual process of rezgg or dazzle, fantasy, hear,
identifying something by means of the senses look, make, tell, view
Action words hit, kick, drag, upset
Words indicating time noon, night, midnight
Words referring to all human collectivities peomeang, party
Words related to a loss in a state of well beingluding being upset burn, die, hurt, mad

Table 7.7 Top-ranked Gl-lex features for categoriesvhere Gl-lex significantly
outperformed audio

romantic aggressive hopeful exciting
paradise baby i'm come
existence fuck been now
hit let would see
hate am what up
sympathy hurt do will
jealous girl in tear
kill be lonely bounce
young another saw to
destiny need like him
found kill strong better
anywhere can there shake
soul but run everything
swear just will us
divine because found gonna
across man when her
clue one come free
rascal dead lose me
tale alone think more
crazy why mine keep
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It is somewhat surprising that the psychologicaldee indicating “hostile attitude or
aggressiveness” (e.g., “devil,” “hate,” “kill") waanked at 134 among the 182 features.
Although such individual words ranked high as canhteord features, the Gl features were
aggregations of certain kinds of words. By lookatgankings on specific words in General

Inquirer, one can have a clearer understandingtatdoich GI words were important.

7.4.3 Top Features Based on ANEW and WordNet

According to Table 7.4, “ANEW"” features significnbutperformed audio features on one
category, “hopeful,” while “Affect-lex” features wked significantly better than audio features
on categories “angry” and “hopeful.” Table 7.8 @S top-ranked features.

Table 7.8 Top ANEW and Affect-lex features for catgories where ANEW or Affect-lex
significantly outperformed audio

ANEW Affect-lex
hopeful angry hopeful
Average Valence score one wonderful
Standard deviation (std) of Arousal scores baby sun
Std of Dominance scores surprise loving
Std of Valence scores care read
Std of Arousal std death smile
Std of Dominance std alive better
Std of Valence std guilt heart
Average Dominance std happiness lonely
Average Arousal score hurt friend
Average Valence std straight free
Average Dominance score thrill found
Average Arousal std cute strong
suicide grow
babe safe
frightened god
motherfucker| girl
down memory
misery happy
mad dream
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Again, these top-ranked features seem to havegss®mantic connections to the categories,
and they share common words with the top-ranketifea listed in Table 7.5 and Table 7.7.
Although both Affect-lex and Gl-lex are domain-aried lexicons built from psycholinguistic
resources, they contain different words, and tlaech ©f them identified some novel features that
are not shared by the other. The category “hopefydositioned at the center of Figure 5.2,
with small values in botkalenceandarousaldimension, and thus it is not surprising thatttpe

ANEW features for “hopeful” involve bothalenceandarousalscores.

7.4.4 Top Text Stylistic Features

Text stylistic features performed the worst amothgdividual lyric feature types
considered in this research (Table 6.4). In féet,average accuracy of text stylistic features was
significantly worse than each of the other featypes p < 0.05). However, text stylistic
features did outperform audio features in two catieg: “hopeful” and “exciting.” Table 7.9
shows the top-ranked stylistic features (define@able 6.2) in these two categories.

Table 7.9 Top-ranked text stylistic features for ceegories where text stylistics significantly
outperformed audio

hopeful exciting
stdLineLength unigWordsPerLine
unigWordsPerLine avgRepeatWordRatioPerLine
avgWordLength stdLineLength
repeatLineRatio repeatWordRatio
avgLineLength repeatLineRatio
repeatWordRatio avgLineLength
numberOfUnigLines numberOfBlankLines

Note how the top-ranked features in Table 7.9 Htex statistics without interjection
words or punctuation marks. Also noteworthy is thase two categories both have relatively

low positivevalencevalues (but opposit@ousa) as shown in Figure 5.2.
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7.4.5 Top Lyric Features in “Calm”

“Calm,” which sits in the bottom-left quadrant amals the lowest arousal of any category in
Figure 5.2, is the only mood category where audatiires were significantly better than all lyric
feature types. It is useful to compare the tolfeatures in this category to those in categories
where lyric features outperformed audio featureg-fanked words and stylistics from various

lyric feature types in “calm” are shown in Tabl&a@.

Table 7.10 Top lyric features in “calm” category

Content Gl-lex  |Affect-lex ANEW Stylistic

you all look|float list Std of Dominance std stdRepeatWordRatioPer
all look eager moral Average Arousal std Line

all look at |irish saviour Average Dominance scqarepeatWordRatio

you all i appreciatesatan Std of Dominance scoresavgRepeatWordRatioPer
burning kindness| collar Average Valence std |Line

that is selfish pup Std of Valence std repeatLineERa

youd convince| splash Std of Arousal std intergactvord: “hey”
control foolish | clams Std of Arousal scores unigdsiterLine

boy island blooming | Average Arousal score numben@¥EPerMin
that s curious | nimble Average Dominance std blan&Riatio

alli thursday | disgusting | Average Valence score| erjattion word: “ooh”
believe in | pie introduce Std of Valence scores avglength

be free melt amazing interjection word: “ah/’
speak couple arrangement punctuation mark: “1”
blind team mercifully interjection word: “yo”
beautiful | doorway | soaked

the sea lowly abide

As Table 7.10 indicates, top-ranked lyric wordsyirthe content words, Gl-lex and Affect-
lex feature types do not present much in the wagbefous semantic connections with the
category “calm” (e.g., “satan”). Category “calm’side lowesarousalvalue among all
categories shown in Figure 5.2, but the top ANEWfdees in Table 7.10 include moralence

anddominancescores. This may be the reason that ANEW feapgg®rmed badly on “calm.”
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However, some might argue that word repetitionttave a calming effect, and if this is the
case, then the text stylistics features do appele picking up on the notion of repetition as a

mechanism for instilling calmness or serenity.

7.5 SUMMARY

This chapter started from the introduction of thdia-only system and two approaches in
combining lyrics and music audio. Performances/o€ionly, audio-only and hybrid systems
were then compared in terms of average accuraciessall mood categories. The experiments
indicated that late fusion (linear interpolatiorthvequal weights to both classifiers) yielded
better results than feature concatenation. Amolhgyatems, the hybrid system using late fusion
achieved the best performance and outperformeduti®-only system by 9.6%. Both hybrid
systems using late fusion and feature concatenatgoa significantly better than the audio-
based system (@t< 0.05), but the difference between lyric-only audlio-only systems was a
little bit shy from being significantly differenp(= 0.054). Similar patterns were observed when

only the largest half categories were considered.

This chapter continued to examine in-depth thoatufe types that have shown statistically
significant improvements in correctly classifyimglividual mood categories. Among the 18
mood categories, certain lyric feature types sigaiftly outperformed audio on seven divergent
categories and audio outperformed all lyric-basedures on only one categopy< 0.05). For
those seven categories where lyrics performedrbe audio, the top-ranked words clearly
show strong and obvious semantic connections todtegories. In two cases, simple text
stylistics provided significant advantages overiaubh the one case where audio outperformed

lyrics, no obvious semantic connections betweanseand the category could be discerned.
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CHAPTER 8: LEARNING CURVES AND AUDIO LENGTH

This chapter presents the experiments and resalt@hswer research question 5: whether
combining lyrics and audio can help reduce the arhotitraining data needed for effective

classification, in terms of the number of traineygamples and audio length.

8.1 LEARNING CURVES

Part of research question 5 is to find out whelyrérs can help reduce the number of
training instances required for achieving certanfgrmance levels. To answer this question, this
research examines the learning curves of the sswlece-based systems and the hybrid system
using late fusion. In this experiment, in each foldhe 10-fold cross validation, the testing
examples will be kept unchanged, while the trairdata sizes vary from 10% to 100% of all
available training samples, with a 10% incremetdgrival. The accuracies averaged across all

categories are then used to draw the learning suwieich are presented in Figure 8.1.

Figure 8.1 Learning curves of hybrid and single-sotce-based systems
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Figure 8.1 shows a general trend that all systerfioeances increased with more training
data, but the performance of the audio-based syisten@ased much more slowly than the other
systems. With 20% training samples, the accurasfifse hybrid and the lyric-only systems
were already better than the highest accuracyeétidio-only system with all possible amounts
of training data. To achieve similar accuracy, lilgbrid system needed about 20% fewer training
examples than the lyric-only system. This validabeshypothesis that combining lyrics and
audio can reduce required training examples netdadhieve certain classification performance
levels. In addition, the learning curve of the addnly system levels off (i.e., stops increasing)
at 80% training sample size, while the curves efdther two systems never level off. This
indicates the hybrid system and lyric-only systeayrurther improve their performances if
given more training examples. It is also worthyofice that the performances of the lyric-only
and audio-only systems drop at the points of 4087090 training examples respectively. This
observation seems to contradict the general titestdoierformance increases with the amount of
available training data. However, the performantfer@nces between these points and their
neighboring points are not statistically significéatp < 0.05), and thus these performance drops
can be seen as random effects and do not formraeratase of the general trend of the learning

curves.

8.2 AUDIO LENGTHS

The second part of research question 5 is abouwftbet of audio lengths on classification
performance, and whether incorporating lyrics euce the requirement on the length of audio
data for achieving certain performance levels. Tésearch compares the performances of the

audio-based, lyric-based and the late fusion hykygtem on datasets with audio clips of various
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lengths extracted from the song tracks. Almosbfthe audio clips were extracted from the
middle of the songs, as the middle part is deersadast representative for the whole song
(Silla, Kaestner, & Koerich, 2007). There were viaw songs whose middle parts contain
significant amounts of silence, in which case théi@a clips were extracted from the beginning
of the tracks. In this experiment, the audio lermgiinged from 5, 10, 15, 30, 45, 60, 90, 120
seconds to the total lengths of the tracks, whigelyric-based system and the hybrid system
always used the complete lyrics. The accuraciesagee across all categories are used for

comparison. Figure 8.2 shows the results.

Figure 8.2 System accuracies with varied audio letigs
The hybrid system outperformed single-source-bagstéms consistently. With the shortest
audio clips (5 seconds), the hybrid system alrgeetformed better than the best performances
of single-source-based systems. Therefore, contpigiic and audio can reduce the length of

audio needed by audio-based systems to achieer besults.
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There are other interesting observations as wetltte hybrid system, the best performance
was achieved with full audio tracks, but the difieces were not significant from the
performances using shorter audio clips. The audged system, on the other hand, displayed a
different pattern: it performed best when audiggterwas 60 seconds, and was the worst when
given the entire audio tracks. In fact, more oftean not, the beginning and ending parts of a
music track may be quite different from the therhthe song, and thus may convey distracting
and confusing information. However, the reason teyhybrid system worked well with full

audio tracks is left as a topic of future work.

In summary, the answer to research question 53giye combining lyrics and audio can
help reduce the number of training examples anébdadgth required for achieving certain

performance levels.

8.3 SUMMARY

This chapter described the experiments and refsulenswering research question 5,
whether combining lyrics and audio help reduceaimount of training data needed for effective
classification. Experiments were conducted to exartiie learning curves of the single-source-
based systems and the late fusion hybrid systemth best performing lyric feature set
discovered in Chapter 6. The results discoveredcraplementing audio with lyrics could
reduce the number of training samples requirectitese the same or better performance than

the single-source-based systems.

Another set of experiments were conducted to exainaw the length of audio clips would

affect the performances of the audio-based systehthee late fusion hybrid system. The results
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showed that combining lyrics with audio could reeltite demand on the length of audio data

and at the same time still improve classificatienf@rmances.

These findings can help improve the effectiveragssefficiency of music mood
classification systems and thus pave the way tamgakood a practical and affordable access

point in music digital libraries and repositories.
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CHAPTER 9: CONCLUSIONS AND FUTURE RESEARCH

9.1 CONCLUSIONS

Music mood is a newly emerging metadata type fosimunformation scientists and
researchers in the MIR community have a lot torldesm music psychology literature, from
basic terminology to music mood categories. Thegaech reviewed seminal works in the long
history of music psychological studies on music amabd, and summarized fundamental points

of view and their important implications for MIRs@arch.

Social tags are a rich resource for exploring UsEnspectives. As mood categories in
music psychological models might lack the socialtegt of today’s music listening
environment, this research derived a set of motehoaies from social tags using linguistic
resources and human expertise. The resultant metedaries were compared to two
representative models in music psychology. Thelteshow there were common grounds
between theoretical models and categories dernggd €mpirical music listening data in real
life. While the mood categories identified from sdt¢ags could still be partially supported by
classic psychological models, they were more cohmarsive and are more closely connected
with the reality of music listening. There are tpancipal conclusions. First, if handled
properly, social tags can be used to identify aofetasonable mood categories that can both be
supported by classical theories and reflect thityes music listening. Second, theoretical
models need to be modified to better fit todayalitg. This research exemplifies an approach of
using empirical data to refine and adapt theoretieadels to better fit the reality of users’

information behaviors.

110



Information science is an interdisciplinary fieldoften involves topics that have been
traditionally studied in other fields. Borrowinghflings from literatures in other fields is a very
important research method in information science résearchers need to pay attention to
connecting theories in the literature to the rgaind social context of the problems under

investigation.

This research also proposed a method of buildiogrg¥ truth dataset using social tags. The
method is efficient and flexible. It does not requiecruiting human assessors and thus does not
suffer low cross assessor consistency, the exaitebeck of building large ground truth dataset
in MIR. The method is flexible in that it can bepéipd to any music data available to the
researcher. To date, the ground truth datasetibuliis research is the largest experimental

dataset with audio, lyrics and social tags for musood classification.

This research evaluated a number of lyric textuiest in the task of music mood
classification, including the basic, commonly ubeg-of-words features, features based on
psycholinguistic lexicons, and text stylistic fe&st The results revealed that the most useful
lyric features were combinations of content worstain linguistic features, and text stylistic
features. A surprising finding was that the comboraof ANEW scores and text stylistic
features achieved the second best performance fwigtignificant difference from the best one)
among all feature types and combinations with &lyimensions in this feature set (compared

to 107,360 in the top performance feature set).

In terms of averaged performance across categdhniesyric-only system outperformed a
leading audio-only system on this task, althoughgarformance difference was a bit shy from

being statistically significant. On individual cgteies, the two information sources show
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different strengths. Lyric-based systems seemve ha advantage on categories where words in
lyrics have good connection to the categories ssctangry” and “romantic.” However, future

work is needed to make a conclusive claim.

In combining lyrics and music audio, late fusionéghr interpolation with equal weights to
both classifiers) yielded the best performance,iemnplerformance was more stable across mood
categories than the other hybrid method, featureatenation. Both hybrid systems significantly
outperformed (ap < 0.05) the audio-only system which was a top edrdystem on this task.

The late fusion system improved the performanddefiudio-only system by 9.6%,

demonstrating the effectiveness of combining lyand audio.

Experiments on learning curves discovered that ¢ementing audio with lyrics could
reduce the number of training examples requireattoeve the same performance level as
single-source-based systems. The audio-only syspgreared to have reached its potential and
stops improving performance when given 80% ofraihing examples. In contrast, the hybrid

systems could continue to improve performancesifentraining examples become available.

Combining lyrics and audio can also reduce the aehoa the length of audio used by the
classifier. Very short audio clips (as short ag&osnds), when combined with complete lyrics,

outperformed single-source-based systems usirayailable audio or lyrics.

In summary, this research identified music mooeégaties that reflect the reality of the
music listening environment, made advances in Bffiect analysis, improved the effectiveness
and efficiency of automatic music mood classificatiand thus helped make mood a practical

metadata type of music and access point in mupsitories.
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9.2 LIMITATIONS OF THIS RESEARCH

9.2.1 Music Diversity

In the process of data collection, it is notewotttgt the dataset used in this research
consists of popular vocal music with lyrics in Bsfl As the social tags used in this research are
solely provided by last.fm, they are naturally kied by the user population of last.fm. The
demographic statistics of last.fm uséishows most users are in Western countries suttfeas
United States, Britain, Germany and Poland. Alast.tm users tend to be young and proficient
with computers. Over 90% of its European userdgrara 16 to 34 years old, which at least
partially explains that the most popular tags st.fan are “rock” and “pop.” Therefore, the
dataset of this research is limited to popular &estvocal music with lyrics in English, and the
mood categories and ground truth labels are bitisgdung Western listeners. Thus the
conclusions of this research are only applicabllitokind of music, and further exploration is

needed for music from other culture backgroundgguages and other groups of users.

9.2.2 Methods and Techniques

Besides the models and techniques adopted ingbéarch, there are other methods that
might provide insights from different angles. Faample, SVM is discriminative in contrast to
generative models which have also been populaotim text mining (Naive Bayesian model) and
MIR (Gaussian models). In addition, some suboptiaunaio features may yield better results
when combined with text features. The spectraufestused in this research achieved the best

performance in MIREX, but other audio features.(eglythm features) are expected to have a

" http://socialmediastatistics.wikidot.com/lastfratdst updated on 22 Jul 2008.
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close relationship with music mood. Future reseamnaly look into those features. Finally,
dimension reduction techniques other than multidisrenal scaling, such as Latent Semantic
Analysis (LSA) and Principal Component Analysis B€an be applied to analyzing mood

categories, providing additional views on empirigaisic listening data.

9.3 FUTURE RESEARCH

This research analyzed the general trends andsexumproving music mood
classification by combining lyric, audio and sodeds. While it answered the formulated

research questions, it raised even more questioratiire research.

9.3.1 Feature Ranking and Selection

This research has discovered many top perforigingfeature combinations are of high
dimensionality. Feature selection has great paktdifurther improve performance. In Section
7.4, top features in individual lyric feature typesre examined. The author plans to
systematically analyze features in combined featpexes such as Gl + TextStyle. In addition, it
is observed that no lyric-based feature providgdiicant improvements in the bottom-left
(negative valence, negative arousal) quadrantgargi5.2 while audio features performed
relatively well (i.e., “calm”). It is worthy of fuher study whether feature selection could

improve classification on these categories.

9.3.2 More Classification Models and Audio Features

The interaction of features and classifiers is Wwpuf further investigation. Using

classification models other than SVM (e.g., Nanay&s), the top-ranked features might be
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different than those selected by SVM. In additiooyel and high level audio features have been
recently proposed such as “danceability” (Laurieale 2008) which measures how likely
listeners would dance with the music. Combinindclywith those new audio features may

further improve classification performance.

9.3.3 Enrich Music Mood Theories

This study has identified mood categories fromaldeigs and presented an empirical and
real-life case for the reference of music psychisksgIn the future, the author will strive to
identify more patterns in people’s music listenirghaviors from social media data, find
connections between these patterns and music pegghiheories, and offer suggestions and

insights to music psychology research.

An example of this type of research question wdnddhe degree of moods in individual
music pieces. In this research, the membershipdb mood category is binary. That is, a song
either belongs to a category or not. In the readibngs often show a combination of moods with
certain degrees, such as “a mostly calm song whilh @f sadness.” Besides, other related topics
include the taxonomy of degrees, definition of eotness, differentiation of two types of errors
(i.e., false positive and false negative), etc. ®©discovered, the findings will help enrich and

extend the theories on music mood.

9.3.4 Music of Other Types and in Other Cultures

Due to data availability, this study focuses onyapEnglish songs. Other types of music

such as classical music have long been studiedusycrpsychologists. When data become
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available, it is interesting to explore whether slaene methods used in this study can be reliably

applied to other music types that have both auddlygrics parts (e.g., classical opera songs).

Music is culturally dependent. Conclusions dravemfrmusic in one culture may be
radically different from those in another. Thiseasch focused on popular English songs, and
thus it would be interesting to extend this reseaocpopular music in another culture, like
Chinese and Spanish songs. Comparisons on findiiigse instructive for designing cross-

culture music repositories and services.

9.3.5 Other Music-related Social Media Than Socialags

With the advent of Web 2.0, there is a large amivgrg amount of user generated data
available online such as social tags, blogs, miogs) customer reviews, etc. Such data provide
first-hand resources for studying and understandsggs in daily life settings. This study only
exploits social tags on music materials. In theret music blogs, playlists, and other music-

related information published by users on socialim&ebsites can also be exploited.
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APPENDIX A: LYRIC REPETITION AND ANNOTATION

PATTERNS

Annotation patterns:

1.Any of the following words and/or numbers in “()f 4],” sometimes with numbers and
letters:“repeat,” “solo,” “verse,” “intro,” “chory%“outro,” “bridge” “pre-chorus,”
“‘interlude”: e.g.: (Chorus #1)

2.Things in () or [] in its own segment.

3.Single lines of “repeat,” “solo,” “verse,” “intro,"chorus,” “outro,” “bridge” ,“pre-chorus,”
“‘interlude” “piano,” “violin,” “instrument”
4.Any of the following terms at the beginning of linéth “:” : “repeat,” “solo,” “verse,”

“intro,” “chorus,” “outro,” “bridge,” “pre-chorus,™interlude”

5.“end of” at the beginning of a line and followed #&xyy of the following terms: “repeat,”
“solo,” “verse,” “intro,” “chorus,” “outro,” “bridge,” “pre-chorus,” “interlude”

6.Any words in between “*” and “*”: e.g., *Stadium aouncer*

7.Artist name plus “” at beginning of lines: e.ginB@ Rea: Uh huh...

8.Artist name on beginning of a segment with “;,":“é'qg.,

Sadat X:
Cause it's the funky beat

Ali-
Now comes first ...
9.Artist name in “()” or “[]": e.g., “[DMX],” “(Kool Keith)”
10.Artist name in front of “repeat” annotations: eldelly (repeat 2X) This is for my ...
11.Segments starting with “Transcribed from...”: e.gafscribed from patsy cline
recordings by yvonne.
12.Segments starting with “Written by...”: e.g., Writtbg L. Claiborne, J. Crawford, Jr. &
V. Hensley
13.Segments starting with “(copyright ..."”: e.g.,

(copyright 1966 b.feldman & co. Itd.)
(p.samwell-smith/k.relf/j.mccarty)
14.Segments starting with “Words by...,” “Lyrics by” ti¥usic by...": e.g.,

Words by Per Gessle
Music by Marie Fredriksson & Per Gessle
Vocals: Marie Fredriksson & Per Gessle
15."sung by” or “spoken words by” at the beginningadine and followed by people’s hame

16.“End chorus”: marking end of chorus
17 “fade to end” at end of a lyric: denoting sounceetf
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18."music fade” at end of a segment: denoting soufecef
19.Lines with both “Lyrics” and the title of a song
20.Segmentation starting with a line containing “Soogtér”: e.g.,

{{SongFooter

|artist = The_Coasters

|song = Young_ Blood

|fLetter =Y

|akuma = http://www.akuma.de/mp3artist/121136¢basters.html
1

21.Lines with http:// or www.

22 Lines with “Inc.” and “Music” or “Publishing”: e.g Acuff Rose Publishing, Inc. (BMI)
23.Lines started with “Time: [digits of time]”: e.dljme: 2:52

24 Lines with “are sung by”: e.g., (words in pareng®are sung by background singers only)
25.Repetition notations of any of the following patter

Repetition patterns:

1.Annotation of song segment followed by a numbeiciathg times: e.g., [Chorus (2x)]

2.Similar to above, but not in “[]”: e.g., CHORUS(Rx)

3.Similar to above, with “x” followed by the numberdicating of times: e.g., 1st chorus(x2)

4.Similar to above, without “()” around the numbelg.e CHORUS x4;

5.Similar to above, without space between segmentotation and number: e.g.,
(ChorusX?2), (Chorus3x)

6.Similar to above, with “[]” around the number: e GHORUS [x2],

7.Similar to above, with a “-“ between segment anthoteand number: e.g.,[Chorus - 2X]

8.Similar to above, with “[]” instead of “()": e.g(Chorus A - 2x)

9.Similar to above, with “*” replacing “x”: e.g., (Gus *2)

10.Similar to above, with space between number andéXj., Chorus x 3

11.Number of repetitions in front of segment annotatie.g., [2x Chorus]

12. Similar to above, with a “:” at the end: e.g., [@korus:]

13.Similar to above, with “*” surrounding annotatiori song segment: e.g., *CHORUS*
(3X)

14.Similar to above, with “~” replacing “*”: e.g., ~@nus~(2x)

15.Similar to above, with “times” replacing “X": e.dgShorus (2 times)

16.Similar to above, replacing numbers with words:.,e(ghorus twice), [Chorus - two
times]

17.Similar to above, with the word “lyrics”: e.g., (@tus lyrics)3 times,

18.Similar to above, with artist names: e.g., EminerDi®a Rea Over Chorus 2x

19.The word “repeat” followed by segment annotatiag: ,eRepeat Bridge, Repeat chorus
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20.The word “repeat” followed by segment annotatiomn amumber of times: e.g., Repeat
Chorus 2X;

21.Similar to above, with space between number andébj., Repeat chorus x 2

22.Similar to above, with space inside segment anioota¢.g., Repeat Chorus 2

23.Segment annotation followed by “repeat”: e.g., cisdrepeat)

24 Similar to above, with artist name in between:,e3norus: Nelly (repeat 2X)

25.Similar to above, with “,” between segment annotaind “repeat”: e.g., (chorus, repeat
3x),

26.Similar to above, with “:” between segment annotatind “repeat”: Chorus: (repeat 2X)

27.Similar to above, replacing numbers with words:.,e(REPEAT CHORUS TWICE),
REPEAT CHORUS THREE TIMES

28.Similar to above, without number of times, intetptkas repeating once: e.g., REPEAT
CHORUS

29.Similar to above, specifying relative position epeated segment: e.g., (repeat last verse)

30.Similar to above, plus “till end”: e.g., (repeabcbs 1 till end)

31.Repetition instruction at the end of a line: elgmbaland's beat Timbaland's beat (repeat
7 more times)

32.Similar to above, with surrounding marks: e.g.,lbldhello (yo, yo) {*repeat 6X*}

33.Annotation of song segment following by “w/ minoanations”: e.g., Chorus w/ minor
variations

34.Annotation of song segment following by “till fadeg.g., Chorus till fade

35.Repetitions of segment annotation itself: e.g.pfak) (chorus) (chorus)

36.Segments annotation combined with “+”: e.g., (Csdty+ (Chorus 2)

37.Segments annotation combined with “&”: e.g., (Cls)&(Bridge 2)

38.[repeat]” at the end of a segment.

39.[repeat]” at the end of a segment with numberimks: e.g.,

I'm calling out your name
(repeat 3x)

40.“(repeat to fade)” at the end of a segment

41 "(repeat to fade)” at the end of a line: e.g., Raokk on (*repeat to fade*)

42 *(repeat and fade...)” at the end of a line: e@@me sail away with me (repeat and
fade...)

43 (repeated till end)” at the end of a segment bna

44 Annotation of song segment followed by a number aritst names: e.g., (Chorus 2X:
Tim Dog) + (Kool Keith)

45 .Number of times at the end of a line: e.g., Setisip baby before you hit the floor (2x);
Mary, Mary, Mary, quite contrary (x12)

46.Multiple repetition instructions combined by “and’g., I'm going home, Lord, I'm going
home. (Repeat and then chorus twice)

47 Multiple repetition instructions combined withowtrid”: e.g, [Repeat 1 Repeat 2]

127



48.Segment annotation plus specific instruction: €ahorus, inserting "It's" before "In my
secret garden")
49.Specifications on repetition lines: e.g., {repest I3 lines, 4 times}
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