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ABSTRACT

This study aims to create more accurate and efficient near-real-time forecasts of hypoxia that will give researchers advance notice for manual sampling during hypoxic events. Hypoxic or dead zones, which occur when dissolved oxygen levels in water drop below 2 mg/L, are prevalent worldwide. An example of such an hypoxic zone forms intermittently in Corpus Christi Bay (CC Bay), Texas, a USEPA-recognized estuary of national significance. Hypoxia in CC Bay is caused by inflow of hypersaline waters that enter from adjacent bays and estuaries, natural fluctuations in oxygen levels due to the oxygen production-consumption cycle of the aquatic flora and fauna, seasonal fluctuations, and discharges from several wastewater treatment plants.

The hypoxia forecasting method tested in this work involves a suite of data-driven model fusion techniques such as historical scenario modeling and boosting both a k-nearest neighbor (KNN) algorithm and the historical scenario model. Existing data-driven k-nearest neighbor and physics-based valve models are used as the basis for the model fusion. The historical scenario model combines the k-nearest neighbor algorithm with the valve model to predict the probability of hypoxia twenty-four hours ahead. Boosting involves training the model repeatedly on subsets of the training dataset.

The results of the fused models are compared with those of the individual models to test the effectiveness of model fusion in predicting the estuarine conditions. The results showed that the valve model, which has been hitherto computing oxygen profiles, can be extended to forecast probabilities of hypoxia when combined with the k-nearest neighbor algorithm to form the historical scenario model. The findings also show that boosting significantly enhances the performance of the k-nearest neighbor algorithm and the historical scenario model, although further testing on more extensive continuous datasets is needed to verify the findings in other locations. The results show promise for model fusion to be effective for real-time forecasting in hypoxia-affected water bodies.
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1. Introduction

The World Resources Institute identified several hundreds of eutrophic and hypoxic areas around the world. Out of these, as many as 169 are hypoxic and only 13 are in the recovery phase (Selman et al., 2008). These hypoxic areas, also called dead zones, are spread across every continent and particularly concentrated along the Asian, European, and North American coastlines. Hypoxia occurs in areas ranging from Chinhae Bay, Korea (Lim et al., 2006) and Mikawa Bay, Japan (Suzuki, 2001) in the eastern hemisphere, to the Baltic Sea, where the hypoxic zone has increased fourfold from the 1960s (Jonsson et al., 1990; Zillén et al., 2008), and the extensively studied and the once largest dead zone in the Black Sea (Mee, 1992; Cociasu et al., 1996; Daskalov, 2003; Langmead, 2009), the Northern Adriatic (Justíc, 1987), and Kattegat (Baden et al., 1990) in the central hemisphere, to the now largest dead zone in the Northern hemisphere, the Gulf of Mexico (Rabalais et al., 2002; Bianchi, 2010). In all of these regions, including Corpus Christi Bay (CC Bay), Texas, a bay connected with the Gulf of Mexico that is pivotal to this study, the stressed ecosystems have primarily been a consequence of two reasons – human-induced eutrophication and/or naturally occurring density-induced water column stratification (Díaz, 2001).

The environmental impacts of hypoxia on the affected ecosystems are perceivable, if not calamitous. The spectrum of feedback mechanisms that evolved in these ecosystems varies with species and severity of the problem. Certain species in deep waters migrate to different depths in the water column where they can avoid the hypoxic zone. Others in shallow waters simply migrate to the surface (Montagna and Ritter, 2006; Ekau et al., 2010) to escape the hypoxic hypolimnion, the lowest layer of water that is most susceptible to hypoxia (Galkovskaya and Minyanina, 2005), where they could be vulnerable to sunlight and predators. Hypoxic regions also have lower biodiversity and are home predominantly to low-oxygen-tolerant organisms (Levin, 2003; Zhang et al., 2010).

The sustainability of the ecosystem thus depends upon understanding and addressing the issues related to hypoxia. The research on hypoxic conditions in Corpus Christi Bay is a case in point. Daily data collected by sondes placed in CC Bay reflects substantial fluctuations in dissolved oxygen levels just over the course of a week’s time. Twenty-four hour ahead forecasts are
needed for researchers to prepare and send field crews to place the sondes and take grab samples when the likelihood of hypoxia is high. This study aims at creating such near-real-time forecasts of hypoxia by fusing existing models using model fusion techniques.

Model fusion started as early as 1969 with Bates and Granger combining forecasts of airline passenger data to “form a composite set of forecasts” that would lower the mean-square error compared to the individual forecasts. Some of the other earlier contributions in this area include Dickinson (1971) and Newbold and Granger (1974). Later, statistical techniques such as Bayesian model averaging were introduced by Bunn (1975, 1977) and Bordley (1982), which were pursued by Duan et al. (2007), Raftery et al. (1997), Vrugt and Robinson (2007), and more recently by Hsu et al. (2009) to predict “daily watershed streamflow”

Machine learning strategies are as popular as the statistical techniques described above. Simple averaging, neural networks, fuzzy logic, M5 model trees, and instance-based learning were illustrated for fusing flow forecasting models built over the River Ouse catchment in the United Kingdom (See, 2008). Prior to this, See and Abrahart, in 2001, tested four data fusion “experiments” - combining mean and median of four individual forecasts and two others using neural networks - and observed that the two neural network fusion methods produced better results. Ajami et al. (2006) shed light on the use of simple averaging method, multimodel superensemble method, modified multimodel superensemble method, and the weighted averaging method for streamflow forecasting. Simple averaging method, weighted averaging method, and neural network method have also been employed for integrating rainfall-runoff models (Shamseldin and O’Connor, 1999, and, Shamseldin et al., 1997).

More closely related to this study is the work of Coulibaly et al. (2005), wherein the authors combined “three dynamically different” hydrological models – a nearest neighbor model, conceptual model, and artificial neural network model - using the improved weighted average method. This type of combination provided an improved “4-day ahead prediction” of daily reservoir inflow.
Apart from hydrology, model fusion has also been extensively applied in geophysics and meteorology (Chakraborthy et al., 2007) for combining climate models. Dietrich et al. (2008) transformed meteorological ensemble forecasts into “discharge ensemble forecasts of rainfall-runoff models” to effectively predict flood situations. Furthermore, “multiple climate and hydrological models” were integrated for predicting uncertainty in streamflow using techniques like pooling and linear regression weighting (Block et al., 2009).

This research explores the applicability of model fusion techniques for hypoxia forecasting. A new approach, historical scenario modeling, has been developed and tested for combining two individual models – a k-nearest neighbor (KNN) algorithm (Coopersmith et al., 2010) and a valve hypoxia model (To, 2009). An existing method, boosting, is also applied to test its ability to improve the performance of the above-mentioned KNN algorithm and the historical scenario model.

The study is structured as follows. Section Two is a description of Corpus Christi Bay, which is the focus of this research for testing the model fusion approaches. Section Three discusses the individual models and methods that will be applied to fuse them. Section Four presents the results of these approaches and finally Section Five contains conclusions.
2. Corpus Christi Bay, Texas – Case study

Two existing individual models and three combined models are evaluated over Corpus Christi Bay to interpret the course of hypoxic events. With an open water surface area of 432.9 km$^2$ (Flint, 1985), of which 57 km$^2$ are hypoxic, Corpus Christi Bay is chronically subject to this estuarine condition every summer (Martin and Montagna, 1995; Ritter and Montagna, 1999; Applebaum et al., 2005). Located off the southeast coast of Texas, the bay is a shallow urban estuary with limited inflow of freshwater and distinct climatic conditions (Montagna and Kalke, 1995). Its only sources of freshwater drainage are the Nueces River and Oso River, and the adjacent Upper Laguna Madre and Oso Bay are sources of highly saline water, up to 60 psu (Islam et al., 2007). The location of CC Bay is shown in Figure 2.1.
Hypoxia is a result of eutrophication or excessive nutrient discharges in most aquatic systems around the world (Conley, 2009). However, eutrophication has been ruled out as a major cause of hypoxia in Corpus Christi Bay over the past fourteen years for the bay indicates a declining trend in freshwater inflow and an insignificant variation in nutrient levels (Islam, 2006). For this reason, hypoxia is believed to be primarily correlated with the entrance of hypersaline waters from Upper Laguna Madre (Figure 2.1), driven by southeasterly winds in the summer months (Hodges and Furnans, 2007). The density of these waters is higher than the water in Corpus Christi Bay which results in the formation of buoyant plumes, also called gravity currents (Kulis and Hodges, 2005). These plumes move into Corpus Christi Bay because of southeasterly winds that lead to water column stratification, which results in benthic hypoxia. Additionally, discharges from nearby wastewater treatment plants (WWTPs) and the Barney Davis Power Plant that are transported through Oso Bay into Corpus Christi Bay may compound the problem.

The area most prone to hypoxia is the southeast region of Corpus Christi Bay where the bay meets the Upper Laguna Madre and Oso Bay (Ritter and Montagna, 1999). Systems for monitoring water quality parameters that are correlated to the occurrence of hypoxia have been installed in various locations around the bay to better understand the causes and impacts of hypoxia through discrete sampling (Islam, 2007). To advance real-time observations and to gain insight into the changes occurring in the bay during hypoxic events, robotic profilers measured not only multiple water quality parameters in real time but also at multiple depths at high temporal resolution (Islam et al., 2010). These systems have since been decommissioned and are not used in this work.

The data used in this work comprise dissolved oxygen (mg/L), salinity (Practical Salinity Units), temperature (°C), wind speed (m/s) and wind direction (degrees clockwise from North) for Corpus Christi Bay, and dissolved oxygen (mg/L) and salinity (PSU) for Upper Laguna Madre. They are derived from the following sensor networks: (1) Harte Research Institute (HRI) grab samples of water quality (dissolved oxygen, salinity, temperature), (2) Shoreline Environmental Research Facility (SERF) continuous samples of water quality and surface current velocities, (3) Texas Coastal Ocean Observation Network (TCOON) wind and tide data along the coast of Texas, (4) Texas Commission on Environmental Quality (TCEQ) water quality data, and (5) Texas Parks and Wildlife Department (TPWD) grab samples of water quality. The websites of
the networks are given in Table 2.1. These data forming the historical dataset are available for the summer months, June to August, from 1999 to 2007. Table 2.2 presents the data used to train and test the models in this study. Sampling stations given in Table 2.2 are shown in Figure 2.2.

Table 2.1 Web addresses of sensor networks in Corpus Christi Bay (To, 2009)

<table>
<thead>
<tr>
<th>Name of network</th>
<th>Website</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harte Research Institute (HRI)</td>
<td><a href="http://ccbay.tamucc.edu/CCBayODWS/cuahsi_1_0.asmx?WSDL">http://ccbay.tamucc.edu/CCBayODWS/cuahsi_1_0.asmx?WSDL</a></td>
</tr>
<tr>
<td>Texas Coastal Ocean Observation Network (TCOON)</td>
<td><a href="http://his.crwr.utexas.edu/tcoons/tcoons.asmx?wsdl">http://his.crwr.utexas.edu/tcoons/tcoons.asmx?wsdl</a></td>
</tr>
<tr>
<td>Texas Commission on Environmental Quality (TCEQ)</td>
<td><a href="http://his.crwr.utexas.edu/TRACS/cuahsi_1_0.asmx?WSDL">http://his.crwr.utexas.edu/TRACS/cuahsi_1_0.asmx?WSDL</a></td>
</tr>
<tr>
<td>Texas Parks and Wildlife Department (TPWD)</td>
<td><a href="http://his.crwr.utexas.edu/TPWDCoast/cuahsi_1_0.asmx?wsdl">http://his.crwr.utexas.edu/TPWDCoast/cuahsi_1_0.asmx?wsdl</a></td>
</tr>
<tr>
<td>Shoreline Environmental Research Facility (SERF)</td>
<td><a href="http://his.crwr.utexas.edu/serf/serf.asmx?wsdl">http://his.crwr.utexas.edu/serf/serf.asmx?wsdl</a></td>
</tr>
</tbody>
</table>

Table 2.2 Data used for modeling

<table>
<thead>
<tr>
<th>Data used for training</th>
<th>Variable</th>
<th>Units</th>
<th>Source</th>
<th>Dates available</th>
<th>Stations available</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dissolved oxygen</td>
<td>mg/L</td>
<td>Harte Research Institute</td>
<td>7/18/2006-7/22/2006</td>
<td>2, 19, 24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6/19/2007-6/22/2007</td>
<td>8, 34</td>
</tr>
<tr>
<td></td>
<td>Salinity</td>
<td>ppt</td>
<td>Harte Research Institute</td>
<td>07/18/2006-07/22/2007</td>
<td>2, 19, 24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>06/19/2007-06/22/2007</td>
<td>8, 34</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>°C</td>
<td>Harte Research Institute</td>
<td>07/18/2006-07/22/2008</td>
<td>2, 19, 24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>06/19/2007-06/22/2007</td>
<td>8, 34</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>m/s</td>
<td>Texas Coastal Ocean Observation Network</td>
<td>07/18/2006-07/22/2009</td>
<td>Ingleside</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>06/19/2007-06/22/2007</td>
<td>Ingleside</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data used for testing</th>
<th>Variable</th>
<th>Units</th>
<th>Source</th>
<th>Dates available</th>
<th>Stations available</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Dissolved oxygen</td>
<td>mg/L</td>
<td>Harte Research Institute</td>
<td>7/23/2006</td>
<td>2, 19, 24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6/23/2007</td>
<td>8, 34</td>
</tr>
<tr>
<td></td>
<td>Salinity</td>
<td>ppt</td>
<td>Harte Research Institute</td>
<td>7/23/2006</td>
<td>2, 19, 24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6/23/2007</td>
<td>8, 34</td>
</tr>
<tr>
<td></td>
<td>Temperature</td>
<td>°C</td>
<td>Harte Research Institute</td>
<td>7/23/2006</td>
<td>2, 19, 24</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6/23/2007</td>
<td>8, 34</td>
</tr>
<tr>
<td></td>
<td>Wind</td>
<td>m/s</td>
<td>Texas Coastal Ocean Observation Network</td>
<td>7/23/2006</td>
<td>Ingleside</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6/23/2007</td>
<td>Ingleside</td>
</tr>
</tbody>
</table>
Two forms of historical data have been used in this research: grab samples and continuous samples. Grab samples, which represent the majority of available records, are collected by hand at pre-defined locations, depths, and time intervals. Continuous samples are collected from stationary sensors over a week to fortnight, at a regular interval of fifteen minutes. The grab sampling locations are indicated in black and continuous locations are in white as shown in figure 2.2.

Figure 2.2 Sensor locations in Corpus Christi Bay (Coopersmith et al., 2010)
3. Methodology

Hypoxia in Corpus Christi Bay is a consequence of salinity-induced, density stratification caused by wind-driven gravity currents, salinity and wind (Hodges et al., 2010); therefore these parameters have been used as the primary variables for modeling hypoxia events in all models. Additionally, the solubility of oxygen is determined by temperature, which is an additional input variable to the k-nearest neighbor algorithm. Predicting tomorrow’s oxygen levels in the k-nearest neighbor algorithm also requires today’s dissolved oxygen levels. Finally, to extend the forecasts across the bay from a single location to multiple locations, spatial coordinates are needed as well (Coopersmith et al., 2010). Using these data, model fusion is examined as a tool to improve existing knowledge and understanding of the conditions leading to and resulting from hypoxia.

Model fusion is the process of building a single robust model by integrating multiple models for improving the accuracy of prediction and performance of individual models (Rokach, 2010). It also bears terms such as combination of multiple classifiers (Lam and Suen, 1995; Sharkey, 1999; Woods et al., 1997; Xu et al., 1992; Kittler et al., 1998), classifier fusion (Cho and Kim, 1995; Gader et al., 1996; Grabisch and Dispot, 1992; Keller et al. 1994; Bloch, 1996), and mixture of experts (Jacobs et al., 1991; Jacobs, 1995; Jordan and Xu, 1995; Nowlan and Hinton, 1991) to name a few.

In this study, the two existing hypoxia models for CCBay, k-nearest neighbor (Coopersmith et al., 2010) and valve (To, 2009) models, are fused using two different approaches termed historical scenario modeling and boosting. Boosting is applied to both the original k-nearest neighbor model and the fused historical scenario model. These two techniques of model fusion are representative of the two major categories of model fusion – (i) combining individual models (historical scenario modeling), and (ii) combining using different training sets (Kuncheva, 2001) (boosting the k-NN and historical scenario model).

The dataset available did not contain data at all locations on all days. Rather, very few stations had data collected on overlapping dates. While the k-nearest neighbor algorithm requires a minimum of three inputs from three different locations, the historical scenario model requires continuous days of data to track gravity plumes released on consecutive days. In order to meet
these requirements, two sets of contiguous data were identified for testing the models. The data were from three stations during 18-23 July 2006 and from two stations during 19-23 June 2007.

A brief summary of the individual hypoxia models is followed by a description of the three model fusion approaches below.

3.1 K-nearest neighbor algorithm (Coopersmith et al., 2010)

This machine learning model predicts the likelihood of occurrence of hypoxic events in the Corpus Christi Bay a day ahead.

\[
\min \left\{ \frac{(DO_{norm} - DO_i)^2}{\sigma_{DO_{norm}}} + \frac{(Sal - Sal_i)^2}{\sigma_{Sal}} + \frac{(Temp - Temp_i)^2}{\sigma_{Temp}} + \frac{(Wind_{NS} - Wind_{NS_i})^2}{\sigma_{NS}} + \frac{(Wind_{EW} - Wind_{EW_i})^2}{\sigma_{EW}} + \frac{(Lat - Lat_i)^2}{\sigma_{Lat}} + \frac{(Long - Long_i)^2}{\sigma_{Long}} \right\},
\]

where the input variables at point (x, y), the coordinates of the desired forecast location are: DO norm = dissolved oxygen (mg/L), Sal = salinity (PSU), Temp = temperature (°C), WindNS = wind in North-South direction (m/s), WindEW = wind in East-West direction (m/s), Lat = latitude; and Long = longitude. Historical occurrences in the dataset are represented by: DO i = dissolved oxygen (mg/L) at point i, Sal i = salinity at point i, Temp i = temperature at point i, Wind NS i = wind in North-South direction at point i, Wind EW i = wind in East-West direction at point i, Lat i = latitude of point i, and Long i = longitude of point i. The corresponding sigma variables (xxx, etc.) are the variance of each variable, which normalizes each distance term to avoid scaling problems.

The KNN model serves to establish a correlation between these inputs, which were the parameters most correlated with oxygen levels (Coopersmith et al., 2010), and the output that is a probability estimate of dissolved oxygen twenty-four hours later. Using the distance-metric function given in equation 3.1.1, the algorithm classifies nearest neighbors in parameter space that are most likely to be hypoxic in twenty-four hours. The model is described in detail by Coopersmith et al (2010).
3.2 Valve model (To, 2009)

The valve model belongs to the category of physics-based models. It is built on the gravity-current theory, proposed by Dr. Ben Hodges and Paula Kulis at the University of Texas at Austin (Kulis and Hodges, 2005). The gravity current theory states that hypoxia occurs as a consequence of the entrance of hypersaline waters, which are also highly dense, from Laguna Madre. These currents are driven forward and downward into Corpus Christi Bay by southeasterly winds and their own weight in the general direction shown in Figure 3.1. As To (2009) observes, there is a difference in energy in the hypersaline water of the gravity current and the less saline water above the current. Hence, transfer of oxygen from the layer above the current to the layer below is negatively affected. With a reduced supply of oxygen, in the course of time, the bottom layer of the bay becomes hypoxic.

The 2-D model predicts salinity and dissolved oxygen concentrations over the time and distance traversed by the gravity currents in the presence of wind events only. The valve, representative of a plug, is turned on only when winds of a certain specified speed and direction occur, which
leads to release of a gravity current (To, 2009). The inputs to this model are wind data, to determine the opening and closing of the valve, and water quality data, i.e., salinity and dissolved oxygen, for both Corpus Christi Bay and Upper Laguna Madre. The model also requires parameters characterizing the formation and transport of currents, including the ranges of wind speed and direction causing gravity currents, average gravity current speed, net oxygen demand rate, and the initial thickness of the gravity current. However, the domain of the model is restricted to the southeast corner of Corpus Christi Bay (Figure 3.2.1), which receives the hypersaline inflows from Upper Laguna Madre, which is the only source of gravity currents in the area (To, 2009). The oxygen profile is calculated assuming the oxygen depletion rate within the gravity current to be a constant 0.18 mg/L/hr (Hodges et al., 2010). This model is restricted to tracking the “fate and transport” of the gravity currents as they develop. Hypoxia was predicted to occur predominantly from 2,000m to 5,000m from the mouth of Laguna Madre (To, 2009).

The domain of the valve model will also be the domain of the subsequent fused models, as it is the only area that can be analyzed using both models.

3.3 Historical scenario modeling

The historical scenario modeling combines the k-nearest neighbor model with the valve model to forecast the probability of hypoxia twenty-four hours ahead. As discussed in the previous section, the valve model traces the path of a single gravity current from the time it originates at the mouth of Upper Laguna Madre and flows into Corpus Christi Bay. The combined model tracks several gravity plumes released into Corpus Christi Bay on consecutive days, with each plume generated from historical scenarios found with the k-nearest neighbor model. Essentially, this turns the deterministic valve model into a probabilistic one, enabling it to provide probability estimates of dissolved oxygen at individual data stations in the region where the gravity plumes occur.

Using this approach, a step-by-step description of historical scenario modeling follows. First, the k-nearest neighbor model is run for input vectors of data from consecutive days comprising normalized (detrended or time-independent) values of dissolved oxygen, salinity, temperature
and wind. The ‘k’ best matches, or historical scenarios, for each of these days are then identified from the historical dataset used to calibrate the model. These historical scenarios then serve as a set of plausible conditions for generating gravity currents with the valve model.

For each historical scenario, the valve model forecasts dissolved oxygen concentrations at sampling locations in CC Bay that are within the domain of the valve model (Figure 3.3).
The valve model assumes the speed of the gravity current to be approximately 1 km/day. Hence, in every twenty-four hours, a plume travels about 1000 m. This implies that a single day’s input can predict up to 1000 m, and consequently, the total spatial length of prediction of the fused model is determined by the total number of days used to compute historical scenarios from the k-nearest neighbor algorithm. This is explained in the example in the following paragraphs. The stations are projected on to the transect line along which the gravity currents are transported (seen in Figure 3.2.1), since the valve model is designed to compute the variation in dissolved oxygen only along the length of the line.

This limitation was taken in to consideration while fusing the models. For example, the study examined hypoxia on 23 July 2006 over a length of 5000m. The data pertaining to five successive days, 18 - 22 July 2006, were used to run the k-nearest neighbor algorithm and find historical scenarios. These historical scenarios were then used as inputs to the valve model.

Since the gravity plume travels approximately one kilometer per day, a plume that originated on 18 July 2006 would be at 5000m on 23 July 2006, a plume that originated on 19 July 2006 would be at 4000m on 23 July 2006, and so on. Hence, for consistency in forecasts for 23 July 2006 and comparability with the k-nearest neighbor algorithm, forecasts at 1000m would correspond to
output from 22 July 2006, those at 2000m would correspond to output from 21 July 2006, and so on.

3.4 Boosting the k-nearest neighbor algorithm

Boosting the k-nearest neighbor model is the second fusion method and an example of the second class of model fusion, combining using different training sets. Although there are several means to boost the k-NN classifier (Amores et al., 2006; García-Pedrajas and Ortiz-Boyer, 2008; García-Pedrajas, 2009; Yang et al., 2009), a direct boosting algorithm is chosen that trains the KNN model repeatedly on a dataset and produces an ensemble of classifier models (Neo, 2007). Direct boosting was chosen because it is the most generally applicable and widely applied boosting algorithm.

KNN boosting is performed iteratively. A single iteration involves training the KNN on the dataset to find five hundred nearest neighbors to the given set of conditions, or the query instance, comprising dissolved oxygen, salinity, temperature, wind, latitude and longitude. Then, at each of these neighbors obtained from the first iteration, the weight term \( w_i \), which is initialized to zero, is updated. For this purpose, a weight update term \( \lambda \) is used. The criterion for weight adjustment is whether the value of dissolved oxygen of the neighbor instance is ±0.5 within the range of that of the dissolved oxygen of the query instance. The weight is then increased by a factor of \( \lambda/(1+e^{-w_i})^d \), where \( (1+e^{-w_i}) \) is the sigmoid function, for each instance that is in the correct class and decreased by the same factor for an instance that is misclassified. The sigmoid function is incorporated to avoid drastic increase or decrease in the weight modification term (Neo, 2007).

At the end of an iteration, a modified dataset is created which has weights on the k historical datapoints obtained from the previous iteration. The total number of iterations, T, is halted when all neighbor instances are classified correctly. The resulting T classifier models are then combined to form one composite boosted model.
3.5 Boosting the historical scenario model

As the name suggests, this method is a continuation and a combination of the two previous methods – historical scenario modeling and boosting the k-nearest neighbors model. As in historical scenario modeling, the KNN is run for seven continuous days of data. For each day’s input vector of variables (dissolved oxygen, salinity, temperature, wind, latitude and longitude), the KNN algorithm is boosted until the k most accurate historical scenarios are obtained. These historical scenarios are then used as inputs to the valve model. The rest of the process is same as that described for the historical scenario modeling.
4. Results
The results of applying the approaches described in the previous sections to the Corpus Christi case study, before and after model fusion, are examined in this section.

Figure 4.1 shows KNN forecasts of the probability of hypoxia twenty-four hours ahead on July 23, 2006. Note that only those stations within the domain of the valve model are shown to enable comparison among all of the models.

The results from the valve model before model fusion consist of salinity and dissolved oxygen profiles of the gravity currents that originate only from Upper Laguna Madre, as shown in Figure 4.2. These profiles are computed for the one-dimensional length and depth traversed by the current in the bay along the transepts shown.
The forecasts from combining the k-nearest neighbor algorithm and the valve model, i.e., the historical scenario model, are given in Figure 4.3 for the same date.

Figure 4.2 Dissolved oxygen profile for 23 July 2006 (To, 2009)

Figure 4.3 Historical scenario model 23-Jul-2006
Comparing Figures 4.1 and 4.4, before and after boosting the k-nearest neighbor algorithm, it is clear that the forecasts of hypoxia are substantially lower with boosting, which is more accurate given that there is no hypoxia. For instance, the forecast for the northern most portion of the bay (where Station 2 lies) is 2 percent (not shown in the figure), whereas KNN predicts 7 percent. Hypoxia never occurs at this station, thus the boosted k-nearest neighbor model represents an improved forecast. It was also observed that the majority of gains from boosting occur in the first three iterations and the overall accuracy does not improve further beyond three iterations, therefore training can stops at T=3 iterations. Where hypoxia occurs, the boosted KNN model predicts a probability of hypoxia well over 65 percent. For example, at Station 10, the actual value of dissolved oxygen on 23 July 2006 is 1.29 mg/L. In Figure 4.1, the KNN model forecast probability for this station is 54 percent, whereas the boosted KNN algorithm predicts 70 percent.
The results for 23 July 2006 also show that the boosted historical scenario model is an improvement over the historical scenario model without boosting. At Station 10, where hypoxia occurred, the forecasts from the historical scenario model, the boosted historical scenario model and the boosted k-nearest neighbor model are 44 percent (Figure 4.3), 90 percent (Figure 4.5), and 70 percent (Figure 4.4), respectively.

The differences in performance of the historical scenario model and the boosted historical scenario model could be because of the inherent assumptions underlying the original valve model. The valve model assumes a constant gravity current speed of 1 km/day and a constant oxygen depletion rate. However, it does not take into account diurnal fluctuations due to photosynthesis and respiration of aquatic flora and fauna that could lead to variation in the oxygen depletion rate (To, 2009). Moreover, while the valve model tracks a single gravity current plume, the combined model tracks several plumes issued in to CC Bay one after the other. Therefore, the overlap of these plumes, their different speeds, and their lifetimes in the bay could potentially affect the forecast probabilities (given in Figure 4.5).
The forecasts of the three best-performing models - k-nearest neighbor algorithm, boosted k-nearest neighbor model, and boosted historical scenario model - for 23 July 2006 are compared with the actual dissolved oxygen values at the corresponding stations on that day in Figure 4.6. Data are available at stations 2, 19, and 24. In the week of 18 July – 25 July 2006 when continuous data were collected, 23 July 2006 was observed to be hypoxic. Hence, the five days of data prior to 23 July 2006, i.e., 07/18/2006 to 07/22/2006, were used to compare the three models.

At Station 2, where hypoxia never occurs as discussed earlier, boosted k-nearest neighbor algorithm (2 percent) predicts a lower probability of hypoxia than the k-nearest neighbor algorithm (7 percent). The boosted historical scenario model performs best at Station 19. This implies that the boosted historical scenario model is in agreement with the valve model that predicts hypoxia from 2000 m to 5000 m from the mouth of Laguna Madre. In this case, Station 24 is at 1432.8 m and Station 19 is at 4700 m from the mouth of Laguna Madre.
Forecasts of hypoxia from all three models are also computed and compared (in Figure 4.7) for 23 June 2007, which had hypoxic conditions. On this date there were data from only two stations – Station 8 and Station 34 – for the week 06/19/2007 to 06/23/2007.

Figure 4.7 shows that the boosted historical scenario model gives more reliable results in the presence of both hypoxic and borderline hypoxic conditions. At station 34 with hypoxic conditions (DO value of 1.53 mg/l), the boosted historical scenario model predicts a higher value of 89 percent while k-nearest neighbor algorithm and boosted k-nearest neighbor algorithm show 68 percent and 71 percent respectively. At station 8 where there are borderline hypoxic conditions (DO of 2.52 mg/L), again the boosted historical scenario model predicts a lower value of 39 percent whereas the k-nearest neighbor algorithm and boosted k-nearest neighbor algorithm forecast 55 percent and 49 percent, respectively. Hence, in both cases the forecasts of the boosted historical scenario model are more definitive and the model appears to be more reliable.

Figure 4.7 Forecasts of hypoxia versus actual dissolved oxygen values on 23-Jul-2006
5. Conclusion

The study presents three model fusion strategies – historical scenario modeling, boosting the k-nearest neighbor algorithm, and boosting the historical scenario model – and their outcomes. Where there were sufficient data, it was observed that the boosted k-nearest neighbor algorithm performed significantly better than the other fused as well as individual models. However, the performance of the boosted k-nearest neighbor was not equally reliable when there was not sufficient data from enough stations. In the latter case, the boosted historical scenario model was more reliable. In both cases, the results from the historical scenario model showed that more consistent data are necessary to come to any conclusions on its performance.

Model fusion added a probabilistic dimension to the otherwise physics-based valve model, combining the strengths of the k-nearest neighbor algorithm and the valve model in the process. Instead of tracking a single gravity plume, the combined model can track several plumes being issued continuously, more closely simulating the natural phenomenon, and providing forecast probabilities of hypoxia twenty-four hours ahead. Boosting improved the performance of both the k-nearest neighbor algorithm and the historical scenario model.

Further research to extend this work could include the following. Instead of boosting the k-nearest neighbor algorithm directly, other approaches such as boosting by instance selection (García-Pedrajas, 2009) might be tested. The model testing was severely affected by a lack of daily data for successive weeks from multiple stations; hence additional data would improve the generalizability. For the individual and boosted k-nearest neighbor algorithm, there is a need for data, continuous or grab samples, at multiple stations for overlapping dates. On the other hand, the historical scenario model requires both continuous data at multiple stations and continuous data for overlapping dates. The fact that data were available for only two dates (23 July 2006 and 23 June 2007) limits the scope of the findings but indicates significant promise for these approaches if they can be tested with more data.

Lastly, the two assumptions in the valve model – a constant gravity current speed and a constant oxygen depletion rate – are simplifications of the complex physical and biological processes in
the Bay and deserve closer study. Physical models could be created that would take into consideration wind speed, wind direction, difference in densities of the plume and its ambient fluid, slope of the bay bottom, and plume dissipation. Also, it would be useful to compute the actual oxygen depletion rate with the help of biological models that would examine diurnal fluctuations due to photosynthesis and respiration (To, 2009). Overcoming these challenges in the valve model could prove to be of value in increasing the accuracy of the fused historical scenario model.
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