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Summary:
This study presents some empirical tests of the Capital Asset Pricing Model (CAPM) using more robust statistical tests. Specifically, the restrictive assumptions of stationarity of beta and independence of error terms in the market model were relaxed. The betas of securities were estimated by the systematic-parameter varying regression technique. This technique does not assume that beta is stationary over time. However, it makes the assumption that beta is changing systematically with the accounting measures of risk. Also, the independence of the error terms (residual returns) was relaxed by estimating the betas of a group of firms in one industry simultaneously.

Our research indicated that there is a linear relationship between risk and return and higher risk is associated with higher average return. These results are consistent with the implications of both Sharpe-Lintner version and Black version of the CAPM. Furthermore, our results did not reject the hypotheses that $E(Y^0) = R_p$ and $E(Y^1) = R_{Wm} - R_p$. Therefore, the empirical results of this study supported all the implications of the Sharpe-Lintner CAPM.
I. INTRODUCTION

The Capital Asset Pricing Model (CAPM) as developed by Sharpe [42] and Lintner [25] (hereafter the S-L model) and extended by Black [5] has been subjected to extensive empirical testing [6, 8, 13, 15, 17, 32]. Unfortunately, the results of many of the empirical tests are inconsistent with the theoretical CAPM and vary among the empirical studies. The usefulness of the CAPM has been hindered by the lack of strong empirical verification. However, failure of the empirical tests to confirm the theoretical risk-return relationships of the CAPM may be the result of the application of improper or at least inadequate statistical test procedures. Support for our contention that the failure of prior tests of the CAPM to conform to the theoretical CAPM specification is given by Foster [17]. Although he does not address all of the statistical limitations of prior studies, he does show how a value weighted index moves the empirical results in the direction of the S-L model.

The purpose of our research was to remove three major limitations associated with prior tests of the S-L and Black models and to test the models using more appropriate statistical procedures. Our results indicated that the conflicts between the theoretical relationships of the CAPM and the empirical results may have been due to inappropriate statistical tests. We found the S-L model to be a valid description of the risk-return relationship.

The study is separated into five sections. Section I is the introduction. A review of previous CAPM studies and the associated statistical limitations is given in Section II. Section III describes our research methodology. The results of the study are presented in Section IV. Section V contains our conclusions.
II. BACKGROUND

A. Previous Studies

The most common method of testing the CAPM has been a cross-sectional test. That is, the average returns ($\bar{R}_i$) on a cross-sectional sample of securities over some time period are regressed against each security's estimated beta coefficient ($\hat{\beta}_i$), or

$$\bar{R}_i = \gamma_0 + \gamma_1 \hat{\beta}_i + U_i \tag{1}$$

Beta usually is estimated from the market model

$$R_{it} = \alpha_i + \beta_i R_{mt} + \epsilon_{it} \tag{2}$$

where $R_{it}$ and $R_{mt}$ are the returns on security $i$ and the market portfolio in period $t$ and are assumed to have a bivariate normal joint distribution and $\epsilon_{it}$ is assumed to be independent of $R_{mt}$ and $\epsilon_{jt}$ for $i \neq j$.

Douglas [13] tested the S-L model and found that the average realized returns were positively related to the variance of the returns on securities but not to the covariance of the securities with the market portfolio. Miller and Scholes [32] checked the validity of Douglas's results by examining several of the econometric problems associated with testing the CAPM. They showed that measurement error in $\hat{\beta}$, multicollinearity between systematic risk and residual variance, and skewness in the return distributions may have been the cause of Douglas's conflicting results.

Black, Jensen, and Scholes (BJS) [6] carefully designed a study to avoid the statistical problems which existed in Douglas's study. Their results indicated that low risk securities on average have a significantly higher return than predicted by the S-L model. The intercept and slope coefficients varied across subperiods and were not consistent with the S-L model. BJS
concluded that the S-L model does not provide an adequate description of the risk-return relationship of security returns.

BJS then demonstrated that the process generating security returns can be approximated better by a two-factor market model of the following form:

$$ R_{it} = (1 - \beta_i) R_{ot} + \beta_i R_{mt} + e_{it} $$

where $R_{ot}$ is the return on the minimum variance portfolio with returns which are uncorrelated with $R_{mt}$. BJS tested their two-factor model with equation (1). Their results indicated the relationship between $\bar{R}_i$ and $\beta$ is highly linear, but $\gamma_0$ and $\gamma_1$ fluctuated from period to period and often were negative. They concluded that their results are consistent with the two-factor model because the returns on a zero-beta portfolio also fluctuate over time.

The results of Fama and MacBeth's [15] research indicated that the relationship between $\bar{R}$ and $\beta$ is linear, and $\beta$ is the only risk measure required to explain the differences in average returns. Their results also indicated that $E(\gamma_0)$ is substantially greater than $R_f$—a condition which is inconsistent with the S-L model.

Foster [17] studied whether relative risk ($\beta$) is a sufficient descriptor of a-security's risk. For the period of 1931-74, he found that relative risk explains differences in expected returns of securities. Also his results indicated that after controlling for relative risk, residual risk did not significantly explain differences in expected returns of securities. His methodology was cast in a Fama and MacBeth [15] framework but differed in the procedure used to form portfolios, and he used a value rather than an equally weighted market index.

B. Limitations

Three major limitations arising from the use of the market model for
estimating $\beta$ were present in each of the previously cited CAPM studies with the exception of Foster who had two. The market model is based on two major assumptions. The first assumption is that in equation (2) $\varepsilon_{it}$ is independent of $\varepsilon_{jt}$ for $i \neq j$. That is, the returns of the securities are assumed to be correlated only through the market portfolio. After the market effect has been removed, the covariances of all pairs of securities are assumed to be zero. If the security returns are dependent on factors other than the market portfolio (e.g., industry factors), the independence assumption does not hold. The empirical results of King [23] and Livingston [27] indicated that the residual industry co-movement of returns on securities is of considerable importance. The assumption of independence is the first major limitation of previous studies.

The second assumption of the market model is that the joint distribution of $R_i$ and $R_m$ is stationary over the estimation period which in turn implies $\beta_i$ is stationary. Stationarity of $\beta_i$ means that the systematic risk of a security is constant regardless of changes in the operating and financial characteristics of the firm. Research by Hamada [19], Rubinstein [40], Lev [24], and Mandelker [29] indicates that changes in the capital structure (financial leverage), input mix (operating leverage) and mergers all alter the riskiness of a firm.

If the joint distribution of $R_i$ and $R_m$ is not stationary, the estimated $\beta$ from the market model is biased and inefficient. Therefore, since all of the previously cited CAPM studies used the simple market model to estimate $\beta$, the empirical results of said studies may have been distorted by the measurement error in $\beta$. The assumption of stationarity is the second major limitation of the previous studies.
The third limitation is the use of an equally weighted portfolio of common stocks as a proxy for the market portfolio. Fama [14, pp. 269-71] has argued that there is strong evidence that an equally weighted market index is not an appropriate proxy of the true market portfolio. Furthermore, Fisher [16] found that the standard deviation of returns on a value weighted portfolio of NYSE stocks is only about 80 percent as large as the standard deviation of an equally weighted portfolio of NYSE common stocks. Foster [17] regressed an equally weighted NYSE index on a value weighted NYSE index. The resultant slope coefficient was 1.2665 which was significantly different than zero. The implication is that the equally weighted index is more risky than a value weighted index. Application of an equally weighted portfolio may have caused researchers to reach inappropriate conclusions.

III. METHODOLOGY

A. Sample and Data

The sample consisted of the 207 firms on the annual industrial COMPUSTAT tape with fiscal year ending on December 31 and no missing observations for the period from January 1956 through December 1975. For each firm the values of the following financial variables were obtained: (1) size of the firm (total assets), (2) debt ratio (total debt divided by total assets), (3) degree of operating leverage (operating income plus fixed costs divided by operating income), and (4) the rate of return on common stock (both price appreciation and dividends). Since twenty years of data were used, a total of nineteen rates of return were computed for each firm.

The return on the market portfolio was approximated by the rate of return on Fisher's value weighted index. Since the time horizon in this study was one year, the risk-free rate of interest was approximated by the yield to maturity of a one-year U.S. government bond.
B. Estimation of Beta

If, as previously discussed, $\beta$ is nonstationary, estimation of $\beta$ can be improved by imposing a structure on $\beta$ which specifies the functional relationship between $\beta$ and some selected financial variables. That is, $\beta$ is allowed to vary as the values of the financial variables change. Based on the research of Hamada [19], Rubinstein [40], Perceival [35], and Lev [24] we specified $\beta$ as a function of financial leverage, operating leverage, and size of the firm. Systematic parameter-variation regression (SPVR) [2] was employed to estimate $\beta$.

Financial leverage as an explanatory variable of $\beta$ is supported by Hamada [19] who linked Modigliani and Miller's [33] capital structure hypothesis with the CAPM and found that theoretically $\beta$ of a levered firm should vary with the firm's financial leverage. Hamada's empirical results supported his theoretical conclusions. Rubinstein and Perceival concluded that operating leverage affects $\beta$. Lev in an empirical study, found operating leverage to be positively related to $\beta$. Beaver, Kettle, and Scholes [1] and Breen and Lerner [11] found empirically that a firm's $\beta$ is negatively related to the firm's size.

The SPVR model we used was:

$$ R_{it} = \alpha_i + \beta_i R_{mt} + \varepsilon_{it} \quad (4) $$

$$ \beta_{it} = b_o + b_1 DR_{it} + b_2 OL_{it} + b_3 S_{it} \quad (5) $$

where $DR_{it}$ is the debt ratio, $OL_{it}$ is the operating leverage, and $S_{it}$ is the size of the $i^{th}$ firm in year $t$. All other terms are as previously defined. Substitution of (5) into (4) yields:

$$ R_{it} = \alpha_i + b_o R_{mt} + b_1 (R_{mt} DR_{it}) + b_2 (R_{mt} OL_{it}) + b_3 (R_{mt} S_{it}) + \varepsilon_{it} \quad (6) $$
All variables in equation (6) are observable. Hence, the coefficients can be estimated. Estimates of $\beta_{it}$ for each of the nineteen subperiods were obtained by substituting the estimated coefficients $(b_0, b_1, b_2, b_3)$ from (6) into (5). If $b_1, b_2, b_3$ all equal zero, our SPVR reduces to the standard market model. Therefore, the standard market model is an appropriate procedure to estimate $\beta$ if $\beta$ is stationary.

If the assumption associated with equation (2) that $\epsilon_{it}$ is independent of $\epsilon_{jt}$ for $i \neq j$ does not hold, the sample error of $\beta$ will not be minimized. We relaxed the independence assumption and estimated the $\beta$'s for all firms in one industry simultaneously by using a seemingly unrelated regression (SUR) technique. The SUR procedure incorporates the interdependence of the $\epsilon_{it}$'s and provides estimates of $\beta$ with smaller sampling errors [45].

The SUR technique was applied as follows. Assume that there are $nk$ firms in the $k$th industry and

$$Y_i = X_i \beta_i + \epsilon_i$$

is the $i$th equation of the $nk$-equation system. Equation (7) is the matrix form of (6). In (7) $Y_i$ is the vector of returns on security $i$, $X_i$ is a $T \times 5$ matrix of observations on the explanatory variables, $\beta_i$ is a $5 \times 1$ vector of regression coefficients, and $\epsilon_i$ is a $T \times 1$ vector of disturbances with zero mean and constant variance. Since there are $nk$ firms in the industry, the system of equations, of which (7) is one, can be written as:

$$
\begin{align*}
\begin{bmatrix}
Y_1 \\
Y_2 \\
\vdots \\
Y_{nk}
\end{bmatrix} &=
\begin{bmatrix}
X_1 & 0 & \cdots & 0 \\
0 & X_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & X_{nk}
\end{bmatrix}
\begin{bmatrix}
\beta_1 \\
\beta_2 \\
\vdots \\
\beta_{nk}
\end{bmatrix} +
\begin{bmatrix}
\epsilon_1 \\
\epsilon_2 \\
\vdots \\
\epsilon_{nk}
\end{bmatrix}
\end{align*}
$$

(8)
or more compactly as:

\[ Y = XB + \varepsilon. \]  

(9)

The disturbance vector in (8) is assumed to have the following contemporaneous covariance matrix:

\[ \Omega = \text{cov}(\varepsilon) = 
\begin{bmatrix}
\sigma_{11} & \sigma_{12} & \cdots & \sigma_{1n_k} \\
\sigma_{21} & \sigma_{22} & \cdots & \sigma_{2n_k} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{n_k1} & \sigma_{n_k2} & \cdots & \sigma_{n_kn_k}
\end{bmatrix} \]  

(10)

where I is an identity matrix of order T x T (T = 19) and \( \sigma_{ij} = [\varepsilon_i(t)\varepsilon_j(t)] \).

It is assumed that the disturbances of each equation are homoscedastic and independently distributed, and the disturbances of different equations are only contemporaneously correlated.

The Aitken general least squares (GLS) estimator of the coefficient vector \( B \) is

\[ \hat{B} = [B_1 B_2 \cdots B_{n_k}]' = (X' \Omega^{-1} X)^{-1} X' \Omega^{-1} Y \]  

(11)

where \( \hat{B} \) is a \((n_k x 5) x 1\) vector of regression coefficients in the system. The covariance matrix of \( \hat{B} \) is

\[ \text{cov}(\hat{B}) = (X' \Omega^{-1} X)^{-1}. \]  

(12)

One difficulty in estimating \( \hat{B} \) and \( \text{cov}(\hat{B}) \) is that the \( \Omega \) matrix usually is unknown. However, a consistent estimate of \( \Omega \) can be obtained using the OLS residuals:

\[ S = \frac{1}{T} [e_1 e_2 \cdots e_{n_k}]' [e_1 e_2 \cdots e_{n_k}] \]

where \( e_i = Y_i - X_i \hat{B} \) is the OLS residual vector of the \( i \)th equation. It can be shown that

\[ \hat{\Omega}^{-1} = S^{-1} N \]
where $\mathbf{N}$ represents the Kronecker product. After estimating $\Omega$, $\hat{\beta}$ and $\text{cov}(\hat{\beta})$ were estimated, the beta coefficients in each year were obtained by substituting $\hat{b}_0$, $\hat{b}_1$, $\hat{b}_2$ and $\hat{b}_3$ into equation (6).

C. Measurement Error In $\beta$

Since $\hat{\beta}$ used in the cross-sectioned regressions (1) is not an exact measure of systematic risk, but is a sample estimate subject to error (i.e., sampling errors) the coefficients $\gamma_0$ and $\gamma_1$, in the cross-sectional regression are biased and inconsistent. Johnston ([22], Chapter VI) has shown that the OLS estimate of $\gamma_1$ is negatively biased and $\gamma_0$ is positively biased. One approach to reduce the errors in variables is to group the observations. Wald [46], and Richardson and Wu [37] have shown various ways of grouping the observations which may reduce the measurement errors in the explanatory variables. BJS [6], Blume and Friend [8] and Fama and MacBeth [15] used the grouping technique to reduce the effect of measurement errors in $\hat{\beta}$. They grouped securities into portfolios and used the returns and betas of the portfolios to test the CAPM.

The information lost by forming portfolios can be reduced by forming portfolios in such a manner that the range of portfolio betas ($\beta_p$) is as wide as possible. One procedure to assure a wide range of $\beta_p$'s is to form portfolios on the basis of securities ranked by $\beta$. In this study, in each of the nineteen years, securities were ranked by $\beta$ in ascending order and twenty portfolios each with nine securities were formed. For example, the first nine securities were allocated to portfolio one, the second nine securities to portfolio two, etc. $\hat{\beta}_p$ was calculated as:

$$\hat{\beta}_{pt} = \sum_{i=1}^{9} \hat{\beta}_{it}/9$$
and the portfolio return was computed as:

\[ R_{pt} = \frac{1}{g} \sum_{i=1}^{9} R_{it} \]

where \( R_{it} \) is the return on security \( i \) in period \( t \). \( \beta_{pt} \) and \( R_{pt} \) were used to test the CAPM.

D. Estimation of the Expected Return-Risk Relation

The risk-return relationship was estimated for each of the nineteen subperiods as:

\[ R_{pt} = \gamma_{0t} + \gamma_{1t} \hat{\beta}_{pt} + \gamma_{2t} \hat{\beta}_{pt}^2 + u_{pt}. \]  \hspace{1cm} (13)

The estimated \( \gamma_{0t}'s \), \( \gamma_{1t}'s \) and \( \gamma_{2t}'s \) were used to test the following hypotheses:

H1: Securities are priced such that the relationship between \( R_{p} \) and \( \beta_{p} \) is linear, i.e., \( E(\gamma_2) = 0 \);

H2: There is a positive relationship between \( R_{p} \) and \( \beta_{p} \), i.e. \( E(\gamma_1) > 0 \);

H3: The expected value of \( \gamma_0 + \gamma_1 \) equals the expected value of \( R_m \), i.e., \( E(\gamma_0 + \gamma_1) = \frac{R_m}{R} \);\(^5\)

H4: The expected value of \( \gamma_0 \) equals the risk-free rate of interest, i.e., \( E(\gamma_0) = R_f \); and

H5: The expected value of \( \gamma_1 \) equals the excess market return, i.e., \( E(\gamma_1) = R_m - R_f \).\(^6\)

As demonstrated by Fama [14], the estimated values of \( \gamma_{0t}'s \), \( \gamma_{1t}'s \) and \( \gamma_{2t}'s \) can be interpreted as the returns on portfolios with some special characteristics. For example \( \gamma_{2t} \) is an estimate of the return on a minimum variance, zero-beta and zero-investment portfolio with a weighted average of \( \beta^2 \) equal to one. According to the CAPM the expected return on this portfolio is zero. Therefore, the linearity hypothesis (H1) is supported if the mean value of \( \gamma_{2t}'s \) is zero.
If H1 is supported then standard errors of $\gamma_{0t}$ and $\gamma_{1t}$ can be reduced by estimating equation (14)

$$R_{pt} = \gamma_{0t} + \gamma_{1t} \hat{\theta} + u_{pt}$$  \hspace{1cm} (14)

rather than equation (13). We used (14) to estimate $\gamma_{0t}$ and $\gamma_{1t}$. The OLS estimate of $\gamma_{0t}$ is interpreted as the return on a minimum variance portfolio with beta of zero. If the S-L model is correct, we expect that $E(\gamma_{0t}) = \bar{R}_f$. Similarly the OLS estimate of $\gamma_{1t}$ is interpreted as the return on a minimum variance and zero-investment portfolio which has a beta of one. If the market portfolio is efficient or if the capital market is dominated by risk-averse investors, than $E(\gamma_{1t}) > 0$. Also according to the S-L model, $E(\gamma_{1t})$ should equal $\bar{R}_m - \bar{R}_f$.

E. Test of the Hypotheses

The five hypotheses and the corresponding test statistics are as follows:

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Test Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1: $E(\gamma_2) = 0$</td>
<td>$t = \frac{\bar{Y}_2 - 0}{s(\gamma_2)}$</td>
</tr>
<tr>
<td>H2: $E(\gamma_1) &gt; 0$</td>
<td>$t = \frac{\bar{Y}_1 - 0}{s(\gamma_1)}$</td>
</tr>
<tr>
<td>H3: $E(\gamma_0 + \gamma_1) = \bar{R}_m$</td>
<td>$t = \frac{\bar{Y}_0 + \bar{Y}_1 - \bar{R}_m}{s(\bar{Y}_0 + \bar{Y}_1)}$</td>
</tr>
<tr>
<td>H4: $E(\gamma_0) = \bar{R}_f$</td>
<td>$t = \frac{\bar{Y}_0 - \bar{R}_f}{s(\gamma_0)}$</td>
</tr>
<tr>
<td>H5: $E(\gamma_1) = \bar{R}_m - \bar{R}_f$</td>
<td>$t = \frac{\bar{Y}_1 - (\bar{R}_m - \bar{R}_f)}{s(\gamma_1)}$</td>
</tr>
</tbody>
</table>
where $\bar{\gamma}$ is the mean value of the $\gamma_t$'s estimated in each of the nineteen subperiods and $s(\bar{\gamma})$ is the standard deviation of the $\gamma_t$'s. Fama and MacBeth [15] calculated $\bar{\gamma}$ and $s(\bar{\gamma})$ as:

$$\bar{\gamma} = \frac{1}{T} \sum_{t=1}^{T} \gamma_t$$

$$s(\bar{\gamma}) = \frac{s(\gamma_t)}{\sqrt{T}}$$

where $s(\gamma_t) = \sum_{t=1}^{T} (\gamma_t - \bar{\gamma})^2 / T$.

The foregoing assumes that $\hat{\gamma}_t$ equals the true value of $\gamma_t$. A better procedure for calculating $\bar{\gamma}$ and $s(\bar{\gamma})$ would take into account the effect of the sampling error of $\hat{\gamma}_t$, development of such a procedure follows.

The estimated $\gamma_t$ may differ from its expected value for two reasons. First, since $\hat{\gamma}_t$ is a sample estimate it may differ from the true $\gamma_t$ by a random variable $u_t$. From regression analysis we know that $u_t$ has a zero mean and a standard deviation $\sigma_{u_t}$ which is equal to the sampling error of $\hat{\gamma}_t$. Thus $\hat{\gamma}_t$ can be written as

$$\hat{\gamma}_t = \gamma_t + u_t. \quad (15)$$

Furthermore, the true $\gamma_t$ in subperiod $t$ may differ from the expected value of $\gamma_t$ over the entire period by a random variable $v_t$, that is,

$$\gamma_t = \bar{\gamma} + v_t \quad (16)$$

where $v_t$ has a zero mean and variance $\sigma_v^2$. Although $\sigma_{u_t}^2$ may change from one subperiod to another, $\sigma_v^2$ is constant for all subperiods.

Substituting (16) into (15) yields:
\( \hat{\gamma}_t = \bar{\gamma} + w_t \)  \hspace{1cm} (17)

where \( w_t = u_t + v_t \). Variables \( u_t \) and \( v_t \) are assumed independent of each other and independent through time. Thus, the variance of \( w_t \) is:

\[
\sigma_{w_t}^2 = \sigma_{u_t}^2 + \sigma_{v}^2.
\]

From (17) \( \bar{\gamma} \) was estimated using the GLS regression technique. The GLS technique was used to estimate \( \bar{\gamma} \) because \( \sigma_{w_t}^2 \) is changing from one period to another. In (17) the only explanatory variable has a value of 1 in all sub-periods. That is, (17) can be written as:

\( \hat{\gamma}_t = \bar{\gamma} \cdot X + w_t \).  \hspace{1cm} (18)

GLS was used to estimate \( \bar{\gamma} \) as:

\[
\hat{\bar{\gamma}} = (X'\Omega^{-1}X)^{-1}X'\Omega^{-1}y_t
\]

where \( X \) is a 19x1 vector with all elements equal to 1, and the \( \Omega \) matrix is:

\[
\Omega = \sigma_\theta^2 = \begin{bmatrix}
\sigma_{u1}^2 + \sigma_v^2 & 0 & \ldots & 0 \\
0 & \sigma_{u2}^2 + \sigma_v^2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \sigma_{u19}^2 + \sigma_v^2
\end{bmatrix}
\]

The variance of \( \bar{\gamma} \) was estimated as:

\[
s^2(\hat{\gamma}) = (X'\Omega^{-1}X)^{-1}.
\]

\hspace{1cm} (20)
By assuming that \( w_t \) is normally distributed, \( \gamma \) is normally distributed with mean \( \bar{\gamma} \) and variance \( S^2(\gamma) \). Given these results, hypotheses H1 through H5 were tested by the previously mentioned t-statistics.

III. RESULTS

The relationship between \( R_{pt} \) and \( \beta_{pt} \) for 1957, 1965, and 1975 is given in Figures 1-3.9 As indicated in Figures 1-3 the range, the degree of linearity, and the direction of the relationship between \( R_{pt} \) and \( \beta_{pt} \) varies considerably over time.

Table I contains the OLS estimates of \( \gamma_{0t} \), \( \gamma_{1t} \), \( \gamma_{2t} \), their corresponding standard errors, and \( R^2(R_p, \beta_p) \) for each of the nineteen years. The following points can be made from the analysis of Table I.

First, the strength of the risk-return relationship as measured by \( R^2(R_p, \beta_p) \) varies substantially over time and ranges from 0.002 in 1970 to 0.965 in 1975. The mean value of \( R^2(R_p, \beta_p) \) is about 0.47. This result indicates that on average 47 percent of the variability of the returns on portfolios can be explained by their betas.

Second, the variability of \( \gamma_{1t} \) over time was substantially greater than the variability of \( \gamma_{0t} \) and \( \gamma_{2t} \). This result is consistent with the proposition that the variability of returns on high-beta portfolios (e.g., a portfolio with a beta of one) is greater than the variability of returns on low-beta portfolios (zero-beta portfolios). The results also indicate that the mean value of \( \gamma_{1t} \) is greater than the mean value of \( \gamma_{0t} \) and \( \gamma_{2t} \), that is, portfolios with higher betas also had higher mean returns.

-----------------------------

Insert Table I Here

-----------------------------
### TABLE I

**Summary Results of the Tests of the CAPM Using OLS Technique**

<table>
<thead>
<tr>
<th>$\hat{\gamma}_{2t}$</th>
<th>$\hat{\gamma}_{0t}$</th>
<th>$\hat{\gamma}_{1t}$</th>
<th>$s(\hat{\gamma}_{2t})$</th>
<th>$s(\hat{\gamma}_{0t})$</th>
<th>$s(\hat{\gamma}_{1t})$</th>
<th>$R_{ft}$</th>
<th>$R_{mt}$</th>
<th>$R^2(r_p, \beta_p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0337</td>
<td>0.0005</td>
<td>-0.0725</td>
<td>0.0009</td>
<td>0.0015</td>
<td>0.0008</td>
<td>0.0340</td>
<td>-0.1055</td>
</tr>
<tr>
<td>2</td>
<td>0.0949</td>
<td>0.0476</td>
<td>0.159</td>
<td>0.0008</td>
<td>0.0009</td>
<td>0.0006</td>
<td>0.0290</td>
<td>0.1451</td>
</tr>
<tr>
<td>3</td>
<td>0.0166</td>
<td>0.0115</td>
<td>0.157</td>
<td>0.0013</td>
<td>0.0016</td>
<td>0.0011</td>
<td>0.0304</td>
<td>0.1294</td>
</tr>
<tr>
<td>4</td>
<td>0.0094</td>
<td>-0.0251</td>
<td>0.0412</td>
<td>0.0012</td>
<td>0.0014</td>
<td>0.0010</td>
<td>0.0502</td>
<td>0.0057</td>
</tr>
<tr>
<td>5</td>
<td>0.0242</td>
<td>0.0410</td>
<td>0.2041</td>
<td>0.0005</td>
<td>0.0004</td>
<td>0.0003</td>
<td>0.0250</td>
<td>0.2712</td>
</tr>
<tr>
<td>6</td>
<td>0.0507</td>
<td>-0.0635</td>
<td>-0.0572</td>
<td>0.0010</td>
<td>0.0009</td>
<td>0.0007</td>
<td>0.0302</td>
<td>-0.0930</td>
</tr>
<tr>
<td>7</td>
<td>0.0053</td>
<td>0.1118</td>
<td>0.0981</td>
<td>0.0008</td>
<td>0.0007</td>
<td>0.0005</td>
<td>0.0295</td>
<td>0.2129</td>
</tr>
<tr>
<td>8</td>
<td>-0.0457</td>
<td>0.1565</td>
<td>0.0378</td>
<td>0.0006</td>
<td>0.0008</td>
<td>0.0005</td>
<td>0.0369</td>
<td>0.1609</td>
</tr>
<tr>
<td>9</td>
<td>0.0212</td>
<td>0.0471</td>
<td>0.1793</td>
<td>0.0007</td>
<td>0.0009</td>
<td>0.0006</td>
<td>0.0393</td>
<td>0.1454</td>
</tr>
<tr>
<td>10</td>
<td>0.0344</td>
<td>-0.0138</td>
<td>-0.0626</td>
<td>0.0008</td>
<td>0.0010</td>
<td>0.0006</td>
<td>0.0470</td>
<td>-0.0887</td>
</tr>
<tr>
<td>11</td>
<td>0.0692</td>
<td>0.0274</td>
<td>0.2939</td>
<td>0.0013</td>
<td>0.0015</td>
<td>0.0010</td>
<td>0.0483</td>
<td>0.2779</td>
</tr>
<tr>
<td>12</td>
<td>-0.0031</td>
<td>0.1255</td>
<td>0.1035</td>
<td>0.0014</td>
<td>0.0017</td>
<td>0.0012</td>
<td>0.0556</td>
<td>0.1360</td>
</tr>
<tr>
<td>13</td>
<td>-0.0016</td>
<td>-0.0576</td>
<td>-0.0440</td>
<td>0.0008</td>
<td>0.0014</td>
<td>0.0009</td>
<td>0.0530</td>
<td>-0.0990</td>
</tr>
<tr>
<td>14</td>
<td>-0.0216</td>
<td>0.0499</td>
<td>0.0034</td>
<td>0.0002</td>
<td>0.0005</td>
<td>0.0003</td>
<td>0.0764</td>
<td>0.0150</td>
</tr>
<tr>
<td>15</td>
<td>-0.0206</td>
<td>0.0245</td>
<td>0.1192</td>
<td>0.0006</td>
<td>0.0007</td>
<td>0.0006</td>
<td>0.0487</td>
<td>0.1559</td>
</tr>
<tr>
<td>16</td>
<td>0.0023</td>
<td>0.0858</td>
<td>0.0739</td>
<td>0.0010</td>
<td>0.0006</td>
<td>0.0005</td>
<td>0.0409</td>
<td>0.1802</td>
</tr>
<tr>
<td>17</td>
<td>0.2153</td>
<td>0.3010</td>
<td>-0.3831</td>
<td>0.0023</td>
<td>0.0043</td>
<td>0.0036</td>
<td>0.0539</td>
<td>-0.1707</td>
</tr>
<tr>
<td>18</td>
<td>-0.0231</td>
<td>-0.0035</td>
<td>-0.2011</td>
<td>0.0009</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0701</td>
<td>-0.2701</td>
</tr>
<tr>
<td>19</td>
<td>0.0411</td>
<td>0.0747</td>
<td>0.3622</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.0003</td>
<td>0.0679</td>
<td>0.3901</td>
</tr>
</tbody>
</table>
Figure 1

Empirical Relationship Between Return and Beta in 1957
Figure 2

Empirical Relationship Between Return and Beta in 1965
Empirical Relationship Between Return and Beta in 1975
Third, the results indicate that in some periods $\hat{\gamma}_{2t}$ was substantially different from zero. This may indicate that in these periods the risk-return relation was nonlinear. However, as discussed in the previous section, $\hat{\gamma}_{2t}$ is the return on a portfolio and may vary from one year to another. The linearity hypothesis should be rejected if the expected value of $\hat{\gamma}_{2t}$ is significantly different from zero. Similar arguments can be made about $\hat{\gamma}_{0t}$ and $\hat{\gamma}_{1t}$.

Table II contains the estimated expected value of $\hat{\gamma}_{0t}$, $\hat{\gamma}_{1t}$, $\hat{\gamma}_{2t}$, their standard errors, and their corresponding t-statistics for testing the five hypotheses. Table II also contains the mean values of $R_{ft}$ and $R_{mt}$ which were used to test hypotheses H4 and H5. The five hypotheses were divided into two groups. The first group contained hypotheses H1, H2, and H3 which are relevant to both the S-L and Black models. The second group consisted of hypotheses H4 and H5 which pertained only to the S-L model.

Insert Table II Here

The t-statistic for H1 (see Table II) is 1.54 which is statistically non-significant for $\alpha = 0.05$. Therefore, our empirical results support the hypothesis that the risk-return relation is linear. Therefore, we conclude that expected return is a linear function of beta. The linearity between $\bar{R}$ and $\beta$ also implies that the market portfolio is a minimum-variance portfolio. The results of the linearity hypothesis agree with those of BJS [6] Blume and Friend [8], and Fama and MacBeth [15].

The second hypothesis, H2, states that higher expected risk is associated with higher expected return (i.e., $\bar{\gamma}_1 > 0$). Based on a t-statistic (see Table II) we were unable to reject H2 for $\alpha = 0.05$. Thus this result agrees
### TABLE II

RESULTS OF THE FIVE HYPOTHESES

<table>
<thead>
<tr>
<th>Expression</th>
<th>OLS Estimate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{\gamma}_0$</td>
<td>0.0466</td>
</tr>
<tr>
<td>$\bar{\gamma}_1$</td>
<td>0.0712</td>
</tr>
<tr>
<td>$\bar{\gamma}_2$</td>
<td>0.0237</td>
</tr>
<tr>
<td>$\bar{\gamma}_0 + \bar{\gamma}_1$</td>
<td>0.1190</td>
</tr>
<tr>
<td>$s(\bar{\gamma}_0)$</td>
<td>0.0222</td>
</tr>
<tr>
<td>$s(\bar{\gamma}_1)$</td>
<td>0.0458</td>
</tr>
<tr>
<td>$s(\bar{\gamma}_2)$</td>
<td>0.0154</td>
</tr>
<tr>
<td>$s(\bar{\gamma}_0 + \bar{\gamma}_1)$</td>
<td>0.0373</td>
</tr>
<tr>
<td>$t(H1)$</td>
<td>1.54</td>
</tr>
<tr>
<td>$t(H2)$</td>
<td>1.56</td>
</tr>
<tr>
<td>$t(H3)$</td>
<td>-0.44</td>
</tr>
<tr>
<td>$t(H4)$</td>
<td>0.02</td>
</tr>
<tr>
<td>$t(H5)$</td>
<td>-0.41</td>
</tr>
<tr>
<td>$\bar{R}_m$</td>
<td>0.1355</td>
</tr>
<tr>
<td>$\bar{R}_f$</td>
<td>0.0461</td>
</tr>
</tbody>
</table>
with the hypothesis that the capital markets are dominated with risk-averse investors who require compensation for bearing risk. The results also imply that the slope of the security market line is positive and hence the market portfolio is located on the positively sloped segment of the minimum-variance boundary. That is, our results support the hypothesis that the market portfolio is an efficient portfolio.

For H3 the t-statistic (see Table II) is statistically nonsignificant for \( \alpha = 0.05 \). Therefore, the expected value of \( \gamma_0 + \gamma_1 \) is not significantly different from the value predicted by both S-L and Black models. In summary, the empirical results of H1, H2, and H3 support three important implications of the S-L and Black models. These are: (1) the risk and return relationship for portfolios of securities is linear, (2) there is a positive relationship between risk and return, and (3) \( E(\gamma_0 + \gamma_1) = \overline{R}_m \).

One assumption of the S-L model is that unrestricted borrowing and lending can occur at the risk-free rate of interest. The testable implication of this assumption is that the expected return on the portfolio with returns uncorrelated with the returns on the market portfolio is \( R_{ft} \). As previously stated, \( \gamma_{0f} \) is an estimate of the return on a zero-beta portfolio. Thus, H4 is equivalent to the hypothesis that \( \overline{\gamma}_0 = \overline{R}_f \). The t-statistic for H4 is very small, 0.02, indicating strong support for this hypothesis. The average value of the risk-free rate of interest over the nineteen years is 4.61 percent which compares very favorably with \( \overline{\gamma}_0 \) of 4.66 percent.

Our results also support H5 which states that \( \overline{\gamma}_1 = \overline{R}_m - \overline{R}_f \). The t-statistic is -0.41, which is statistically nonsignificant for \( \alpha = 0.05 \). Therefore, H5 cannot be rejected. The correlation coefficient of 0.91 between \( \gamma_{1f} \) and \( \overline{R}_m - \overline{R}_{ft} \) indicated a strong association. Thus the time series analysis
provided further support for the S-L model.

Unlike Fama and MacBeth [15], Blume and Friend [8], and BJS [6], who concluded that the S-L model was not supported empirically, we found empirical support for the S-L model. The conflicts between our results and prior studies may be due to the differences in the statistical techniques applied and/or to the differences in the proxy used for the market portfolio. Since the statistical techniques used to estimate the beta values were found to be superior to the simple market model (which assumes beta to be stationary), we conclude that their negative conclusions of the S-L hypotheses may be due to biases in their statistical techniques. Furthermore, it also can be shown that their negative conclusions about the S-L hypotheses may be due to the use of an inadequate proxy for the market portfolio.

In all of the prior CAPM studies (except Foster), an equally weighted portfolio of NYSE stocks was used as a proxy for the market portfolio. Fisher [16] found that the standard deviation of the returns on an equally weighted portfolio E of NYSE stocks is 25 percent larger than the standard deviation of returns on a weighted-value portfolio W of NYSE stocks. This means that as shown in Figure 4 portfolio E is located on the right hand side of portfolio W on the efficient boundary.

From Figure 4 it is apparent that the estimated intercept will be larger when portfolio E is used than when portfolio W is used. Thus, as expected the estimated intercept in all the previous studies was greater than $R_f$. In this study, a value-weighted portfolio was used as a proxy for the market portfolio and the estimated value of the intercept was very close to $R_f$. In his book Fama [14] examined the inadequacy of the equally-weighted
E(R_p)

\sigma(R_p)

FIGURE 4

Positive Bias in the Estimated Intercept when Portfolio E is Used as a Proxy for the Market Portfolio

portfolio and concluded that the tests of the Sharpe-Lintner hypotheses reported by Fama and MacBeth, BJS, and Friend and Blume are inappropriate.

IV. CONCLUSIONS

In summary, the empirical results did not provide any evidence against the five hypotheses. Our research indicated that there is a linear relationship between risk and return. Furthermore, we could not reject the hypothesis that higher risk is associated with higher return. These results are fairly consistent with the results of previous studies by BJS [6], Fama and MacBeth [15], and Blume and Friend [8]. However, the results of this study with respect to the Sharpe-Lintner hypotheses are in conflict with the results obtained by Friend and Blume, BJS, and Fama and MacBeth. The findings of this study
indicate that the Sharpe-Lintner CAPM is a valid description of the risk-return relation. The conflicts in the results between our study and previous studies may be due to the differences in the statistical techniques or the market portfolio proxies employed.
1. A limitation of this approach is that beta is assumed to vary systematically with the changes in the financial variables. It is more realistic to assume that in addition to systematic variation beta has some stochastic or random variations over time. The addition of the stochastic term, however, makes it more difficult to estimate the covariance matrix of the composite error term. Furthermore, prior information about the mean and variance-covariance of the stochastic terms is needed to estimate the parameters of equation (6). Because of the small sample size (19 observations) and complexity of the estimation technique, the stochastic variation of the beta was not considered. As argued by Belsley [2] the results will be satisfactory if beta is significantly related to the financial variables.

2. Prior to forming portfolios, securities with \( \beta \) greater than 4 or less than -2 in any subperiod were considered to be outliers and were omitted. Deleting the outliers reduced the sample from 207 to 180.

3. The quadratic function was used to represent nonlinear risk-return relations because it provides considerable flexibility in approximating many nonlinear functions. The quadratic form also was used by Fama and MacBeth [15] to test for linearity. The linearity hypothesis is equivalent to the proposition that the market portfolio is a minimum-variance portfolio.

4. Hypothesis H2 implies that the market portfolio is on the positively-sloped segment of the minimum-variance frontier, and hence, it implies that the market portfolio is an efficient portfolio. Furthermore, since \( \gamma \) is the slope of equation (1), hypothesis H2 indicates that higher risk is associated with higher expected return. Hypothesis H2 also may be interpreted to imply that the capital market is dominated by risk-averse investors.

5. The hypothesis that \( E(\gamma_0 + \gamma_1) = E(R_m) \) has not been tested in previous studies which tested the CAPM. This hypothesis is a complement to the linearity hypothesis. Like the linearity hypothesis, this hypothesis holds if the market portfolio is a minimum-variance portfolio.

6. Unlike hypotheses H1, H2 and H3, which are relevant to both variants of the CAPM, i.e., the Sharpe-Lintner CAPM and Black's two-factor CAPM, hypotheses H4 and H5 were tested only to determine whether the process that generates the security returns is consistent with the S-L model.

7. See Appendix A for the estimation of \( \sigma^2_{\gamma} \).

8. GLS estimate of \( \bar{\gamma} \) is equivalent to the weighted average of \( \gamma_t \)'s where the weights are proportional to the inverse of the variance of the composite error terms. The tests also were repeated using the simple average of \( \gamma_t \)'s. The outcomes of the tests of the five hypotheses were the same under both procedures.

9. The figures included are typical of the relationship between \( R_p \) and \( \beta_{pt} \). To conserve space the remaining sixteen years were not included.
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APPENDIX A

Estimation of $\sigma_v^2$

In this appendix, the procedure for estimating the variance of the true $\gamma_t$ over time is explained. In section III, it was shown that:

$$\hat{\gamma}_t = \bar{\gamma} + v_t$$

where $w_t = u_t + v_t$

where $u_t$ represents the deviation of $\gamma_t$ from its true value and $v_t$ represents the deviation of the true $\gamma_t$ from its expected value, $\bar{\gamma}$, over the nineteen subperiods. It was explained that the variance of $u_t$ can be obtained from the regression analysis. In contrast to $u_t$, whose variance is known, the variance of $v_t$ is unknown because the true value of $\gamma_t$ cannot be observed. However, the variance of $v_t$ was estimated by using the following iterative technique.

Step one, estimate $\bar{\gamma}$ from equation (21), assuming that $\sigma_v^2 = 0$. When $\sigma_v^2 = 0$, $\Omega$ matrix can be written as:

$$\Omega = \sigma_v^2 \theta = \begin{pmatrix} \sigma_{u1}^2 & 0 & \ldots & 0 \\ 0 & \sigma_{u2}^2 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \ldots & \sigma_{u19}^2 \end{pmatrix}$$

Step two, estimate the variance of $v_t$ by using the following formula:

$$\sigma_v^2 = [\hat{\gamma}_t - X'\hat{\gamma}] \sigma_v^{-1} [\hat{\gamma}_t - X'\hat{\gamma}]$$

where $\hat{\gamma}$ is the estimated value of $\bar{\gamma}$. Step three, substitute $\hat{\sigma}_v^2$ into
$$\sigma_{wt}^2 = \sigma_{ut}^2 + \sigma_v^2$$

and form the covariance matrix $\Omega$. Step four, estimate $\gamma$ using the new $\Omega$ matrix. Repeat steps two through four until $\hat{\sigma}_v^2$ converges to a constant value. The final estimate of $\hat{\sigma}_v^2$ was used to form the $\Omega$ matrix and hence, to estimate $\gamma$ and its standard error.