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ABSTRACT

A Generalized Linear Combination Approach is used to investigate the relationship between APT and CAPM. A generalized regression model for testing capital asset pricing is derived. The daily return and prices of Dow Jones thirty firms are used to test three hypotheses related to the generalized CAPM, the APT and traditional multi-index model. The interrelationship among alternative capital asset pricing processes are analyzed in detail.
I. Introduction

Roll (1977) has shown that the capital asset pricing model (CAPM) developed by Sharpe (1964), Lintner (1965), and Mossin (1966) can never empirically be tested since the completed specification and measurement of market rates of return is not possible. Roll and Ross (1980) used factor analysis technique to test the arbitrage pricing theory (APT) derived by Ross (1976, 1977). Jobson (1982) derived a multivariate regression approach to test the APT; Cheng and Grauer (1980) derived a multivariate regression approach to test the CAPM. However, there are weaknesses associated with these studies in both theoretical and empirical aspects in testing CAPM and APT.

The main purposes of this paper are: (i) to derive a generalized regression model for testing the APT and CAPM by using rates of return instead of prices or return premium. (ii) to show the sources of ambiguity associated with linear model for testing either APT or CAPM. In the second section previous studies of testing CAPM and APT are reviewed and examined. In the third section new alternative models for testing the CAPM, the APT and the multi-index model are derived. In the fourth section the theoretical relationship among the CAPM, the APT and the multi-index model are derived. In the fifth section two alternative methods for testing the linear asset pricing model are explored. In section VI the empirical result of testing the APT, the CAPM and the multi-index model are demonstrated. Finally in section VII results of this paper are summarized and concluding remarks are indicated.
II. Review and Critique of Previous Studies

The CAPM has been provided us a framework to determine the market price of risky assets in an equilibrium capital market. One of the most valuable properties of the CAPM is its testability. After having extensively tested the CAPM, Black, Jensen and Scholes (1972), Miller and Scholes (1972), and Fama and MacBeth (1973) and others have concluded that even though the empirical evidence does not support the traditional Sharpe-Lintner-Mossin's [SLM] CAPM, it does support Black's zero-beta version CAPM. The results of these studies were examined and criticized by Fama (1976) and Roll (1977).

Most of the early empirical tests of the CAPM use a two-step approach. First, the time-series security rates of return is used to estimate beta. Secondly, cross sectional regressions of estimated average rates of return and estimated beta are used to test the CAPM. However, there are two potential problems in testing the CAPM, i.e., (i) market portfolio specification and measurement problems and (ii) the errors-in-variables problem associated with using estimated beta as regressor.

Since the beta estimated from the first pass regression may differ from the true beta due to estimation errors, Miller and Scholes (1972), Fama (1976) and others have mentioned that the regression coefficients estimated in the second pass regression are generally inconsistent unless the estimated betas are free from measurement errors. To deal with the errors-in-variables problem, most of the previous studies use the grouping technique to reduce this problem. Because the grouping technique will reduce some important information associated with individual
securities. Gibbons (1982) introduces a new multivariate approach to test the CAPM. Even though Gibbons' multivariate approach can solve the errors-in-variable problem without losing the information associated with individual firms, there still exists the unsolved problem of measuring the market portfolio. Actually, the testing hypothesis proposed by Gibbons is only used to test the Black CAPM against the market model. To avoid the problem of market portfolios, Cheng and Grauer (1980) derived a new and unambiguous test model as indicated in equation (1) for testing the CAPM without relying upon market portfolio information.

\[
\tilde{P}_{it} = b_{ijk} \tilde{P}_{jt} + c_{ijk} \tilde{P}_{kt} + \tilde{\varepsilon}_{it}
\]

where \( \tilde{P}_{it} \) = the \( i \)th security price at time \( t \),
\( b_{ijk} \) and \( c_{ijk} \) = the time independent coefficients, and
\( \tilde{\varepsilon}_{it} \) = the random error term with \( E(\tilde{\varepsilon}_{it}) = 0 \) and \( \text{Var}(\tilde{\varepsilon}_{it}) = \sigma^2_{\varepsilon} \).

This new alternative model of testing the CAPM is based upon the information of security prices and the stationary assumption on the vector of expected returns, \( \tilde{E} \), and the variance-covariance matrix of returns, \( \tilde{\Sigma} \). Nevertheless, in their comment on the Cheng and Grauer alternative test of the CAPM, Turnbull and Winter (1982) pointed out that: (a) The assumption of stationarity requires only three periods of observation on three security prices and this also implies that the adjusted coefficient of determination should be identically equal to one; (b) if equation (1) can be used to describe the structure of
asset prices at each discrete point in time, then $E$ and $\Sigma$ cannot in general be stationary; (c) non-rejection of the null hypothesis does not necessarily imply acceptance of the CAPM and the assumption of stationarity.

The reasons that $E$ and $\Sigma$ cannot in general be stationary are that the variables used in equation (1) are security prices (not returns) and that the security prices don't adjust for the cash-dividend, the stock-dividend, or the stock-split.

Because of some anomalous empirical evidence on the CAPM found by Ball (1978), Basu (1977), Banz (1981), and Reinganum (1981), and the empirical issue of the CAPM's testability questioned by Roll (1977), the arbitrage pricing theory (APT) proposed by Ross (1976, 1977) offers a testable alternative. The APT is an appropriate alternative for CAPM because it is consistent with the capital asset pricing theory. Furthermore, the assumptions of the APT are less restrictive than those of the CAPM, i.e., the APT does not require the identification and measurement of the market portfolio. To test the APT, Roll and Ross (1980) used a two-step procedure which is similar to that of testing the CAPM. First, the variance-covariance matrix of returns is used to estimate the $k$ factors and their related loadings. (The loadings correspond to the beta coefficient(s) in the CAPM.) Secondly, a cross sectional regression is then used to test the linear APT model. Even though there are several advantages of using the APT to test the capital asset pricing, there exist some weaknesses in using the factor analysis procedure to test the APT. They are: (1) There does not generally exist a unique solution for estimating factor
loadings; (2) there is a computer capacity limitation problem, that is, no computer can handle over 200 securities; (3) if grouping data is used to test the APT as done by Roll and Ross, then there exist problems associated with the determination of the number of factors and the comparison of the factors among different groups; and (4) there exists the errors-in-variables problem. Although Chen's (1982) method can be used to obtain the same set of common factors for each security and solve the problem of the computer capacity limitation, it cannot be used to solve other problems mentioned above.

A bilinear approach for testing the APT, proposed by Brown and Weinstein (1983), is designed to solve the errors-in-variables problem. However, there are two ambiguities associated with their bilinear approach. (1) The probability of accepting a predetermined k-factor APT is dependent on the number of securities included in the group. The larger the number of groups, the larger the probability for accepting the APT. (2) The probability of accepting the APT is dependent upon the number of factors used in the test. The more the factors are used, the less the probability for accepting the APT. Because the probability of accepting a k-factor APT is dependent upon the number of securities and the number of factors, Brown and Weinstein's conclusion is potentially questionable. Most recently Shanken (1982) has also discussed the problem of using the factor analysis technique in testing the APT. He argued that the market portfolio plays a prominent role in Connor's (1982) "Equilibrium APT."

To overcome some of the above-mentioned weaknesses, Jobson (1982) used a linear combination technique to derive a multivariate linear
regression approach to test the APT. Jobson shows that an existing sample of return premia for a set of N assets including a subset of k linearly independent portfolios can be used to test APT, i.e., the k-factor APT hypothesis is accepted if the intercept term is zero in the multivariate regression of the (N-k) returns on the k portfolios. Because the zero-beta portfolio is unobservable and it is difficult to estimate, the return premium will be hard to obtain. Later, we will show that the condition of not rejecting the k-factor APT proposed by Jobson is not enough for testing the APT. Therefore, in section III, we will use the return itself instead of return premia to show the conditions of not rejecting the k-factor APT. It will be shown that not only the intercept term in multiple regression is zero, but also the sum of the regression coefficients on the explanatory portfolio returns is one if the explanatory portfolios are greater than or equal to k + 1.

III. New Alternative Models for Testing the CAPM, the APT, and the Multi-index Model

A. CAPM (Alternative derivation is shown in Appendix A)

The generalized CAPM with k-state variables, introduced by Merton (1973), extended by Richard (1979) and Breeden (1979) is simply a multiple linear model which is expressed in terms of the expected return and risks. In equilibrium, the expected return can be given by

\[ E = \gamma \frac{\varepsilon_N}{\varepsilon_N} + \beta^n (\bar{R}_m - \gamma_\mu) + \beta \lambda \]  

(2)
where

\[ E = \text{the Nx1 vector of expected returns}, \]

\[ \beta^m = \text{the Nx1 vector of the sensitivity of returns on assets to} \]

\[ \text{the fluctuations on market portfolio}, \]

\[ b = \text{the Nk matrix of the sensitivities of returns on assets} \]

\[ \text{to the fluctuations on state variables}, \]

\[ R_m = \text{the expected return on market portfolio}, \]

\[ \lambda = \text{the kx1 vector of market risk premia corresponding to state} \]

\[ \text{variables}, \]

\[ \gamma_z = \text{the expected return on zero-beta portfolio, or the riskless} \]

\[ \text{rate if it exists}, \]

\[ \mathbf{1}_N = \text{the Nx1 column vector of unities}. \]

The return generating process for the generalized CAPM with

k-state variables can be written as

\[ \tilde{\gamma}_t = E + \tilde{\beta}^m \tilde{\gamma}_m + b \tilde{\delta}_t + \tilde{\epsilon}_t \tag{3} \]

where

\[ \tilde{\gamma}_t = \text{the Nx1 vector of returns on assets at } t, \]

\[ \tilde{\delta}_t = \text{the kx1 vector of returns on state variables minus their} \]

\[ \text{expected returns at } t, \]

\[ \tilde{\gamma}_m = R_{mt} - R_m, \]

\[ \tilde{\epsilon}_t = \text{the Nx1 vector of error terms}. \]

\[ \tilde{\gamma}_m \text{ and } \tilde{\delta}_t \text{ have mean zero and are assumed to be independent of } \tilde{\epsilon}_t. \]

The elements of \( \tilde{\epsilon}_t \) are assumed to have mean zero and to be mutually independent.
Denote \((\mathbf{R}^m, \mathbf{b})\) as \(\mathbf{B}\) and \((\gamma_{mt}', \delta_t')\) as \(\Delta_t'\). Let portfolio (or security) \(1\), be the base portfolio. And define \(\gamma_{it} = \gamma_{it}', E_i = E_i', \beta_i = \beta_i', b_i = b_i', \) and \(\varepsilon_{it} = \varepsilon_{it}'\), \(i \neq 1\). In addition, assume that there exists a subset of \(N(I)(\geq k+1)\) linear equations with \(N(I)\times 1\) portfolio (or security) return vector \(\gamma_{it}'\), \(\forall i \in I\) and \(i \neq 1\), and the rank of \(\mathbf{B}_I^*\) to be \(k+1\). \(N(I)\) is the number of securities in the set \(I\). The model of equation (3) can be partitioned into three mutually exclusive equations systems as follows:

\[
\gamma_{it} = E_i + B_i \Delta_t + \varepsilon_{it} 
\]  
(4)

\[
\gamma_{Ii} = E_I + B_{Ii} \Delta_t + \varepsilon_{Ii}, \quad i \in I, \text{ and } i \notin \{1,J\} 
\]  
(5)

\[
\gamma_{Ji} = E_J + B_{Ji} \Delta_t + \varepsilon_{Ji}, \quad i \in J, \text{ and } i \notin \{1,I\} 
\]  
(6)

Subtracting (4) from (5) and (6) respectively, we arrive at

\[
\gamma_{Ii} = \gamma_{It} = E_I + B_{Ii} \Delta_t + \varepsilon_{It} 
\]  
(7)

\[
\gamma_{Ji} = \gamma_{Jt} = E_J + B_{Ji} \Delta_t + \varepsilon_{Jt} 
\]  
(8)

Applying matrix operations to (7), we have

\[
\Delta_t = (B_{Ii}^* B_{Ii} - 1) \gamma_{It}' - E_I + \varepsilon_{It}' 
\]  
(9)

Substituting (9) into (8) and rearranging, we obtain

\[
\gamma_{Jt} = (E_J - B_{Ji}^* (B_{Ii}^* B_{Ii} - 1) B_{Ii} E_I) + B_{Ji}^* (B_{Ii}^* B_{Ii} - 1) B_{Ii} \gamma_{It} 
\]  
(10)

\[- B_{Ji}^* (B_{Ii}^* B_{Ii} - 1) B_{Ii} \varepsilon_{It} + \varepsilon_{Jt} \]
By partitioning the set of equations in (2) as in the case of $\tilde{\gamma}_t$, it can be seen that

$$E_j^* = \frac{B_J^*(B_I^{-1} B_I^*)^{-1} B_I^* E_I^*}{B_I^* E_I^*}$$  \hspace{1cm} (11)$$

Therefore, the intercept terms in (10) are zero. Explicitly expressing the base portfolio $l$ in (10), we obtain,

$$\tilde{\gamma}_{jt} = \frac{B_J^*(B_I^{-1} B_I^*)^{-1} B_I^* \gamma_{jt} + (\tilde{\ell}_J - \frac{B_J^*(B_I^{-1} B_I^*)^{-1} B_I^* \ell_I}{B_I^* E_I^*}) \gamma_{1t}}{B_J^*(B_I^{-1} B_I^*)^{-1} B_I^* \tilde{\gamma}_{jt} + (\tilde{\ell}_J - \frac{B_J^*(B_I^{-1} B_I^*)^{-1} B_I^* \ell_I}{B_I^* E_I^*}) \tilde{\gamma}_{1t}}$$

Summing the slope coefficients on $\tilde{\gamma}_{jt}$ and $\gamma_{1t}$ for each security $j \in J$, we arrive at

$$B_J^*(B_I^{-1} B_I^*)^{-1} B_I^* \tilde{\gamma}_{jt} + (\tilde{\ell}_J - \frac{B_J^*(B_I^{-1} B_I^*)^{-1} B_I^* \ell_I}{B_I^* E_I^*}) \gamma_{1t} = \tilde{\ell}_J$$  \hspace{1cm} (12)$$

That is, the sum of slope coefficients for the security $j \in J$ and $N(I) > k+1$ would be unity. If $N(I)$ is chosen to be $k+1$, then $(B_I^{-1} B_I^*)^{-1} B_I^* = (B_I^*)^{-1}$, and (12) and (13) can be simplified as follows:

$$\tilde{\gamma}_{jt} = B_J^*(B_I^{-1} B_I^*)^{-1} \gamma_{jt} + (\tilde{\ell}_J - \frac{B_J^*(B_I^{-1} B_I^*)^{-1} B_I^* \ell_I}{B_I^* E_I^*}) \gamma_{1t}$$

$$- \frac{B_J^*(B_I^{-1} B_I^*)^{-1} \tilde{\gamma}_{jt} - (\tilde{\ell}_J - \frac{B_J^*(B_I^{-1} B_I^*)^{-1} B_I^* \ell_I}{B_I^* E_I^*}) \tilde{\gamma}_{1t} + \tilde{\gamma}_{jt}}{B_J^*(B_I^{-1} B_I^*)^{-1} \tilde{\gamma}_{jt} - (\tilde{\ell}_J - \frac{B_J^*(B_I^{-1} B_I^*)^{-1} B_I^* \ell_I}{B_I^* E_I^*}) \tilde{\gamma}_{1t} + \tilde{\gamma}_{jt}}$$

$$B_J^*(B_I^{-1} B_I^*)^{-1} \tilde{\gamma}_{jt} + (\tilde{\ell}_J - \frac{B_J^*(B_I^{-1} B_I^*)^{-1} B_I^* \ell_I}{B_I^* E_I^*}) \gamma_{1t} = \tilde{\ell}_J$$  \hspace{1cm} (12')$$

(13')$$

By carefully choosing portfolios $l$ and $i$, $\forall i \in I$ such that the resultant error terms $\tilde{E}_{1t}$ and $\tilde{E}_{1t}$ can be negligible, (12) can be expressed as

$$\frac{1}{2}$$
This implies that any security (or portfolio) return \( j \in J \) is a linear combination of other \( k+2 \) or more portfolios' returns plus an error term without the intercept term. Assuming that the variance-covariance of returns on securities and state variables are stationary, the test of the generalized CAPM with \( k \)-state variables is equivalent to the test of the following hypothesis from the ordinary least square (OLS) results in (14).

\[
\gamma_{jt} = \alpha_{j0} + \alpha_{j1} \gamma_{1t} + \ldots + \alpha_{jL} \gamma_{Lt} + \epsilon_{jt}, \quad j \in J \text{ and } N(I) \geq k+1 \tag{14}
\]

Under the null hypothesis, the intercept term is insignificantly different from zero, and the sum of the slope coefficients is insignificantly different from one no matter how many explanatory portfolios are included if the explanatory portfolios are greater than or equal to \( k+2 \).

We call the hypothesis, \( \alpha_{j1} + \ldots + \alpha_{jL} = 1 \), as a strong-form hypothesis. Empirically, this strong-form hypothesis is difficult to be held for most of the securities because of the stochastical property of the data. Alternatively, we propose another hypothesis called weak-form hypothesis, which will be appropriately acceptable in an empirical test. The weak-form hypothesis states that the sum of slope coefficients would be constant if the number of regressors is greater than or equal to \( k+2 \). That is,
Let $H_0: \alpha_{j0} = 0$ and $\alpha_{j1} + \alpha_{j2} = C_j = \text{constant}, \quad \forall j \in J$ and $N(I) \geq k+1$

Let $R_j^2(K)$ be the R-square for security $j$ on $K$ explanatory portfolios. From (12), it can be seen that the explanatory portfolios beyond $k+2$ cannot explain more than the first $k+2$ explanatory portfolios if the first $k+2$ portfolio returns are independent. As a result, the test of $\alpha_{j1} + \alpha_{j2} = 1$ (or constant) is equivalent to the test of

$$R_j^2(K) = R_j^2(K+1) = \ldots \quad j \in J, \quad K = k + 2$$

Furthermore, the multivariate test technique, such as likelihood ratio test (LRT) can be used to test the equation system of $j \in J$ as a whole. We will discuss this technique in section V.

The CAPM, introduced by Sharpe-Lintner-Mossin ($\gamma_z$ is the riskless rate) and extended by Black ($\gamma_z$ is a return on the zero-beta portfolio), is a special case of Merton's generalized CAPM without state variables. That is, the $b$ matrix in equation (2) and (3) is assumed to be zero.

This new approach to test for the CAPM does not have the problems of (a) and (b) in section II which were mentioned by Turnbull and Winter (1982).

Now, suppose that the base portfolio $1$ is not used to derive the model and the return premia are used in the model instead of returns, the equation, which is correspondent to equation (12), can be expressed as follows:
\[
\begin{align*}
(\tilde{Y}_{jt} - \tilde{Y}_{zt}^j) &= B_J (B_I B_I^\prime)^{-1} \tilde{B}_I (\tilde{Y}_{it} - \tilde{Y}_{zt}^i) \\
&- B_J (B_I B_I^\prime)^{-1} B_I \varepsilon_{it} + \varepsilon_{jt}; \quad j \in J \text{ and } N(I) \geq k+1
\end{align*}
\] (15)

This implies that any security (or portfolio) return premium \( j \in J \) can be expressed as a linear combination of (other) \( k+1 \) (not \( k+2 \)) or more portfolio's return premia. However, this model has two major weaknesses in the empirical test: (a) the zero-beta portfolio return, \( \tilde{Y}_{zt} \), is very difficult to estimate; (b) the sum of the slope coefficients is no longer equal to one. That is, \( B_J (B_I B_I^\prime)^{-1} B_I \varepsilon_{it} \) may not be equal to \( \varepsilon_{it} \) for \( N(I) \geq k+1 \).

B. APT

A \( k \) factor APT, formulated by Ross (1976, 1977) and intensively tested by Roll and Ross (1980), is a simple multiple linear model which is described in terms of the expected return and \( k \) risks. The equilibrium expected returns is given by

\[
\bar{E} = \tilde{Y}_{zt} \bar{\lambda}^N + B \bar{\lambda}
\] (16)

\( B \), a \( N \times k \) matrix of factor loadings, is the sensitivity of the returns on assets to the fluctuations on factors. \( \bar{\lambda} \) is a \( k \times 1 \) vector of risk premia corresponding to the risk factors. Suppose that \( \lambda_j \) is the \( j^{th} \) component of \( \bar{\lambda} \). \( \lambda_j \) can be interpreted as the expected excess return or market risk premium on portfolios with unit systematic risk on factor \( j \) and no risks on other factors. Other notations are the same as in III. A.
As presented by Roll and Ross, a \( k \) factor model, which is
describes the return generating process, can be written as

\[
\tilde{\gamma}_t = \mathbf{E} + B \tilde{\delta}_t + \tilde{\varepsilon}_t
\]  

(17)

\( \tilde{\delta}_t \), a \( k \times 1 \) vector of scores on the systematic factors, is the factors' returns minus their expected returns. The factor scores \( \tilde{\delta}_t \) have mean zero and are assumed to be linearly independent of each other and to be independent of \( \tilde{\varepsilon}_t \). \( \tilde{\varepsilon}_t \) is a \( N \times 1 \) vector of random terms with 
\[ E(\tilde{\varepsilon}_t | \tilde{\delta}_t) = 0 \]
and are assumed to be mutually independent. Note that \( \tilde{\delta}_t \)
in the generalized CAPM are not assumed to be independent of each other.

Following the same procedures done in section III. A., we can have
equations (12), (13), and (14) with \( N(I) \geq k \) instead of \( N(I) \geq k+1 \).
Assuming that the covariance between returns on assets and returns on
factors are stationary, the test of the \( k \)-factor APT is equivalent to
the test of the hypothesis described in section III. A. with \( N(I) \geq k \)
instead of \( N(I) \geq k+1 \).

The not rejecting of the \( k \)-factor APT implies that any security
(or portfolio) return \( j \in J \) is a linear combination of any other \( k+1 \)
or more portfolio returns plus an error term without an intercept term.

Comparing our approach with Jobson's, it can be seen that Jobson's
approach has two major weaknesses in doing empirical test: (i) the zero-
beta portfolio return \( \tilde{\gamma}_z \) is difficult to estimate, so is the return
premia, if not impossible; (ii) empirically, the number of independent
portfolios, \( K \), is not easy to determine. But, in our case there exist
no problems in determining the number of independent variables and the null hypothesis is very clear.

C. **Multi-Index Model**

The equilibrium expected returns of a k-index model can be given by

\[ E = \alpha + B \bar{\mathbf{I}} \]  \hspace{1cm} (18)

\( B \), a \( N \times k \) matrix of multi-beta coefficients, are the sensitivity of returns on assets to the fluctuations on indexes. \( \alpha \) is a \( N \times 1 \) vector of intercept terms. \( \bar{\mathbf{I}} \) is a \( k \times 1 \) vector of expected returns on indexes.

The \( k \)-index return generating process can be written as

\[ \bar{\gamma}_t = \alpha + B \bar{\mathbf{I}}_t + \bar{\varepsilon}_t \]  \hspace{1cm} (19)

or

\[ \bar{\gamma}_t = E + B \bar{\delta}_t + \bar{\varepsilon}_t \]  \hspace{1cm} (19)'

where

\[ \bar{\delta}_t = (\bar{\mathbf{I}}_1 - \bar{\mathbf{I}}_1, \bar{\mathbf{I}}_2 - \bar{\mathbf{I}}_2, \ldots, \bar{\mathbf{I}}_k - \bar{\mathbf{I}}_k)' \]

\( \bar{\delta}_t \) have mean zero and are assumed to be independent of \( \bar{\varepsilon}_t \). \( \bar{\varepsilon}_t \) is a \( N \times 1 \) vector of random terms with \( E(\bar{\varepsilon}_t | \bar{\delta}_t) = 0 \) and are assumed to be mutually independent.

Following the same procedure done in section III. A with \( N(I) \geq k \) instead of \( N(I) > k+1 \), we arrive at

\[ \bar{\gamma}_{jt} = (a_j - B_J (B_I B_I^{-1} B_I a_I)) + B_J (B_I B_I^{-1} B_I \bar{\gamma}_I t) \]

\[ + (\bar{\gamma}_J - B_J (B_I B_I^{-1} B_I \bar{\gamma}_I t) \gamma_{I t} - B_J (B_I B_I^{-1} B_I \bar{\varepsilon}_I t) \]

\[ - (\bar{\gamma}_J - B_J (B_I B_I^{-1} B_I \bar{\varepsilon}_I t) \varepsilon_{I t} + \bar{\varepsilon}_{J t}, \text{ for } N(I) \geq k \]  \hspace{1cm} (20)
It can be seen that equation (20) is the same as equation (12) except that the intercept terms in (20) may not be zero. Assuming that the covariance between returns on assets and returns on indexes are stationarv, the test of a k-index model is equivalent to the test of the following hypothesis from the OLS results in (14):

\[
\begin{align*}
\text{Strong-form} & \quad H_0: \alpha_j + \sum_{i=1}^{k} \beta_i j = 1 & j \in J \text{ and } N(I) \geq k \\
\text{Weak-form} & \quad H_0: \alpha_j + \sum_{i=1}^{k} \beta_i j = C_j & j \in J \text{ and } N(I) \geq k+1
\end{align*}
\]

Therefore, the k-index model does not require zero intercept terms in the multiple regression while the APT and the CAPM do. Using the same argument made in IV. A, the test of \( \alpha_j + \sum_{i=1}^{k-1} \beta_i j = 1 \) (or \( C_j \)) is equivalent to the test of \( \bar{R}_j^2(k) = \bar{R}_j^2(k=1) = \ldots \).

IV. Theoretical Relationships among the CAPM, the APT and the Multi-Index Model

In view of our preceding discussion, (14) can be used to test for the CAPM, the APT, or the multi-index model simultaneously. Let us repeat (14) as follows:

\[
\tilde{\gamma}_{jt} = \alpha_{j0} + \alpha_{jl} \tilde{\gamma}_{lt} + \alpha_{JI} \tilde{\gamma}_{It} + \tilde{\varepsilon}_{jt} \quad j \in J \quad j \in J \quad \text{N(I) = 1, 2, ...}
\]

\[
t = 1, \ldots, T
\]

Note that portfolios 1 and 0 need to be chosen so as to have small error terms. Denote \( K = N(I) + 1 \) be the number of explanatory portfolios and \( S_j(K) \) be the sum of slope coefficients for \( j \in J \) with the number of explanatory portfolios = \( K \). In terms of the regression equation (14) with \( K \geq 2 \), the following hypotheses can be formulated.
HYPOTHESIS 1: The intercepts equal zero: $\alpha_{j0} = 0_j$

STRONG-FORM HYPOTHESIS 2: The sums of slope coefficients equal unities: $\alpha_{j1} + \alpha_{j2} = \ell_j \quad K = 2, 3, ...$

WEAK-FORM HYPOTHESIS 2: The sums of slope coefficients are constant for $K \geq 2$: $S(K) = S(K+1) = ... \quad K = 2, 3, ...$

HYPOTHESIS 3: The adjusted coefficients of determination are constant for $K \geq 2$: $R^2(K) = R^2(K+1) = ... \quad K = 2, 3, ...$

Denote $K^*$ be minimum number to accept HYPOTHESES 2 and 3. Now, we have the following situations:

1. **If HYPOTHESIS 1, STRONG-FORM HYPOTHESIS 2 and HYPOTHESIS 3 with $K^* = 2$ are accepted then one of the following model is valid in a strong-form sense.** However, if HYPOTHESIS 1, WEAK-FORM HYPOTHESIS 2 and HYPOTHESIS 3 with $K^* = 2$ are all accepted, then any one of the following models is accepted in a weak-form sense.
   a. the Sharpe-Lintner-Mossin CAPM,
   b. the Black CAPM,
   c. the single factor APT.

2. **Everything is the same as 1 except $K^* > 2$.** Then, anyone of the following models is correct.
   a. the $K^*-1$ factor APT,
   b. Merton's $K^*-2$ state variable CAPM.

3. **Everything is the same as 1 except that Hypothesis 1 is rejected and $K^* \geq 2$.** Then only $(K^*-1)$ Index Model is acceptable.
4. If WEAK-FORM HYPOTHESIS 2 and HYPOTHESIS 3 cannot be accepted with any value of \( K^* \), then either none of the linear asset pricing models could explain historical data very well, or the stationary assumptions are violated.

Even though this linear combination approach can be used to test the linear asset pricing models without measurement-error associated with market portfolio, factors, or indexes the conclusion we can make is not unambiguous. For instance, the linear combination approach cannot be distinguished from Black's CAPM, or S-L-M's CAPM, or the single factor APT. However, this approach is able to investigate the linear relationship between returns and risks. Furthermore, this approach is able to test the specific equilibrium models (such as the CAPM and the APT) against the non-specific linear model (Index Model) as done by Gibbons (1982). In this case, the null hypothesis is the generalized CAPM or the APT, while the alternative hypothesis is the Index Model, and only HYPOTHESIS 1 is needed. That is, if HYPOTHESIS 1 is not rejected with \( K^* \), we can say that the \( K^*-1 \) factor APT or the \( K^*-2 \) state variable CAPM is insignificantly different from the \( K^*-1 \) Index Model.

V. Likelihood Ratio Tests and T Tests for the Linear Asset Pricing Models

The return vector \( \tilde{\gamma}_t \), \( t = 1, 2, \ldots, T \) is assumed to be multivariate normal with mean \( \tilde{E} \) and variance-covariance matrix \( \tilde{\Sigma} \). \( \tilde{\gamma}_t \) is partitioned \( \tilde{\gamma}_{1t}, \tilde{\gamma}_{2t}, \text{ and } \tilde{\gamma}_{3t} \). Now, in terms of testing the three HYPOTHESES (HYPOTHESIS 2 is the strong-form one) done in Section IV, the multivariate linear models required are given by
\[ \tilde{\gamma}_{Jt} = \alpha_{J0} + \alpha_{J1} \tilde{\gamma}_{lt} + \alpha_{JI} \tilde{\gamma}_{lt} + \tilde{\varepsilon}_{Jt} \]  
(U)

\[ \tilde{\gamma}_{Jt} - \tilde{\gamma}_{lt} \tilde{\varepsilon}_{J} = \alpha_{J0}^{*} + \alpha_{JI}^{*} (\tilde{\gamma}_{lt} - \tilde{\gamma}_{lt}^{L}) + \tilde{\varepsilon}_{Jt} \]  
(R1)

\[ \tilde{\gamma}_{Jt} - \tilde{\gamma}_{lt} \tilde{\varepsilon}_{J}^{*} = \alpha_{J1}^{*} (\tilde{\gamma}_{lt} - \tilde{\gamma}_{lt}^{L}) + \tilde{\varepsilon}_{Jt}^{*} \]  
(R2)

Assume that

\[ E(\varepsilon_{J} \varepsilon_{k}) = \sigma_{jk} I_{T} \]  
\[ j \neq k \]

\[ = \sigma_{j}^{*} I_{T} \]  
\[ j = k \]

\[ E(\varepsilon_{J}^{*} \varepsilon_{k}^{*}) = \sigma_{jk}^{*} I_{T} \]  
\[ j \neq k \]

\[ = (\sigma_{j}^{*})^{2} I_{T} \]  
\[ j = k \]

\[ E(\varepsilon_{J} \varepsilon_{k}^{**}) = \sigma_{jk}^{**} I_{T} \]  
\[ j \neq k \]

\[ = (\sigma_{j}^{**})^{2} I_{T} \]  
\[ j = k \]

\[ E(\varepsilon_{J}^{*} \varepsilon_{J}^{*}) = \Sigma_{u} \otimes I_{T} \]

\[ E(\varepsilon_{J}^{*} \varepsilon_{J}^{*}) = \Sigma_{t1} \otimes I_{T} \]

\[ E(\varepsilon_{J} \varepsilon_{J}^{**}) = \Sigma_{t2} \otimes I_{T} \]

where \( \otimes \) indicates a kronecker or direct product operator.

\[ \Sigma = J \times J \text{ contemporaneous variance-covariance matrix with} \]

\[ \text{typical element equal } \sigma_{jk}, \sigma_{jk}^{*} \text{ or } \sigma_{jk}^{**} \]

\[ \varepsilon_{J} \sim N(0, \Sigma_{u} \otimes I_{T}) \]

\[ \varepsilon_{J}^{*} \sim N(0, \Sigma_{t1} \otimes I_{T}) \]

\[ \varepsilon_{J}^{**} \sim N(0, \Sigma_{t2} \otimes I_{T}) \]
With identical regressors across equations in equation systems (U), (R1), and (R2), the Seemingly Unrelated Regression (SUR) model cannot get any gain over the OLS model. Through this paper, the OLS model is used. Even though there are several multivariate test statistics available, the statistic used here is a LRT which compares the statistical fit of the restricted model with that of the unrestricted model. Let \( \hat{\Sigma}_{r(k)} \) be the determinant of the contemporaneous variance-covariance matrix estimated from the residuals of the restricted (unrestricted) model with \( k \) explanatory variables. Then, the appropriate LRT statistic test for the test of HYPOTHESIS 1 is given by

\[
-2 \ln \lambda = T[1 \ln \lvert \hat{\Sigma}_{r2(k)} \rvert - 1 \ln \lvert \hat{\Sigma}_{r1(k)} \rvert] \sim \chi^2_j \tag{21}
\]

For the test of STRONG-FORM HYPOTHESIS 2,

\[
-2 \ln \lambda = T[1 \ln \lvert \hat{\Sigma}_{r1(k)} \rvert - 1 \ln \lvert \hat{\Sigma}_{u(k)} \rvert] \sim \chi^2_j \tag{22}
\]

For the joint tests of HYPOTHESIS 1 and STRONG-FORM HYPOTHESIS 2,

\[
-2 \ln \lambda = T[1 \ln \lvert \hat{\Sigma}_{r2(k)} \rvert - 1 \ln \lvert \hat{\Sigma}_{u(k)} \rvert] \sim \chi^2_{2J} \tag{23}
\]

For the test of HYPOTHESIS 3,

\[
-2 \ln \lambda = T[1 \ln \lvert \hat{\Sigma}_{u(k)} \rvert - 1 \ln \lvert \hat{\Sigma}_{u(k+1)} \rvert] \sim \chi^2_j \tag{24}
\]

The WEAK-FORM HYPOTHESIS 2 can be done by t test. Denote

\[ d_j(k_1,k_2) = S_j(k_2) - S_j(k_1), j \in J. \]

The t test is
I \frac{d_j(k_1,k_2)/J}{d(k_1,k_2)^3}\]

where \(d(k_1,k_2)\) is the standard deviation of the mean, \(d_j\).

The alternative to test HYPOTHESIS 3 can be done by \(t\) test. Denote

\[D_j(k_1,k_2) = R_j^2(k_2) - R_j^2(k_1), j \in J.\]

The \(t\) test for HYPOTHESIS 3 is

\[t_{D}(k_1,k_2) = \frac{\Sigma D_j(k_1,k_2)/J}{d(k_1,k_2)}\]

(26)

VI. Some Empirical Results

A. Data

Based upon our preceding arguments, the three multiple regression equations (U), (R1), and (R2), the four LRT statistics in (21)-(24), and the 2 \(t\)-tests in (25)-(26) are used to test our three hypotheses discussed in section IV. In our model, the explanatory portfolios (securities) are better to have small error terms. One way to reduce the error terms is forming a well-diversified portfolios. Another method is to choose widely-held securities. The later approach is due to the argument made by Levy (1978) as follows:

For securities which are widely held we expect that Beta will provide a better explanation for pricing behavior, while for most securities, which are not held by many investors we would expect that the variance \(\sigma_1^2\) would provide a better explanation for price behavior (p. 657).

This statement implies that a widely-held security is expected to have a very small error term. As a result, Dow Jones thirty companies are
chosen as the sample to test our three hypotheses. Eight hundred observations of daily prices from July 1, 1977 to August 29, 1980 are taken from the Media General Tape.

B. Results

To reduce the multicollinearity problems across the explanatory securities, the ideas proposed by Lloyd and Lee (1976, 78) are employed. First of all, the variance-covariance matrix of the returns is estimated, then factor analysis and rotation are used to obtain eight clusters. The number of the cluster is the same as that of Lloyd and Lee. Finally, the company with the highest factor loading of the first cluster is chosen to be the first explanatory security. The second explanatory security is chosen from the highest factor loading of the second cluster, and so on. Because none of the previous studies done in testing the APT found that the number of factors is over five, it is sufficient that the explanatory securities run from 2 to 8. For convenience, twenty of the twenty-two securities are randomly selected to be the dependent variables. After running the multiple regressions on (U), (R1), and (R2), the LRT are calculated for K from 2 to 8. The LRT results is shown in Table 1.

(Table 1 about here)

From Table 1, it is easily seen that only HYPOTHESIS 1, \(\alpha_{10} = 0\), with K from 2 to 8, is not rejected. This means that the intercept terms from the multiple regressions are insignificantly different from zero. And this implies that the market equilibrium models of the APT or the generalized CAPM are insignificantly different from
the non-specific linear model, Index Model, from a single index to seven indices. The $\chi^2$ for cases 2-4 are significant at less than 1% level. This means that the sums of the slope coefficients are significantly different from one with K from 2 to 8 and $\bar{R}^2$ increases as K increases. The acceptance of null hypothesis in case 1 and the rejection of the null hypothesis in case 4 imply that the more factors or state variables, the more the description of the historical data by the APT or the generalized CAPM. Even though the APT or the generalized CAPM seems to be able to explain the historical data, the factors are greater than seven or the state variables are greater than six in a strong-form sense.

Under the alternative hypothesis of Index Model, the $\chi^2$ values in cases 2 and 3, show a sharp reduction from K = 5 to K = 6. This means that the sums of slope coefficients for K = 6, 7, and 8 are closer to one than those for K = 1, ..., 5. In a weak sense, a five factor APT or a four state variable CAPM seems the best model up against the Index Model. As a result, if there exists a linear asset pricing model, a five factor APT or a four state variable CAPM is an appropriate model.

To better highlight the above arguments, the sums of the slope coefficients and the adjusted $\bar{R}^2$ for each company with K from 1 to 29 are shown in Tables 2 and 3, respectively. It can be seen that the

(Tables 2 and 3 about here)

sum of the slope coefficients and the $\bar{R}^2$ are an increasing function of explanatory securities K. As a consequence, HYPOTHESES 2 and 3 are
rejected with $K \leq 29$. From a strong sense, either none of the linear pricing models with $K \leq 29$ can explain the historical data, or stationarity assumptions are violated. The t-values for the intercept terms show that the intercept terms are insignificantly different from zero for 29 out of 30 companies with $K$ from 1 to 29 (for savings of space, we did not show it here). This evidence confirms that if there exists a linear asset pricing model, the market equilibrium model of the APT or the generalized CAPM would be insignificantly different from the Index Model.

The t-tests of the WEAK-FORM HYPOTHESIS 2 and HYPOTHESIS 3 are represented in Table 4. All of the t-value in Table 4 are positively significant at the 1% level except one negatively significant at the 1%

(Table 4 about here)

level. These confirm the argument drawn from Tables 2 and 3. That is, in a strong sense, none of the linear pricing models with $K \leq 29$ can explain the historical data very well. However, the $t_R$-value with $k_1 \geq 2$ are much smaller than those for $k_1 < 2$. This implies that the first three explanatory securities explain the most part of the pricing behavior. From a very weak sense, a two factor APT or a one state variable CAPM can explain a lot part of the pricing behavior.

To show that it is more reasonable by using returns instead of price levels to run the regressions, Alcoa is selected to illustrate. The others are not represented due to savings of space. The t-values for the intercept terms and the adjusted $R^2$ in terms of returns, price levels, and price changes for Alcoa Company are shown in Table 5.

(Table 5 about here)
From Table 5, it can be seen that the $t$-values for the intercept terms, adjusted $R^2$ and DW statistics for both the return and price change cases are almost the same. The intercept terms are insignificantly different from zero and DW is around 2.00 in both cases. However, most of the intercept terms are significantly different from zero in the price level case. Even though the $R^2$ is very high, the DW remains quite low. This implies that the high $R^2$ is due to autocorrelation and is spurious as mentioned by Granger and Newbold (1975). Therefore, using price levels to run regression is inappropriate.

VII. Conclusion Remarks

To test the generalized CAPM, the APT, and the Index Model, a new testing model is derived in this paper by using a linear combination approach. Under this new approach, three hypotheses are created. To test the models empirically, the daily returns and prices of Dow Jones' thirty companies are selected. The empirical evidence shows that market equilibrium models, such as the APT and the generalized CAPM, are always insignificantly different from the Index Model. In the weak sense, this means, under Gibbons' framework, that S-L-M's and Black's CAPM or single factor APT is not rejected under the alternative hypothesis of the Index Model. In addition, if the deviation of the sum of slope coefficients different from one is used to be the criteria, then a five factor APT or a four state variable CAPM seems to best describe the data from the weak sense. The evidence also shows that the first three explanatory securities explain most part of the pricing behavior. This implies that a two factor APT or a
single state variable CAPM explain most part of the pricing behavior. However, in a strong sense, even though linear market equilibrium models may best describe the historical data, either the factors or state variables are very large (over 25), or the stationarity assumptions are violated.

In sum, we have derived a new testing model to test alternative linear asset pricing models simultaneously. However, the conclusion is not unambiguous. It depends upon what the alternative hypothesis is. Implications of this paper to Shanken's (1982) most recent findings on the testability of APT will be explored in the future research.
Footnotes

1 In their footnote 13, Cheng and Graner (1982) remark that since the components of $\tilde{\Sigma}_{lt}$ and $\tilde{\epsilon}_{lt}$ in equation (12) involve variables with mixed signs, the problem of heteroskedasticity appears minor.

2 If the base security and the securities in I are not assumed to have negligible error terms, then the model of equation (14) must be redefined as follows:

$$\gamma_{jt} = \alpha_j + \sum_{i=1}^{K+1} b_{ji} \gamma_{it} - \sum_{i=1}^{K+1} b_{ji} \epsilon_{it} + \tilde{\epsilon}_{jt}$$

$$= \alpha_j + \sum_{i=1}^{K+1} b_{ji} \gamma_{it} + \epsilon_{jt}$$

The variance of $\tilde{\epsilon}_{jt}^*$ in (F-2) is as follows:

$$\sigma_{\epsilon_j^*}^2 = \sum_{i=1}^{K+1} b_{ji}^2 \sigma_i^2 + \sigma_j^2$$

where we assume that the $\tilde{\epsilon}_j$ and $\tilde{\epsilon}_i$ are independent of each other. Therefore, we can use the following procedures to estimate $b_{ij}$ in (F.1) (see Theil p. 614).

First of all, we select one security from set J, and K+1 securities from set I. Then, we use this K+2 securities to run the regression of equation (F.2). Each time, one of the K+2 securities as the dependent variable, and the remaining as the independent variables, the OLS can be used to estimate $b_{ij}$ and $\sigma_{\epsilon_j^*}^2$. Next, we can use K+2 simultaneous equations system of equation (F.3) to estimate $\sigma_{\epsilon_i^2}$, $i \in I$. 
Secondary, we can use the following equation to estimate $b_{ij}$ unbiased.

$$b_j = (y'_I - T\hat{\Sigma})^{-1} y'_I y_j$$

where $\hat{\Sigma}$ is a diagonal matrix with the $i$th entry as $\hat{\sigma}^2_{\epsilon_i}$ estimated from (F.3), $T$ is the time period.
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Table 1

Likelihood Ratios Test Results

$$\gamma_{jt} = a_{j0} + a_{j1} y_{it} + a_{j2} y_{it} + e_{jt}$$

\(j = 1, 2, \ldots, 20 \in J\)
\(K = 2, \ldots, 8\)
\(t = 1, 2, \ldots, 799\)

Case 1: \(H_0: a_{j0} = 0\)
Case 2: \(H_0: a_{j1} + a_{j2} = 0\)
Case 3: \(H_0: a_{j0} = 0\) and \(a_{j1} + a_{j2} = 0\)
Case 4: \(R^2(K) = R^2(K+1)\)

| \(K\) | \(T[1|E]\) | \(1|E|\) | \(\chi^2_{DF}\) |
|------|----------|----------|--------|
| Case 1 | Case 2 | Case 3 | Case 4 |
| 2 | 0.004 | 483.32* | 483.33* | 105.30* |
| 3 | 0.004 | 471.26* | 471.27* | 207.39* |
| 4 | 0.006 | 412.05* | 412.06* | 314.70* |
| 5 | 0.009 | 427.05* | 427.06* | 51.69* |
| 6 | 0.010 | 344.63* | 344.64* | 121.83* |
| 7 | 0.024 | 341.85* | 341.86* | 133.36* |
| 8 | 0.028 | 352.39* | 352.40* | --- |
| DF | 20 | 20 | 40 | 20 |

*Significant at 1% level

$$\chi^2(40, 0.01) = 63.69; \chi^2(20, 0.01) = 37.57$$
Table 2

The Sum of the Slope Coefficients with Regressors = K

<table>
<thead>
<tr>
<th>K</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.384</td>
<td>0.318</td>
<td>0.158</td>
<td>0.112</td>
<td>0.104</td>
<td>0.395</td>
<td>0.320</td>
<td>0.327</td>
<td>0.281</td>
<td>0.241</td>
</tr>
<tr>
<td>2</td>
<td>0.523</td>
<td>0.526</td>
<td>0.242</td>
<td>0.202</td>
<td>0.198</td>
<td>0.630</td>
<td>0.541</td>
<td>0.508</td>
<td>0.414</td>
<td>0.412</td>
</tr>
<tr>
<td>3</td>
<td>0.716</td>
<td>0.696</td>
<td>0.328</td>
<td>0.289</td>
<td>0.275</td>
<td>0.861</td>
<td>0.726</td>
<td>0.646</td>
<td>0.496</td>
<td>0.569</td>
</tr>
<tr>
<td>4</td>
<td>0.829</td>
<td>0.926</td>
<td>0.430</td>
<td>0.316</td>
<td>0.294</td>
<td>0.989</td>
<td>0.802</td>
<td>0.717</td>
<td>0.558</td>
<td>0.679</td>
</tr>
<tr>
<td>5</td>
<td>0.803</td>
<td>0.900</td>
<td>0.427</td>
<td>0.311</td>
<td>0.294</td>
<td>1.184</td>
<td>0.962</td>
<td>0.892</td>
<td>0.663</td>
<td>0.807</td>
</tr>
<tr>
<td>6</td>
<td>0.820</td>
<td>0.922</td>
<td>0.443</td>
<td>0.318</td>
<td>0.312</td>
<td>1.192</td>
<td>0.940</td>
<td>0.866</td>
<td>0.651</td>
<td>0.784</td>
</tr>
<tr>
<td>7</td>
<td>0.834</td>
<td>0.927</td>
<td>0.444</td>
<td>0.320</td>
<td>0.320</td>
<td>1.203</td>
<td>0.988</td>
<td>0.896</td>
<td>0.660</td>
<td>0.793</td>
</tr>
<tr>
<td>8</td>
<td>0.931</td>
<td>0.974</td>
<td>0.455</td>
<td>0.333</td>
<td>0.346</td>
<td>1.236</td>
<td>1.027</td>
<td>0.948</td>
<td>0.670</td>
<td>0.810</td>
</tr>
<tr>
<td>9</td>
<td>0.944</td>
<td>1.007</td>
<td>0.482</td>
<td>0.365</td>
<td>0.363</td>
<td>1.278</td>
<td>1.042</td>
<td>1.004</td>
<td>0.670</td>
<td>0.845</td>
</tr>
<tr>
<td>10</td>
<td>0.956</td>
<td>1.045</td>
<td>0.516</td>
<td>0.388</td>
<td>0.388</td>
<td>1.296</td>
<td>1.059</td>
<td>1.002</td>
<td>0.711</td>
<td>0.871</td>
</tr>
<tr>
<td>15</td>
<td>1.046</td>
<td>1.100</td>
<td>0.537</td>
<td>0.396</td>
<td>0.421</td>
<td>1.414</td>
<td>1.154</td>
<td>1.158</td>
<td>0.777</td>
<td>0.898</td>
</tr>
<tr>
<td>20</td>
<td>1.036</td>
<td>1.090</td>
<td>0.526</td>
<td>0.414</td>
<td>0.428</td>
<td>1.417</td>
<td>1.152</td>
<td>1.160</td>
<td>0.782</td>
<td>0.913</td>
</tr>
<tr>
<td>25</td>
<td>1.094</td>
<td>1.161</td>
<td>0.576</td>
<td>0.525</td>
<td>0.449</td>
<td>1.431</td>
<td>1.163</td>
<td>1.133</td>
<td>0.835</td>
<td>0.916</td>
</tr>
<tr>
<td>29</td>
<td>1.036</td>
<td>1.144</td>
<td>0.570</td>
<td>0.501</td>
<td>0.460</td>
<td>1.358</td>
<td>1.146</td>
<td>1.130</td>
<td>0.828</td>
<td>0.903</td>
</tr>
</tbody>
</table>

The column title, such as 1st, 2nd, ..., represents the company. It is an alphabetic sequence. The first company is Allied Chemical Company.
Table 2 (cont.)

The sum of the Slope Coefficients with Regressors = K

<table>
<thead>
<tr>
<th>K</th>
<th>11th</th>
<th>12th</th>
<th>13th</th>
<th>14th</th>
<th>15th</th>
<th>16th</th>
<th>17th</th>
<th>18th</th>
<th>19th</th>
<th>20th</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.163</td>
<td>0.221</td>
<td>0.198</td>
<td>0.267</td>
<td>0.274</td>
<td>0.343</td>
<td>0.340</td>
<td>0.202</td>
<td>0.283</td>
<td>0.242</td>
</tr>
<tr>
<td>2</td>
<td>0.310</td>
<td>0.402</td>
<td>0.300</td>
<td>0.416</td>
<td>0.470</td>
<td>0.607</td>
<td>0.578</td>
<td>0.350</td>
<td>0.461</td>
<td>0.406</td>
</tr>
<tr>
<td>3</td>
<td>0.464</td>
<td>0.462</td>
<td>0.374</td>
<td>0.523</td>
<td>0.665</td>
<td>0.644</td>
<td>0.703</td>
<td>0.506</td>
<td>0.604</td>
<td>0.551</td>
</tr>
<tr>
<td>4</td>
<td>0.549</td>
<td>0.507</td>
<td>0.439</td>
<td>0.547</td>
<td>0.749</td>
<td>0.758</td>
<td>0.797</td>
<td>0.645</td>
<td>0.695</td>
<td>0.620</td>
</tr>
<tr>
<td>5</td>
<td>0.675</td>
<td>0.748</td>
<td>0.494</td>
<td>0.658</td>
<td>0.876</td>
<td>0.883</td>
<td>0.948</td>
<td>0.712</td>
<td>0.927</td>
<td>0.764</td>
</tr>
<tr>
<td>6</td>
<td>0.664</td>
<td>0.730</td>
<td>0.474</td>
<td>0.636</td>
<td>0.860</td>
<td>0.878</td>
<td>0.931</td>
<td>0.699</td>
<td>0.908</td>
<td>0.745</td>
</tr>
<tr>
<td>7</td>
<td>0.669</td>
<td>0.741</td>
<td>0.477</td>
<td>0.656</td>
<td>0.862</td>
<td>0.889</td>
<td>0.942</td>
<td>0.705</td>
<td>0.920</td>
<td>0.757</td>
</tr>
<tr>
<td>8</td>
<td>0.671</td>
<td>0.751</td>
<td>0.479</td>
<td>0.688</td>
<td>0.877</td>
<td>0.895</td>
<td>0.951</td>
<td>0.710</td>
<td>0.940</td>
<td>0.778</td>
</tr>
<tr>
<td>9</td>
<td>0.689</td>
<td>0.773</td>
<td>0.492</td>
<td>0.725</td>
<td>0.913</td>
<td>0.956</td>
<td>1.013</td>
<td>0.757</td>
<td>0.957</td>
<td>0.800</td>
</tr>
<tr>
<td>10</td>
<td>0.711</td>
<td>0.799</td>
<td>0.500</td>
<td>0.726</td>
<td>0.927</td>
<td>0.985</td>
<td>1.038</td>
<td>0.776</td>
<td>0.987</td>
<td>0.834</td>
</tr>
<tr>
<td>15</td>
<td>0.751</td>
<td>0.904</td>
<td>0.531</td>
<td>0.740</td>
<td>0.916</td>
<td>1.002</td>
<td>1.150</td>
<td>0.827</td>
<td>1.052</td>
<td>0.910</td>
</tr>
<tr>
<td>20</td>
<td>0.750</td>
<td>0.916</td>
<td>0.531</td>
<td>0.756</td>
<td>0.936</td>
<td>1.002</td>
<td>1.241</td>
<td>0.838</td>
<td>1.055</td>
<td>0.906</td>
</tr>
<tr>
<td>25</td>
<td>0.786</td>
<td>0.903</td>
<td>0.582</td>
<td>0.762</td>
<td>0.962</td>
<td>0.982</td>
<td>1.155</td>
<td>0.816</td>
<td>1.123</td>
<td>0.992</td>
</tr>
<tr>
<td>29</td>
<td>0.785</td>
<td>0.896</td>
<td>0.584</td>
<td>0.797</td>
<td>0.963</td>
<td>0.964</td>
<td>1.148</td>
<td>0.797</td>
<td>1.103</td>
<td>0.990</td>
</tr>
</tbody>
</table>
Table 2 (cont.)

The Sum of the Slope Coefficients with Regressors = \( K \)

<table>
<thead>
<tr>
<th>K</th>
<th>21st</th>
<th>22nd</th>
<th>23rd</th>
<th>24th</th>
<th>25th</th>
<th>26th</th>
<th>27th</th>
<th>28th</th>
<th>29th</th>
<th>30th</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.254</td>
<td>0.155</td>
<td>0.267</td>
<td>0.325</td>
<td>0.320</td>
<td>0.285</td>
<td>0.306</td>
<td>0.279</td>
<td>0.357</td>
<td>0.299</td>
</tr>
<tr>
<td>2</td>
<td>0.475</td>
<td>0.299</td>
<td>0.451</td>
<td>0.507</td>
<td>0.448</td>
<td>0.484</td>
<td>0.511</td>
<td>0.482</td>
<td>0.624</td>
<td>0.470</td>
</tr>
<tr>
<td>3</td>
<td>0.602</td>
<td>0.406</td>
<td>0.624</td>
<td>0.580</td>
<td>0.537</td>
<td>0.595</td>
<td>0.690</td>
<td>0.590</td>
<td>0.820</td>
<td>0.623</td>
</tr>
<tr>
<td>4</td>
<td>0.690</td>
<td>0.507</td>
<td>0.699</td>
<td>0.657</td>
<td>0.645</td>
<td>0.736</td>
<td>0.810</td>
<td>0.697</td>
<td>0.869</td>
<td>0.696</td>
</tr>
<tr>
<td>5</td>
<td>0.788</td>
<td>0.602</td>
<td>0.836</td>
<td>0.746</td>
<td>0.753</td>
<td>0.831</td>
<td>0.793</td>
<td>0.876</td>
<td>1.069</td>
<td>0.827</td>
</tr>
<tr>
<td>6</td>
<td>0.781</td>
<td>0.593</td>
<td>0.813</td>
<td>0.736</td>
<td>0.744</td>
<td>0.814</td>
<td>0.783</td>
<td>0.788</td>
<td>1.038</td>
<td>0.802</td>
</tr>
<tr>
<td>7</td>
<td>0.788</td>
<td>0.597</td>
<td>0.825</td>
<td>0.746</td>
<td>0.753</td>
<td>0.828</td>
<td>0.796</td>
<td>0.797</td>
<td>1.054</td>
<td>0.810</td>
</tr>
<tr>
<td>8</td>
<td>0.787</td>
<td>0.601</td>
<td>0.844</td>
<td>0.754</td>
<td>0.763</td>
<td>0.832</td>
<td>0.813</td>
<td>0.804</td>
<td>1.066</td>
<td>0.810</td>
</tr>
<tr>
<td>9</td>
<td>0.842</td>
<td>0.610</td>
<td>0.874</td>
<td>0.936</td>
<td>0.940</td>
<td>0.873</td>
<td>0.872</td>
<td>0.824</td>
<td>1.125</td>
<td>0.842</td>
</tr>
<tr>
<td>10</td>
<td>0.860</td>
<td>0.622</td>
<td>0.898</td>
<td>0.941</td>
<td>0.948</td>
<td>0.892</td>
<td>0.919</td>
<td>0.857</td>
<td>1.166</td>
<td>0.873</td>
</tr>
<tr>
<td>15</td>
<td>0.920</td>
<td>0.683</td>
<td>0.975</td>
<td>0.983</td>
<td>1.007</td>
<td>0.965</td>
<td>1.030</td>
<td>0.916</td>
<td>1.237</td>
<td>0.912</td>
</tr>
<tr>
<td>20</td>
<td>0.919</td>
<td>0.689</td>
<td>0.993</td>
<td>0.986</td>
<td>1.036</td>
<td>0.972</td>
<td>1.049</td>
<td>0.921</td>
<td>1.247</td>
<td>0.907</td>
</tr>
<tr>
<td>25</td>
<td>1.018</td>
<td>0.695</td>
<td>1.042</td>
<td>0.952</td>
<td>1.038</td>
<td>0.998</td>
<td>1.065</td>
<td>0.972</td>
<td>1.292</td>
<td>0.930</td>
</tr>
<tr>
<td>29</td>
<td>1.001</td>
<td>0.691</td>
<td>1.026</td>
<td>0.981</td>
<td>1.029</td>
<td>0.988</td>
<td>1.055</td>
<td>0.947</td>
<td>1.295</td>
<td>0.932</td>
</tr>
</tbody>
</table>
Table 3

The Adjusted R-Square with Regressors = K

<table>
<thead>
<tr>
<th>K</th>
<th>1st</th>
<th>2nd</th>
<th>3rd</th>
<th>4th</th>
<th>5th</th>
<th>6th</th>
<th>7th</th>
<th>8th</th>
<th>9th</th>
<th>10th</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.122</td>
<td>0.122</td>
<td>0.064</td>
<td>0.030</td>
<td>0.037</td>
<td>0.120</td>
<td>0.133</td>
<td>0.111</td>
<td>0.147</td>
<td>0.127</td>
</tr>
<tr>
<td>2</td>
<td>0.151</td>
<td>0.148</td>
<td>0.091</td>
<td>0.061</td>
<td>0.083</td>
<td>0.185</td>
<td>0.240</td>
<td>0.164</td>
<td>0.197</td>
<td>0.226</td>
</tr>
<tr>
<td>3</td>
<td>0.156</td>
<td>0.169</td>
<td>0.102</td>
<td>0.072</td>
<td>0.095</td>
<td>0.209</td>
<td>0.263</td>
<td>0.175</td>
<td>0.204</td>
<td>0.258</td>
</tr>
<tr>
<td>4</td>
<td>0.161</td>
<td>0.199</td>
<td>0.112</td>
<td>0.072</td>
<td>0.095</td>
<td>0.217</td>
<td>0.268</td>
<td>0.178</td>
<td>0.207</td>
<td>0.271</td>
</tr>
<tr>
<td>5</td>
<td>0.195</td>
<td>0.230</td>
<td>0.131</td>
<td>0.080</td>
<td>0.111</td>
<td>0.231</td>
<td>0.284</td>
<td>0.193</td>
<td>0.218</td>
<td>0.295</td>
</tr>
<tr>
<td>6</td>
<td>0.218</td>
<td>0.279</td>
<td>0.144</td>
<td>0.083</td>
<td>0.126</td>
<td>0.250</td>
<td>0.302</td>
<td>0.212</td>
<td>0.226</td>
<td>0.329</td>
</tr>
<tr>
<td>7</td>
<td>0.227</td>
<td>0.279</td>
<td>0.144</td>
<td>0.083</td>
<td>0.129</td>
<td>0.257</td>
<td>0.424</td>
<td>0.351</td>
<td>0.250</td>
<td>0.356</td>
</tr>
<tr>
<td>8</td>
<td>0.257</td>
<td>0.288</td>
<td>0.144</td>
<td>0.083</td>
<td>0.134</td>
<td>0.259</td>
<td>0.431</td>
<td>0.360</td>
<td>0.261</td>
<td>0.394</td>
</tr>
<tr>
<td>9</td>
<td>0.259</td>
<td>0.301</td>
<td>0.154</td>
<td>0.096</td>
<td>0.138</td>
<td>0.279</td>
<td>0.433</td>
<td>0.393</td>
<td>0.271</td>
<td>0.403</td>
</tr>
<tr>
<td>10</td>
<td>0.258</td>
<td>0.310</td>
<td>0.163</td>
<td>0.099</td>
<td>0.144</td>
<td>0.279</td>
<td>0.434</td>
<td>0.392</td>
<td>0.272</td>
<td>0.409</td>
</tr>
<tr>
<td>15</td>
<td>0.276</td>
<td>0.344</td>
<td>0.174</td>
<td>0.102</td>
<td>0.166</td>
<td>0.298</td>
<td>0.476</td>
<td>0.504</td>
<td>0.292</td>
<td>0.420</td>
</tr>
<tr>
<td>20</td>
<td>0.282</td>
<td>0.362</td>
<td>0.176</td>
<td>0.109</td>
<td>0.178</td>
<td>0.296</td>
<td>0.483</td>
<td>0.527</td>
<td>0.303</td>
<td>0.447</td>
</tr>
<tr>
<td>25</td>
<td>0.293</td>
<td>0.380</td>
<td>0.176</td>
<td>0.132</td>
<td>0.177</td>
<td>0.297</td>
<td>0.506</td>
<td>0.535</td>
<td>0.457</td>
<td>0.448</td>
</tr>
<tr>
<td>29</td>
<td>0.293</td>
<td>0.380</td>
<td>0.180</td>
<td>0.132</td>
<td>0.189</td>
<td>0.430</td>
<td>0.511</td>
<td>0.533</td>
<td>0.456</td>
<td>0.470</td>
</tr>
</tbody>
</table>
Table 3 (cont.)

The Adjusted R-Square with Regressors = K

<table>
<thead>
<tr>
<th>K</th>
<th>11th</th>
<th>12th</th>
<th>13th</th>
<th>14th</th>
<th>15th</th>
<th>16th</th>
<th>17th</th>
<th>18th</th>
<th>19th</th>
<th>20th</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.050</td>
<td>0.074</td>
<td>0.063</td>
<td>0.123</td>
<td>0.093</td>
<td>0.082</td>
<td>0.136</td>
<td>0.054</td>
<td>0.119</td>
<td>0.112</td>
</tr>
<tr>
<td>2</td>
<td>0.112</td>
<td>0.150</td>
<td>0.088</td>
<td>0.180</td>
<td>0.164</td>
<td>0.156</td>
<td>0.237</td>
<td>0.098</td>
<td>0.191</td>
<td>0.191</td>
</tr>
<tr>
<td>3</td>
<td>0.139</td>
<td>0.152</td>
<td>0.092</td>
<td>0.191</td>
<td>0.192</td>
<td>0.156</td>
<td>0.247</td>
<td>0.116</td>
<td>0.208</td>
<td>0.214</td>
</tr>
<tr>
<td>4</td>
<td>0.147</td>
<td>0.154</td>
<td>0.095</td>
<td>0.191</td>
<td>0.197</td>
<td>0.161</td>
<td>0.254</td>
<td>0.133</td>
<td>0.216</td>
<td>0.220</td>
</tr>
<tr>
<td>5</td>
<td>0.162</td>
<td>0.198</td>
<td>0.097</td>
<td>0.201</td>
<td>0.207</td>
<td>0.166</td>
<td>0.266</td>
<td>0.135</td>
<td>0.256</td>
<td>0.239</td>
</tr>
<tr>
<td>6</td>
<td>0.168</td>
<td>0.214</td>
<td>0.119</td>
<td>0.228</td>
<td>0.217</td>
<td>0.165</td>
<td>0.276</td>
<td>0.141</td>
<td>0.274</td>
<td>0.262</td>
</tr>
<tr>
<td>7</td>
<td>0.174</td>
<td>0.249</td>
<td>0.121</td>
<td>0.368</td>
<td>0.218</td>
<td>0.181</td>
<td>0.297</td>
<td>0.147</td>
<td>0.322</td>
<td>0.316</td>
</tr>
<tr>
<td>8</td>
<td>0.174</td>
<td>0.260</td>
<td>0.121</td>
<td>0.490</td>
<td>0.236</td>
<td>0.182</td>
<td>0.303</td>
<td>0.149</td>
<td>0.362</td>
<td>0.378</td>
</tr>
<tr>
<td>9</td>
<td>0.175</td>
<td>0.262</td>
<td>0.121</td>
<td>0.498</td>
<td>0.241</td>
<td>0.190</td>
<td>0.318</td>
<td>0.159</td>
<td>0.362</td>
<td>0.381</td>
</tr>
<tr>
<td>10</td>
<td>0.184</td>
<td>0.273</td>
<td>0.120</td>
<td>0.497</td>
<td>0.243</td>
<td>0.196</td>
<td>0.326</td>
<td>0.163</td>
<td>0.377</td>
<td>0.406</td>
</tr>
<tr>
<td>15</td>
<td>0.191</td>
<td>0.293</td>
<td>0.124</td>
<td>0.506</td>
<td>0.242</td>
<td>0.197</td>
<td>0.340</td>
<td>0.164</td>
<td>0.382</td>
<td>0.421</td>
</tr>
<tr>
<td>20</td>
<td>0.200</td>
<td>0.294</td>
<td>0.130</td>
<td>0.511</td>
<td>0.255</td>
<td>0.202</td>
<td>0.357</td>
<td>0.165</td>
<td>0.401</td>
<td>0.443</td>
</tr>
<tr>
<td>25</td>
<td>0.205</td>
<td>0.294</td>
<td>0.151</td>
<td>0.516</td>
<td>0.263</td>
<td>0.202</td>
<td>0.358</td>
<td>0.164</td>
<td>0.412</td>
<td>0.479</td>
</tr>
<tr>
<td>29</td>
<td>0.204</td>
<td>0.294</td>
<td>0.151</td>
<td>0.523</td>
<td>0.272</td>
<td>0.204</td>
<td>0.363</td>
<td>0.173</td>
<td>0.414</td>
<td>0.479</td>
</tr>
</tbody>
</table>
Table 3 (cont.)

The Adjusted R-Square with Regressors = K

<table>
<thead>
<tr>
<th>K</th>
<th>21st</th>
<th>22nd</th>
<th>23rd</th>
<th>24th</th>
<th>25th</th>
<th>26th</th>
<th>27th</th>
<th>28th</th>
<th>29th</th>
<th>30th</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.056</td>
<td>0.085</td>
<td>0.097</td>
<td>0.128</td>
<td>0.123</td>
<td>0.139</td>
<td>0.114</td>
<td>0.065</td>
<td>0.114</td>
<td>0.080</td>
</tr>
<tr>
<td>2</td>
<td>0.121</td>
<td>0.196</td>
<td>0.167</td>
<td>0.189</td>
<td>0.152</td>
<td>0.242</td>
<td>0.192</td>
<td>0.116</td>
<td>0.210</td>
<td>0.120</td>
</tr>
<tr>
<td>3</td>
<td>0.128</td>
<td>0.220</td>
<td>0.191</td>
<td>0.192</td>
<td>0.157</td>
<td>0.254</td>
<td>0.214</td>
<td>0.121</td>
<td>0.230</td>
<td>0.131</td>
</tr>
<tr>
<td>4</td>
<td>0.132</td>
<td>0.245</td>
<td>0.196</td>
<td>0.196</td>
<td>0.166</td>
<td>0.277</td>
<td>0.226</td>
<td>0.127</td>
<td>0.231</td>
<td>0.134</td>
</tr>
<tr>
<td>5</td>
<td>0.135</td>
<td>0.250</td>
<td>0.208</td>
<td>0.199</td>
<td>0.172</td>
<td>0.284</td>
<td>0.225</td>
<td>0.140</td>
<td>0.248</td>
<td>0.140</td>
</tr>
<tr>
<td>6</td>
<td>0.125</td>
<td>0.270</td>
<td>0.233</td>
<td>0.203</td>
<td>0.174</td>
<td>0.299</td>
<td>0.252</td>
<td>0.361</td>
<td>0.277</td>
<td>0.158</td>
</tr>
<tr>
<td>7</td>
<td>0.142</td>
<td>0.283</td>
<td>0.270</td>
<td>0.230</td>
<td>0.190</td>
<td>0.364</td>
<td>0.289</td>
<td>0.373</td>
<td>0.320</td>
<td>0.169</td>
</tr>
<tr>
<td>8</td>
<td>0.141</td>
<td>0.286</td>
<td>0.305</td>
<td>0.234</td>
<td>0.199</td>
<td>0.366</td>
<td>0.314</td>
<td>0.375</td>
<td>0.329</td>
<td>0.168</td>
</tr>
<tr>
<td>9</td>
<td>0.150</td>
<td>0.286</td>
<td>0.309</td>
<td>0.380</td>
<td>0.336</td>
<td>0.375</td>
<td>0.329</td>
<td>0.376</td>
<td>0.339</td>
<td>0.170</td>
</tr>
<tr>
<td>10</td>
<td>0.152</td>
<td>0.292</td>
<td>0.318</td>
<td>0.380</td>
<td>0.336</td>
<td>0.382</td>
<td>0.358</td>
<td>0.386</td>
<td>0.356</td>
<td>0.179</td>
</tr>
<tr>
<td>15</td>
<td>0.167</td>
<td>0.304</td>
<td>0.327</td>
<td>0.387</td>
<td>0.352</td>
<td>0.394</td>
<td>0.379</td>
<td>0.388</td>
<td>0.360</td>
<td>0.188</td>
</tr>
<tr>
<td>20</td>
<td>0.190</td>
<td>0.360</td>
<td>0.340</td>
<td>0.385</td>
<td>0.353</td>
<td>0.402</td>
<td>0.387</td>
<td>0.394</td>
<td>0.368</td>
<td>0.198</td>
</tr>
<tr>
<td>25</td>
<td>0.204</td>
<td>0.379</td>
<td>0.347</td>
<td>0.434</td>
<td>0.406</td>
<td>0.407</td>
<td>0.386</td>
<td>0.399</td>
<td>0.380</td>
<td>0.195</td>
</tr>
<tr>
<td>29</td>
<td>0.205</td>
<td>0.381</td>
<td>0.353</td>
<td>0.432</td>
<td>0.408</td>
<td>0.409</td>
<td>0.385</td>
<td>0.401</td>
<td>0.385</td>
<td>0.197</td>
</tr>
</tbody>
</table>
Table 4

T-Test for the WEAK-FORM HYPOTHESIS 2 and HYPOTHESIS 3

Case 1: \( H_0: S(K) = S(K+1) = \ldots \)  \( K = 1, \ldots, 28 \)

Case 2: \( H_0: R^2(K) = R^2(K) = R^2(K+1) = \ldots \)  \( K = 1, \ldots, 28 \)

<table>
<thead>
<tr>
<th>( k_1 )</th>
<th>( k_2 )</th>
<th>Case 1: ( t_d ) - Value in (25)</th>
<th>Case 2: ( t_R ) - Value in (26)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>20.026*</td>
<td>13.499*</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>15.067*</td>
<td>89.872*</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>11.946*</td>
<td>5.752*</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>7.997*</td>
<td>7.185*</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>-3.545*</td>
<td>3.282*</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>6.800*</td>
<td>4.422*</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>5.058*</td>
<td>3.381*</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>5.751*</td>
<td>2.684*</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>10.359*</td>
<td>5.049*</td>
</tr>
<tr>
<td>10</td>
<td>15</td>
<td>9.096*</td>
<td>4.286*</td>
</tr>
<tr>
<td>15</td>
<td>20</td>
<td>2.589*</td>
<td>5.534*</td>
</tr>
<tr>
<td>20</td>
<td>25</td>
<td>3.427*</td>
<td>3.033*</td>
</tr>
<tr>
<td>25</td>
<td>29</td>
<td>2.742*</td>
<td>1.725*</td>
</tr>
</tbody>
</table>

* Significant at 1% level.
Table 5

The t-Value for Intercept and the $R^2$ in Terms of Return, Price Level, and Price Change: Alcoa

<table>
<thead>
<tr>
<th>Return</th>
<th>Price Level</th>
<th>Price Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>t for Intercept</td>
<td>$R^2$</td>
<td>t for Intercept</td>
</tr>
<tr>
<td>-0.4106</td>
<td>0.1219</td>
<td>22.4178</td>
</tr>
<tr>
<td>-0.1126</td>
<td>0.1475</td>
<td>17.9624</td>
</tr>
<tr>
<td>-0.3102</td>
<td>0.1688</td>
<td>10.8959</td>
</tr>
<tr>
<td>-0.5084</td>
<td>0.1991</td>
<td>5.0459</td>
</tr>
<tr>
<td>-0.6539</td>
<td>0.2303</td>
<td>9.112</td>
</tr>
<tr>
<td>-0.5980</td>
<td>0.2786</td>
<td>11.1663</td>
</tr>
<tr>
<td>-0.5991</td>
<td>0.2792</td>
<td>12.8000</td>
</tr>
<tr>
<td>-0.5082</td>
<td>0.2877</td>
<td>8.7753</td>
</tr>
<tr>
<td>-0.5527</td>
<td>0.3014</td>
<td>8.3879</td>
</tr>
<tr>
<td>-0.6009</td>
<td>0.3095</td>
<td>8.2821</td>
</tr>
<tr>
<td>-0.6679</td>
<td>0.3154</td>
<td>7.9884</td>
</tr>
<tr>
<td>-0.6977</td>
<td>0.3159</td>
<td>8.7942</td>
</tr>
<tr>
<td>-0.7026</td>
<td>0.3153</td>
<td>2.2567</td>
</tr>
<tr>
<td>-0.7706</td>
<td>0.3282</td>
<td>2.6876</td>
</tr>
<tr>
<td>-0.8182</td>
<td>0.3445</td>
<td>3.1484</td>
</tr>
<tr>
<td>-0.9101</td>
<td>0.3557</td>
<td>3.4564</td>
</tr>
<tr>
<td>-0.9829</td>
<td>0.3571</td>
<td>2.0595</td>
</tr>
<tr>
<td>-0.9339</td>
<td>0.3575</td>
<td>1.7857</td>
</tr>
<tr>
<td>-0.9167</td>
<td>0.3571</td>
<td>1.4818</td>
</tr>
<tr>
<td>-0.9573</td>
<td>0.3617</td>
<td>1.3621</td>
</tr>
<tr>
<td>-0.9897</td>
<td>0.3728</td>
<td>1.5186</td>
</tr>
<tr>
<td>-1.0440</td>
<td>0.3729</td>
<td>1.6218</td>
</tr>
<tr>
<td>-0.9443</td>
<td>0.3767</td>
<td>0.9007</td>
</tr>
<tr>
<td>-0.9442</td>
<td>0.3760</td>
<td>1.0072</td>
</tr>
<tr>
<td>-0.9511</td>
<td>0.3797</td>
<td>1.0330</td>
</tr>
<tr>
<td>-0.9300</td>
<td>0.3796</td>
<td>1.0630</td>
</tr>
<tr>
<td>-0.9094</td>
<td>0.3791</td>
<td>1.1625</td>
</tr>
<tr>
<td>-0.8764</td>
<td>0.3803</td>
<td>0.9005</td>
</tr>
<tr>
<td>-0.8737</td>
<td>0.3796</td>
<td>0.5303</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Return</th>
<th>Price Level</th>
<th>Price Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.90 - 2.03</td>
<td>0.01 - 0.32</td>
<td>1.89 - 2.03</td>
</tr>
</tbody>
</table>
Appendix A

I. The Traditional CAPM

The CAPM can be written by

\[ E_{jt} = \gamma_{ft} + \beta_j (E_{mt} - \gamma_{ft}) \]

and

\[ E_{kt} = \gamma_{ft} + \beta_k (E_{mt} - \gamma_{ft}) \]

Subtracting (A.2) from (A.1), we obtain

\[ E_{jt} - E_{kt} = (\beta_j - \beta_k) (E_{mt} - \gamma_{ft}) \]

where we assume \( \beta_j \neq \beta_k \). Solving \( E_{mt} - \gamma_{ft} \) from (3), we have

\[ E_{mt} - \gamma_{ft} = \left( \frac{1}{\beta_j - \beta_k} \right) (E_{jt} - E_{kt}) \]

For security i, we can get the equation similar to (A.3) as

\[ E_{jt} - E_{kt} = (\beta_i - \beta_k) (E_{mt} - \gamma_{ft}) \]

Substituting (A.4) into (A.5), we arrive at

\[ E_{jt} - E_{kt} = \frac{\beta_i - \beta_k}{\beta_j - \beta_k} (E_{jt} - E_{kt}) \]

or

\[ E_{it} = \frac{\beta_i - \beta_k}{\beta_j - \beta_k} E_{jt} + (1 - \frac{\beta_i - \beta_k}{\beta_j - \beta_k}) E_{kt} = a_{ijk} E_{jt} + b_{ijk} E_{kt} \]

For security j, we can obtain
\begin{align*}
\text{(A.7)} \quad E_{jt} &= \frac{\beta_j - \beta_q}{\beta_p - \beta_q} E_{pt} + (1 - \frac{\beta_j - \beta_q}{\beta_p - \beta_q}) E_{qt} \quad \beta_p \neq \beta_q
\end{align*}

Substituting (A.7) into (A.6), we get
\begin{align*}
\text{(A.8)} \quad E_{it} &= \left( \frac{\beta_i - \beta_k}{\beta_j - \beta_k} \right) \left( \frac{\beta_j - \beta_q}{\beta_p - \beta_q} \right) E_{pt} + \left( \frac{\beta_i - \beta_k}{\beta_j - \beta_k} \right) (1 - \frac{\beta_j - \beta_q}{\beta_p - \beta_q}) E_{qt} \\
&+ (1 - \frac{\beta_i - \beta_k}{\beta_j - \beta_k}) E_{kt} = a_{ijkpq} E_{pt} + b_{ijkpq} E_{qt} + c_{ijk} E_{kt}
\end{align*}

Summing up the coefficients of $E_{pt}$, $E_{qt}$, and $E_{kt}$, we arrive at
\begin{align*}
\text{(A.9)} \quad \sum \text{slope coefficients in (A.8)} &= 1
\end{align*}

Using chain-substitution, we can obtain
\begin{align*}
\text{(A.10)} \quad E_{it} &= \sum_{j=1}^{n} a_{ij}(\beta) E_{jt}, \quad n \geq 2
\end{align*}

where $\sum_{j=1}^{n} a_{ij}(\beta) = 1$

The return generating process can be expressed by
\begin{align*}
\text{(A.11)} \quad \gamma_{jt} &= E_j + \beta_j \delta_{mt} + \varepsilon_{jt} \quad E(\delta_m) = 0 \\
&\quad j = i, j, K, \ldots
\end{align*}

Substituting (A.11) into (A.10) we have
\begin{align*}
\gamma_{it} &= \beta_i \delta_{mt} + \varepsilon_{it} + \sum a_{ij}(B)(\gamma_{jt} - \varepsilon_{jt}) \\
&- \sum a_{ij}(B) \beta_j \delta_{mt} \\
&= \sum a_{ij}(B) \gamma_{jt} + \varepsilon_{it} - \sum_{j=1}^{n} a_{ij}(B) \varepsilon_{jt} \\
&- (\sum a_{ij}(B) \beta_j - \beta_i) \delta_{mt},
\end{align*}
where we can show that \( \sum_{j=1}^{n} a_{ij}(B) \beta_j - \beta_i = 0 \), and

\[
(A.12) \quad \gamma_{it} = \sum_{j=1}^{n} a_{ij}(B) \gamma_{jt} + \varepsilon_{it} \quad \beta_j \neq \beta_k, j \neq k, \quad \text{and } K \geq 2
\]

II. Multi-beta CAPM (two-beta case as illustration)

The two-beta CAPM can be written as equations (A.13), (A.14) and (A.15)

\[
(A.13) \quad E_{jt} = \gamma_{ft} + \beta_{jm}(E_{mt} - \gamma_{ft}) + \beta_{jn}(E_{nt} - \gamma_{ft})
\]

\[
(A.14) \quad E_{kt} = \gamma_{ft} + \beta_{km}(E_{mt} - \gamma_{ft}) + \beta_{kn}(E_{nt} - \gamma_{ft})
\]

\[
(A.15) \quad E_{lt} = \gamma_{ft} + \beta_{lm}(E_{mt} - \gamma_{ft}) + \beta_{ln}(E_{nt} - \gamma_{ft})
\]

Subtracting equation (A.15) from equations (A.13) and (A.14), we obtain

\[
(A.16) \quad E_{jt} - E_{lt} = (\beta_{jm} - \beta_{lm})(E_{mt} - \gamma_{ft}) + (\beta_{jn} - \beta_{ln})(E_{nt} - \gamma_{ft})
\]

\[
(A.17) \quad E_{kt} - E_{lt} = (\beta_{km} - \beta_{lm})(E_{mt} - \gamma_{ft}) + (\beta_{kn} - \beta_{ln})(E_{nt} - \gamma_{ft})
\]

Solving \( E_{mt} - \gamma_{ft} \), and \( E_{nt} - \gamma_{ft} \), we have

\[
(A.18) \quad \begin{bmatrix} E_{mt} - \gamma_{ft} \\ E_{nt} - \gamma_{ft} \end{bmatrix} = \begin{bmatrix} (\beta_{jm} - \beta_{lm}), (\beta_{jn} - \beta_{ln}) \end{bmatrix}^{-1} \begin{bmatrix} E_{jt} - E_{lt} \\ E_{kt} - E_{lt} \end{bmatrix}
\]
where

\[
\begin{vmatrix}
(\beta_{jm} - \beta_{lm}), (\beta_{jn} - \beta_{ln}) \\
(\beta_{km} - \beta_{lm}), (\beta_{km} - \beta_{ln})
\end{vmatrix} \neq 0
\]

Following equation (A.16) for security 1 and substituting the result in equation (A.18), we have

\[
(A.19) \quad (E_{it} - E_{lt}) = [(\beta_{im} - \beta_{lm}), (\beta_{in} - \beta_{ln})] \begin{bmatrix} E_{mt} - \gamma_{ft} \\ E_{nt} - \gamma_{ft} \end{bmatrix}
\]

\[
= [(\beta_{im} - \beta_{lm}), (\beta_{in} - \beta_{ln})] \begin{bmatrix} (\beta_{jm} - \beta_{lm}), (\beta_{jn} - \beta_{ln}) \\ (\beta_{km} - \beta_{lm}), (\beta_{km} - \beta_{ln}) \end{bmatrix}^{-1} \begin{bmatrix} E_{jt} - E_{lt} \\ E_{kt} - E_{lt} \end{bmatrix}
\]

Solving $E_{it}$, we have

\[
(A.20) \quad E_{it} = a_{ijkl} E_{jt} + b_{ijkl} E_{kt} + c_{ijkl} E_{lt},
\]

where we can show that $a_{ijkl} + b_{ijkl} + c_{ijkl} = 1$. Similarly,

\[
(A.21) \quad E_{jt} = a'_{jqpl} E_{pt} + b'_{jqpl} E_{qt} + c'_{jqpl} E_{lt}
\]

if

\[
\begin{vmatrix}
(\beta_{pm} - \beta_{lm}), (\beta_{pn} - \beta_{ln}) \\
(\beta_{qm} - \beta_{lm}), (\beta_{qn} - \beta_{ln})
\end{vmatrix} \neq 0
\]

Substituting (A.21) into (A.20), we have

\[
(A.22) \quad E_{lt} = a^*_{ip} E_{pt} + b^*_{iq} E_{qt} + c^*_{ik} E_{kt} + d^*_{il} E_{lt},
\]
where we can prove that \( a_{ip}^* + b_{iq}^* + c_{ik}^* + d_{il}^* = 1 \). In addition, by chain-substitution, we can obtain

\[
(A.23) \quad E_{it} = \sum_{j=1}^{K} a_{ij}(B)E_{jt}, \quad K \geq 3
\]

The return generating process can be described by

\[
(A.24) \quad \gamma_{jt} = E_j + \beta_{jm} \delta_{mt} + \beta_{jn} \epsilon_{nt} + \epsilon_{it}, \quad j=1, \ldots
\]

Substituting (A.24) into (A.23), we have

\[
(A.25) \quad \gamma_{it} = \sum_{j=1}^{K} a_{ij}(B)\gamma_{jt} + \epsilon_{it} - \sum_{j=1}^{K} a_{ij}(B)\epsilon_{jt}
\]

\[
- (\sum_{j=1}^{K} a_{ij}(B)\beta_{mj} - \beta_{mi}) \delta_{mt} - (\sum_{j=1}^{K} a_{ij}(B)\beta_{nj} - \beta_{ni}) \epsilon_{nt}
\]

\[
= \sum_{j=1}^{K} a_{ij}(B)\gamma_{jt} + \epsilon_{it}, \quad K \geq 3
\]

where, we can show that \( \sum_{j=1}^{K} a_{ij}(B)\beta_{mj} - \beta_{mi} = 0 \), and \( \sum_{j=1}^{K} a_{ij}(B)\beta_{nj} - \beta_{ni} = 0 \). Therefore, this result can be generalized to \( n \)-beta CAPM.

\[
(A.26) \quad \gamma_{it} = \sum_{j=1}^{K} a_{ij}(B)\gamma_{jt} + \epsilon_{it}, \quad K \geq n+1
\]

This is the equation (12) in the text.

We can use this approach to derive the testing models for the APT and the index model.