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Abstract

This dissertation concerns fundamental performance limitation in control of nonlinear systems. It consists of three coherent, closely related studies where the unifying theme is the use of information theoretic tools to investigate modeling and control issues in dynamical systems.

The first study focuses on entropy based fundamental limitation results for the nonlinear disturbance rejection problem. The starting point of our analysis is the so-called Kolmogorov-Bode formula for linear dynamics, which relates the fundamental limitation to certain entropy rates of the input/output signals. We propose a hidden Markov model (HMM) framework for the closed-loop system, under which the entropy rate calculations become straightforward. Explicit entropy bounds are thus obtained for both the classical Bode problem (with linear dynamics) as well as certain cases of nonlinear dynamics. An important implication of this study is that the limitations arise due to fundamental issues pertaining to estimation as opposed to the stabilization control problem.

The second study is concerned with information theoretic “pseudo-metrics” for comparing two dynamical systems. It can be regarded as extending the Kolmogorov-Bode formula for model comparison and robustness analysis. Central to the considerations here is the notion of uncertainty in the model: the comparisons are made in terms of additional uncertainty that results for the prediction problem with an incorrect choice of the model. A Kullback-Leibler (K-L) rate pseudo-metric is adopted to quantify this additional uncertainty. The utility of the K-L pseudo-metric to a range of model reduction and model selection problems are demonstrated by examples. It is shown that model reduction of nonlinear system using this pseudo-metric leads to the so-called optimal prediction model. For the particular case of linear systems, an algorithm is provided to obtain optimal prediction auto regressive (AR) models.

The third study concerns discrete time nonlinear systems, where the fundamental limitations are expressed in terms of the average cost of an infinite horizon optimal control problem. Unlike usual optimal control problem, the control cost here is defined by a certain K-L divergence metric. Under this cost structure, the limitations can be obtained via analysis of a linear eigenvalue problem defined only by the open loop dynamics. The fundamental limitations are
investigated for both linear time invariant (LTI) system and nonlinear systems. It is shown that for LTI systems the limitation depend upon the unstable eigenvalues, as in the classical Bode formula. For more general class of nonlinear systems the limitation arise only if the open-loop dynamics are non-ergodic.

Taken together, these studies represent some preliminary effort towards an information theoretical paradigm for studying control of dynamical systems. The essential interest is to understand the interaction between uncertainties and dynamics, and its implication in closed-loop control systems.

This thesis also contain my work on two relevant applications, one is about sensor placement design for distributed estimation and the other is about convergence analysis of a distributed optimization algorithm.
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Chapter 1

Introduction

1.1 Motivation and Objectives

Spurred by advances in communication networks, several recent studies have considered information theoretic aspects of feedback and networked control systems. As an example, the classical Bode and Kolomogorov formulae provide the first glimpse of connection between information theory and control theory. For a discrete-time linear time invariant (LTI) SISO feedback system, the Bode formula is given by the first equality below

\[ \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln |S(e^{i\omega})| d\omega = \sum_k \ln |p_k| = H(y) - H(d), \]  

(1.1)

where \( S(e^{i\omega}) \) is the sensitivity transfer function from the disturbance \( d \) to the output \( y \), and \( p_k \) are the unstable eigenvalues of the open-loop dynamics [1, 2].

The sum \( \sum_k \ln |p_k| \) reflects the performance penalty that arises due to unstable aspects of the dynamics. The information-theoretic extension hinges on the Kolmogorov formula, which is the second equality in (2.2), where \( H(y) \) and \( H(d) \) denote the entropy rate of the stochastic processes \( y \) and \( d \) respectively [3]. These extensions have been particularly relevant to control problems over networks and research at the interstices of communication with control [4, 5]. For example, the performance penalty term \( \sum_k \ln |p_k| \) also reflects the minimal data rate required to stabilize an unstable LTI system over a feedback channel [6, 7].

Bode formula suggests that information flow is central to the fundamental limitations analysis of dynamical systems. Although networks have provided a renewed impetus, information flow in nonlinear dynamical systems is an important topic of recent and historical interest. We mention a few examples:

1. Feedback loops are central to information processing by neural circuits in brain [8, 9]. The issue is that neurons “compute” by firing a train of action potentials – limit cycle oscillations that arise as a result of the equilibrium solution (resting potential) becoming unstable [10]. Whether there are some fundamental advantages of this to information flow remains a subject of intense speculation and debate [11, 12, 13].

2. A study of fundamental limitation is central to combustion and flow control [14]. In these settings, the nonlinear
dynamics and noise can interact in subtle and counter-intuitive ways to affect performance. For example, it is conjectured in [15] that when there is large enough noise in a physical system with saturation nonlinearities (e.g. burning rate nonlinearity in combustor), unstable eigenvalues no longer limit performance. An explanation based on analysis of information flow appears in [16], where we showed that $\mathcal{H}(y) \downarrow \mathcal{H}(d)$ as the noise size goes to infinity for a simple example with saturation.

3. In distributed control, the famous Witsenhausen counter-example shows that an LQG problem with non-classical information structure can lead to nonlinear optimal decision rules [17].

The main objectives of this work are categorized into the following overlapping areas:

- Fundamental limitations analysis of nonlinear feedback systems
- Metrics for model comparison and robustness analysis

The common theme is information theory in control. On the topic of fundamental performance limitations, there are two separate areas of investigation:

- Bode-like performance limitations in control of nonlinear systems. This research is summarized in Section 1.3.1 with details in Chapter 2.
- Fundamental performance limitations based on optimal control of nonlinear systems. The preliminary research on this topic is described in Section 1.3.3 with details in Chapter 4.

The research on the topic of model comparison is reported in Chapter 3 and summarized in Section 1.3.2.

1.2 Literature Survey

The idea of an information theoretic framework for feedback systems has a rich history going back to Wiener [18] and Witsenhausen [19]. The problem of control over communication channels (see [5, 4]) has led to a number of recent studies on the topics of control in the presence of communication constraints [6, 7, 20], control viewpoint of communication schemes [21, 22], stabilization with quantization [23, 24, 25], distributed control [26, 27, 28, 29, 30] and extensions of Bode formula summarized next.

1.2.1 Bode-like Fundamental Performance Limitations

The last three decades has witnessed a number of seminal contributions on Bode formula including the publications of Freudenberg and Looze [31, 32, 33], Boyd and Desoer [34], Sung and Hara [1], Chen and co-workers [35, 36], Seron et. al. [37, 38].
In recent years, Martins and Dahleh \[39, 40\] present several information theoretic extensions of the Bode formula for LTI plants and a general class of control. A detailed comparison to these papers appears in Section IV.D of Chapter 2.

Fundamental limitations in control of nonlinear systems is another problem of longstanding theoretical and practical interest; cf., \[41\] for an early reference. Several recent papers on flow and combustion control (see Banaszuk et al. \[15\] and Rowley et. al. \[42\]) have highlighted their relevance in nonlinear and distributed settings. An information theoretic approach for nonlinear extension is pioneered in the work of Iglesias and co-workers \[43, 44, 3\]. Recent results on these extensions for nonlinear systems appear in Sun and Mehta \[16, 45, 46\]. For additional details on comparison to Iglesias’s work, see Section III.A in \[46\].

Entropy is also relevant to the study of deterministic and stochastic nonlinear dynamical systems via methods of Ergodic theory; cf., \[47\]. One important notion is topological entropy, that is used to estimate the growth rate of the number of distinguishable orbits on taking finer and finer partitions of the phase space. In \[48\], Nair et. al. extend this to define topological feedback entropy (TFE) and express fundamental limitation results in nonlinear stabilization as bounds on TFE. Certain measure theoretic characterizations of entropy rates for this problem appear in Mehta et. al. \[49\].

Apart from Bode formula and its information theoretic extensions, fundamental performance limits have also been considered in terms of performance bounds with optimal control. One avenue of research has been the so-called cheap control framework pioneered by Kokotovic and co-workers \[38, 37\]. In \[38\], it is shown that fundamental limitation for the cheap control problem arise due to unstable zero dynamics. In linear settings, this limitation is related to a Bode-type integral formula for complementary sensitivity function. A dual result in terms of the Bode formula (2.2) for the sensitivity function is given in \[37\]. Additional details on the cheap control problem appears in Section 4.1 of Chapter 4.

### 1.2.2 Model Comparison

Metrics for comparing dynamic models are central to robustness analysis. For example, the $H_\infty$ system norm is used in robust control \[50\]. Our focus is to study the robustness questions in terms of information theoretic metrics. The core idea comes from the recent work of T. Georgiou on the information geometry of spectral densities \[51, 52, 53, 54\].

Information based criterion for model comparison/reduction has a rich history in both statistics and control community. Akaike introduced the celebrated Akaike information criterion (AIC) for the purposes of statistical model identification \[55\]. In \[56\], a normalized maximum log likelihood function, referred to by the authors as the ambiguity function, is introduced for approximation of a time-varying linear system by an linear time-invariant (LTI) system. An algorithm is described to obtain the approximation by solving a min-max problem for the ambiguity function.
The Kullback-Leibler (K-L) distance is commonly used for comparing probability densities. Suppose one considers system identification of model parameters by using the method of maximum likelihood. It turns out that the maximum likelihood or maximum a posteriori probability estimation minimizes asymptotically the K-L distance from the empirical distribution of the time-series data produced by the true model [57]. The K-L rate and the related maximum log likelihood criterion appears in hypothesis testing [58, 59], statistical inference [60], model identification [61], and nonlinear filtering [57]. A variant of the classical K-L rate is considered in [62] for model reduction of open- and closed-loop LTI distributed-parameter systems. An extension to continuous time systems is given in [63]. A related approach based on matching the Markov parameters of the full order and reduced order system, the so called q-cover technique, appears in [64]. A metric based on difference of conditional entropies is introduced and used for model reduction in [65].

The use of K-L divergence rate as a metric for model comparison recently appears in Deng et. al. [66] and in Vidyasagar et. al. [67], as well as in the extension of Sanov’s theorem to Markov chains [68, 69]. The focus of [66] is on aggregation-based methods for model reduction of Markov chain models. In [67], the K-L divergence rate metric is used to quantify the disparity between multi-step Markov models of coding regions in genomes.

1.2.3 Fundamental Performance Limitation with Kullback-Leibler Control Cost

The study of fundamental performance limitation based on optimal control formulation appears in Seron et. al. [70, 37]. Using the so-called cheap control formulation, it is shown that fundamental limitations arise due to the unstable zero dynamics. For the LTI case, a connection is made to the Bode integral formula for the complementary sensitivity function (see [70] and also Qiu-Davison [71]). Other works along this line includes the work of R. H. Middleton and J. H. Braslavsky [72], where the link between logarithmic sensitivity integrals and limiting optimal control problems are studied. In the work of Graham C. Goodwin et. al. [73], the authors investigated optimal performance limitations for linear feedback control systems, as specified by the $\mathcal{L}_2$ norm of the output, in the presence of stochastic plant uncertainty.

The use of Kullback-Leibler metric is motivated by the recent work of Todorov [74, 75], and by the recent papers on information theoretic extensions of the Bode formula [39, 3, 46]. Kullback-Leibler control cost is seen to be a generalization to the work of H.J. Kappen, where a class of nonlinear control problems are formulated as a path integral and computed by Monte Carlo integration or Laplace approximation.

Under the K-L cost structure, the HJB equation reduces to linear eigenvalue problem [75]. This eigenvalue problem is related to the eigenvalue problem that arises in the risk sensitive optimal control problem [76]. In Fleming and McEneaney [77] and Fleming and Sheu [78], asymptotic formulae for the principle eigenvalue of a certain linear operator are considered in the small-noise limit. The linear operator is obtained from consideration of a risk sensitive
optimal control problem and the value of the principal eigenvalue is related to the optimal cost. Using the so-called logarithmic transformation, the eigenvalue is also seen as an optimal cost for an average cost optimal control problem; cf., Chapter VI in [79].

1.3 Overview of Contributions

In this section, we summarize contributions of our work on fundamental limitation analysis (Section 1.3.1, and 1.3.3) and model comparison (Section 1.3.2).

1.3.1 Bode-like Fundamental Performance Limitations

In our paper [46], we proposed a hidden Markov model (HMM) framework for establishing Bode-like fundamental limitations for the disturbance rejection problem in nonlinear dynamical systems. In particular, we show that analysis of the asymptotic dynamics of the belief process can be used for evaluating these limitations (right-hand side of the Bode formula for the LTI system) as entropy rate of the output process.

The closed-loop system is defined for a signal $s_t = (x_t, y_t)$ comprising of the (hidden) state $x_t \in X \subset \mathbb{R}^m$ and the output $y_t \in Y \subset \mathbb{R}^1$, where $t$ is the discrete time. By assuming an i.i.d model of disturbance, the signal process $\{s_t\}$ is a Feller-Markov process that is additionally assumed to be ergodic. To compute the entropy rate of interest (in (2.2)), the key idea is to consider the so-called belief process – conditional pdf of $s_t$ given the history of past observations due to output. The belief process is constructed using the recursive Bayesian estimation (nonlinear filter) for the signal process $\{s_t\}$. Formally, the entropy rate expresses average uncertainty in the belief. Under suitable technical conditions (pertaining to ergodicity of the filter [80, 81, 82, 83]), this is made precise by using the Blackwell’s integral entropy formula [84].

With the aid of this framework, we obtain several novel extensions and interpretations of the Bode formula:

1. Bode formula is intrinsically related to uncertainty associated with estimation (filtering problem) and not the stabilization of an equilibrium (control problem). For example, Bode-like performance limitations (in terms of extra entropy) arise even if the equilibrium is not stable but the state of the closed-loop system remains bounded.

2. There are no limitations due to dynamics if the plant (nonlinear dynamical system) is contractive. The Bode formula for open-loop stable dynamics is a special case of this general result. Here, a Lyapunov function can be used to define a contractive norm.

3. The performance limitations for LTI plants with Gaussian disturbance is easily understood using equations of Kalman filtering. For the general LTV case, a counterpart of Bode formula arises with positive Lyapunov
exponents. There are no additional limitations due to dynamics for the LTV case with negative Lyapunov exponents.

4. For the case of non-uniform expansion, we gave some asymptotic results for a special choice of dynamics (expansion+saturation). It is shown that the performance limitations arise only due to disturbance in the limit of very large disturbance. A simple example is described in the following to illustrate this result.

Consider a scalar nonlinear system $x_{t+1} = \alpha(x_t) + u_t$, where $x$ is the state and $u$ is the control input. $\alpha(x)$ is a continuous function that is linear for small values of $x$, saturates for large values of $x$, and has $\alpha(0) = 0$ and $a = |\alpha'(0)| > 1$ (see Fig. A.2(a)). So control is necessary to stabilize the equilibrium at 0. The control input is determined by causal measurements of the output $y_t = x_t + d_t$ where $d_t$ is i.i.d. noise (disturbance) and takes values from a uniform distribution in the interval $[-w,w]$. For a given control law $u_t = k(y_t)$, these equations describe a nonlinear feedback system.

For this example, there are two sources of uncertainty that fundamentally affect the performance of the feedback system: uncertainty due to disturbance ($\mathcal{H}(d)$) that scales according to the size of the disturbance ($w$), and uncertainty due to dynamics (see the Bode formula 2.2). For a linear system, the fundamental limitation is expressed in terms of the entropy rate $\mathcal{H}(y) = \mathcal{H}(d) + \ln(a)$, where $\ln(a)$ is the uncertainty due to dynamics. This formula also holds for the example considered here provided the disturbance is sufficiently small – so a stabilizing control keeps the dynamics in a linear regime. With large disturbance, however, the uncertainty due to dynamics decreases due to the interplay between nonlinearity (saturation) and disturbance. In particular as $w \to \infty$, the performance limitation was proved to arise only due to the disturbance, i.e., $\mathcal{H}(y) \downarrow \mathcal{H}(d)$. Figure A.2(b) gives a plot of numerically computed entropy rate for the example.
1.3.2 Model Comparison

Our work on model comparison is motivated by Tryphon Georgiou’s recent paper [53] where he considers the problem of comparing power spectral densities. Georgiou bases his considerations on a prediction (filtering) based approach. The main idea is to measure distance between spectral densities in terms of prediction error. With the correct spectral density $S_1(e^{j\omega})$ of a random process, the optimal prediction error is given by the celebrated Kolmogorov-Szego formula:

$$
\varepsilon = \exp\left(\frac{1}{2\pi} \int_{-\pi}^{\pi} \ln S_1(e^{j\omega}) d\omega\right)
$$

where $\varepsilon$ denotes the variance of the prediction error. To measure distance between spectral densities, Georgiou proposes a pseudo-metric as $\ln(\rho)$. The quantity $\rho$ denotes the ratio of the prediction error obtained with an assumed (incorrect) spectral density $S_2$ to the one obtained with the correct spectral density $S_1$. The spectral densities here are used to construct an optimal filter for a random process that is generated according to the correct spectral density. The metric proposed by Georgiou serves to quantify the degradation of prediction error due to an (incorrect) assumption on the spectral density. Certain frequency domain formulae are given that lead to a straightforward method for evaluation of the metric for any two densities $S_1$ and $S_2$.

The key idea in Georgiou’s work is to compare systems via a prediction based approach. If one agrees that a model is a representation of reality (some causal input-output relationship) then it is meaningful to quantify the goodness of the model in terms of the fidelity of its prediction. The degradation of prediction error results from the incorrect assumption on the model, and is therefore used to characterize the deviation of the assumed model to the true model. This is closely related to the robust estimation literature [85, 86, 87].

In our paper [88], we follow the idea in Georgiou’s work. Since we are concerned with dynamic processes here, a filtering based approach is used to take into account all the available data – in this case, the time history of the past observations. The timely significance of ideas in [53] and here is due to the strong information theoretic flavor of the proposed metrics. Georgiou uses the metric $\ln(\rho)$ to describe the information geometry of the space of spectral densities [53]. We show that $\ln(\rho)$ is in fact closely related to the information theoretic metric of Kullback-Leibler (K-L) rate that is used to compare stochastic processes. The overall theme fits in nicely with recent attempts to build bridges between information and control theory; cf. [4] and references therein.

Central to the considerations of our work is the notion of uncertainty. In particular, we compare systems in terms of additional uncertainty that results for the prediction problem with an incorrect choice of the model. While [53] used variance of the prediction error, we quantify the additional uncertainty in terms of the K-L rate. From an information theory perspective, this makes sense because the K-L rate after all is a measure of uncertainty due to incorrect choice of model; cf., [89]. From a control theory perspective, the starting point for us is the Kolmogorov-Bode formula (2.2).
The prediction-based methodology outlined in this paper extends the Kolmogorov-Bode formula for model comparison and robustness analysis. Figure 3.1 presents the methodology. The prediction problem is considered with the aid of the so-called belief process \( p(y_t|y_{t-1}^0) \), the conditional probability distribution function (pdf). In the Bode formula (2.2), the entropy rate \( H(y) = \mathbb{E}[-\ln(p(y_t|y_{t-1}^0))] \) is a measure of the nominal uncertainty in the belief with an exact knowledge of the dynamic model [16]. With an assumed (possibly incorrect) belief, \( q(y_t|y_{t-1}^0) \), the entropy rate equals \( \mathbb{E}[-\ln(q(y_t|y_{t-1}^0))] \). The Kullback-Leibler (K-L) rate is defined as the difference between the two rates,

\[
\Delta H(y) = -\mathbb{E}[\ln(q)] + \mathbb{E}[\ln(p)].
\]

The K-L rate captures the additional uncertainty that results due to an incorrect choice of the dynamic model. It thus provides a measure of degradation of prediction performance due to modeling error.

Since the belief process is well defined for nonlinear systems, we can utilize the K-L rate to consider model reduction issues in such systems. Model reduction in terms of belief process directly is shown to lead to the so-called optimal prediction model that appear in the recent work of Chorin [90] and Meyn [91]. For the particular case of linear systems, these considerations can be applied to obtain a solution of the model reduction problem for auto regressive (AR) models. We also used the K-L rate to obtain formula for stochastic linearization of a nonlinear dynamical system. Additional details appear in our paper [88].

1.3.3 Fundamental Performance Limitation with Kullback-Leibler Control Cost

The work in Chapter 4 is partly motivated by the optimal control analogue of the Bode sensitivity integral in a technical report by Seron [37]. For a single-input feedback system, the optimal control problem is to find a state-feedback control \( u \) which minimizes the functional:

\[
J_\varepsilon = \frac{1}{2} \int_0^\infty (\varepsilon x(t)^T x(t) + u(t)^2) dt,
\]

(1.3)
where $\varepsilon > 0$ is small. As $\varepsilon \to 0$, the limiting optimal cost $J^*_\varepsilon$ is used to express the fundamental limitation: it reflects the minimum control effort needed to drive the system state $x(0)$ to the origin. This problem and the cheap control problem are seen to be dual to each other [37].

We consider fundamental limitation in control of discrete time nonlinear systems by posing an average cost optimal control problem. The control objective is to minimize

$$J_\varepsilon = \lim_{N \to \infty} \frac{1}{N} \mathbb{E}\left[ \sum_{t=0}^{N-1} \left\{ \varepsilon c(x_t) + \text{KL}(q(x_{t+1}|x_t)||p(x_{t+1}|x_t)) \right\} \right],$$

where $c(x) \geq 0$, and $\varepsilon > 0$ is small. The usual quadratic control cost metric (the term $u^2$) is replaced by an information theoretic Kullback-Leibler (K-L) divergence metric.$$
\text{KL}(q||p) = \mathbb{E}\left[ \ln \left( \frac{q}{p} \right) \right],$$

where $q = q(x'|x)$ is the transition kernel (conditional probability density function (pdf)) for the closed-loop dynamics, and $p = p(x'|x)$ is the transition kernel for the open-loop dynamics.

The minimal average cost is denoted as $J^*_\varepsilon$ and $J^*_0$ denotes the limit as $\varepsilon \to 0$. As in [37], the fundamental limitation is expressed in terms of the value of $J^*_0$. A contribution of this work is to show that the fundamental limitation (value of $J^*_0$) can be obtained via analysis of the following linear eigenvalue problem (see also [74, 92])

$$\lambda_0 Z_0(x) = \mathbb{E}_{p(x'|x)}[Z_0(x')],$$

which depends only upon the open-loop dynamics $p(x'|x)$. Here $Z_0(x)$ is an auxiliary function defined in Chapter 4.

For a LTI system, the limitation is shown to be given by $J^*_0 = \sum_k \ln|p_k|$, where $p_k$ are the unstable poles. And $J^*_0 = 0$ as the open-loop system is asymptotically stable. This is consistent with the Bode formula. However, it is shown that for the general nonlinear systems, $J^*_0 = 0$ if the open-loop dynamics are ergodic. The limitations thus arise only if the open-loop dynamics are non-ergodic.

The fact that there are no fundamental limitations in control of ergodic open-loop dynamics is consistent with the control of chaos papers in the Dynamical Systems literature. There have been several studies such as the Ott-Grebogi-Yorke (OGY) method of controlling chaos which seek to exploit nonlinear dynamics for the purpose of stabilization: “Assuming the motion of the free-running (uncontrolled) chaotic orbit to be ergodic, eventually the chaotic wandering of an orbit trajectory will bring it close to the chosen unstable periodic orbit or steady state. When this occurs, we can apply small controlling perturbations to direct the orbit to the desired periodic motion or steady state [93].”
1.3.4 Optimal Sensor Location Design for Tracking Agents with Uncertain Dynamics

In Chapter 5 we consider in-building monitoring systems with spatially distributed sensors. The goal is to estimate the location of the agents in a building utilizing knowledge about their dynamics and the information collected from various types of sensors, including video cameras, CO$_2$ sensors and motion sensors. A particular application is the estimation of location of people during emergency evacuation (egress) [94].

In such applications complexity is a common difficulty, arising from both the uncertain dynamic nature of agent movement, and the large number of sensors [95, 96]. This makes the task of finding an “optimal” locations of the sensors a challenging problem. In recent years, this problem is of interest to the wireless sensor networks community [97, 98, 99]. In [98], the authors propose an approach to optimize sensor locations for localization of a target at a fixed location. In [97], certain heuristics are proposed for choosing sensor location that leads to maximum entropy reduction of the posterior target location distribution. In [100, 99], combinatorial optimization based approaches are considered for choosing sensor locations in order to maximize mutual information while maintaining constraints on communication quality among sensors.

Our work is focused on addressing the challenges posed by non-linear and uncertain dynamics in solving the sensor location design problem. To this end, we consider models of dynamics as a Markov chain on a finite graph. Apart from models of agent movement [101, 94], such Markov models have been used for simulating traffic in buildings, planes, and outdoor walkways [101, 102, 103, 104, 105]. Markov chains on finite graphs are also obtained after discretizing a nonlinear dynamical system over a bounded domain [106], and as such represent a useful paradigm for modeling nonlinear dynamics.

We measure the quality of an estimate at a certain time in terms of uncertainty – conditional entropy of the state given the history of past observations. To evaluate the performance of a given choice of sensor locations, we propose the time-cumulative uncertainty in the state estimates. One important feature of this metric is that it is algorithm-independent: it provides a lower bound on uncertainty for any algorithmic implementation of the estimator. Computation cost of this metric, however, is in general high since it involves entropy rates of Hidden Markov Model (HMM)s, which are costly to compute [107]. To address this issue, we derive certain upper bounds that are much easier to compute. These bounds are tight under certain conditions on the dynamics that are relevant to the building evacuation problem. Numerical investigations show that even when the bounds are not tight, they are close to the true metric, so that optimal sensor locations can be designed by optimizing over the bound. Computation of the bound takes a fraction of the time needed to estimate the true metric using Monte Carlo simulations.
1.3.5 Convergence Rate For Distributed Optimization Methods

In Chapter 6 we consider the convergence rate of consensus subgradient methods [108, 109, 110, 111] over large networks. The consensus subgradient methods is suitable for solving the following convex optimization problem defined on a network of $n$ agents:

$$\min_{x \in C} \frac{1}{n} \sum_{i=1}^{n} f_i(x),$$

(1.4)

where $x \in \mathbb{R}^m$ is the decision variable, $C$ is a convex constraint set, and each convex function $f_i : \mathbb{R}^m \to \mathbb{R}$ is associated to a particular agent $i$ in the network. The network topology is specified by an undirected graph $G = (V,E)$. Such networked optimization problem arises in a broad range of applications, e.g., distributed estimation [112, 113, 114], resource allocation in communication networks [115, 116, 117, 118], distributed Model Predictive Control [119], etc.

In consensus subgradient method, each agent maintains an estimate of the solution and updates it iteratively by exchanging messages with neighbors. Our goal is to understand the impact of graph topology on the convergence rate of consensus subgradient algorithm. In a recent work on distributed dual averaging algorithm [120], Duchi et. al. obtained a bound for the convergence rate explicitly in terms of the spectral gap of the network. In this chapter we establish similar results for unconstrained consensus subgradient algorithm, where the step size is constant. A tighter bound on the second term is provided using the spectral gap of the graph, which compares favorably to previous results [108, 109]. For large networks with poor connectivity, based on the observation that the Markov chains for such networks usually mix faster for small $t$, we proposed a much improved bound in which the dependence on size of graph $n$ is also eliminated.

We also discussed the distributed computation of this bound, which requires estimation of the spectral gap of the graph in a distributed fashion. We describe a novel distributed algorithm based on the simulation of the wave equation on a graph. This algorithm is in general much faster than consensus based algorithms, and provides provably correct estimates of the spectrum of a graph [121, 122].
Chapter 2

Bode-like Performance Limitation for Feedback Control of Nonlinear Systems

2.1 Introduction

The fundamental limitations in the classical control settings address closed-loop system trade-offs and best possible performance with causal stabilizing feedback. One important result is the Bode integral formula

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} \ln |S(e^{i\omega})|d\omega = \sum_k \ln |p_k|, \tag{2.1}
\]

where \( S = \frac{1}{1+PC} \) is the sensitivity transfer function of the closed-loop (see Fig. 2.1) from the disturbance \( d \) to the output \( y \). Here, it is assumed that \( S \) is stable and that there are no unstable pole-zero cancelations in the loop \( PC \).

In the right-hand side, \( p_k \) are unstable poles (i.e., \(|p_k| > 1\)) of the open-loop (both plant and control); see Sung and Hara [1] for an early reference on the Bode formula (2.1) for discrete-time LTI systems. Entropy rate of the signals in the feedback loop help provide another interpretation of the Bode integral formula:

\[
\mathcal{H}(y) - \mathcal{H}(d) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln |S(e^{i\omega})|d\omega, \tag{2.2}
\]

where \( S \) now is any stable transfer function between the input \( d \) and the output \( y \). Here, \( \mathcal{H}(y) \) and \( \mathcal{H}(d) \) denote the entropy rates (see [123, 89]) of the random processes associated with the output \( y \) and disturbance \( d \) respectively. Combining (2.1) with (2.2), the open-loop unstable poles are seen to lead to a positive entropy rate. Iglesias [43] was one of the first to point out the connection between (2.1) with (2.2) as a way to investigate fundamental limitations in general settings. As noted in [43] and in Zang and Iglesias [3], the entropy rates are well-defined even in time-domain and provide for a framework for studying fundamental limitations in nonlinear systems.

In recent years, several studies have considered information theoretic extensions and interpretations of the Bode formula. Martins and Dahleh [39, 40] present several extensions of the Bode formula for linear time-invariant (LTI) plants and a general class of control. These information-theoretic extensions have been particularly relevant to control problems over networks. One closely related result is the so-called data rate theorem: the rate of instability of the open-loop plant must be compensated by the information transmission rate over the communication channel in any
stabilizing feedback [6]. In particular, the right-hand side of (2.1), \( \sum_k \ln |p_k| \), reflects the minimal data rate required to stabilize an unstable LTI system over a feedback channel [6, 40]. Related results on performance limitations with communication constraints due to limited channel capacity appear in [21, 7, 28].

Generalization of Bode formula to express fundamental limitations in control of nonlinear systems is another problem of longstanding theoretical and practical interest; cf., [41] for an early reference. Several recent papers on flow and combustion control (see [124, 125] and references therein) have highlighted not only the universality of Bode-like limitations but also the need to study these questions in general nonlinear and distributed settings. An information theoretic approach for nonlinear extension is pioneered in the work of Iglesias and co-workers; cf., [43, 44, 3]. The paper [44] treats the linear time-varying (LTV) case while in [3], the authors derive certain entropy estimates for globally exponentially stable closed-loop system that additionally has certain minimum phase and fading memory properties.

Entropy is also relevant to the study of deterministic and stochastic nonlinear dynamical systems via methods of ergodic theory; cf., [47]. One important notion is topological entropy, that is used to estimate the growth rate of the number of distinguishable orbits on taking finer and finer partitions of the phase space. In [48], Nair et. al. extend this to define topological feedback entropy (TFE) and express fundamental limitation results in nonlinear stabilization as bounds on TFE. Certain measure theoretic characterizations of entropy rates for this problem also appear in our own earlier paper [49].

In this chapter, we propose a hidden Markov model (HMM) framework for characterizing fundamental limitations in the SISO nonlinear disturbance rejection problem. The closed-loop system is defined for a signal \( s_n = (x_n, y_n) \) comprising of the (hidden) state \( x_n \in X \subset \mathbb{R}^m \) and the output \( y_n \in Y \subset \mathbb{R}^1 \). By assuming an i.i.d model of disturbance, the signal process \( \{s_n\} \) is a Feller-Markov process that is additionally assumed to be ergodic. To compute the entropy rate of interest (in (2.2)), the key idea is to consider the so-called belief process – conditional pdf of \( s_n \) given the history of past observations due to output. The belief process is constructed using the recursive Bayesian estimation (nonlinear filter) for the signal process \( \{s_n\} \). Formally, the entropy rate expresses average uncertainty in the belief. Under suitable technical conditions (pertaining to ergodicity of the filter [80, 81, 82, 83]), this is made precise by using the Blackwell’s integral entropy formula [84].

With the aid of this framework, we obtain several novel extensions and interpretations of the Bode formula. For nonlinear contractive dynamics (dynamical systems with Lipschitz constant less than 1), we show that there are no limitations due to dynamics, i.e., the right-hand side of (2.1) is zero (Theorem 2.3.4 and the Corollary 2.3.8). For linear time invariant (LTI) dynamics, we obtain the Bode formula for general class of control (as in [40]) and furthermore relate the formula to Kalman filtering (Theorem 2.4.2). For linear time varying (LTV) dynamics, we provide an extension of the Bode formula for two cases: one where the Lyapunov exponents are all negative (Theorem 2.4.4), and
the other where they are all positive (Theorem 2.4.5). The proof of Theorem 2.4.5 is based on a direct information-theoretic argument. The problem of disturbance rejection with a general (non-contractive) nonlinear plant is discussed with the aid of an example. Certain fundamental estimates of the entropy rate are given for the large disturbance case (Theorem 2.5.1). Some numerical examples where entropy rates are computed using stochastic simulations are used to illustrate the various results and conclusions.

The outline of the remainder of this chapter is as follows. In Section 2.2, we cast the closed-loop dynamical system as a hidden Markov model (HMM) and connect the Bode formula to belief propagation. In Section 2.3 and 2.4, we present extensions of Bode formula for nonlinear contractive and linear dynamics respectively. In Sections 2.5, we present certain limiting entropy estimates for a specific non-contractive nonlinear example. A summary of main conclusions appear in Section 5.4. The numerical examples appear in Appendix A.1.

### 2.2 Control Problem Formulation

In this chapter, we consider the disturbance rejection problem for the following single-input-single-output (SISO) feedback system:

\[
\text{state : } x_{n+1} = \alpha(x_n) + \beta(u_n) + T(x_n, u_n), \quad (2.3)
\]

\[
\text{output : } y_n = c(x_n) + d_n, \quad (2.4)
\]

\[
\text{control : } u_n = k(y_n), \quad (2.5)
\]

where \(n\) is the discrete time step, \(x_n \in X \subseteq \mathbb{R}^m\) is the state, \(y_n \in Y \subseteq \mathbb{R}^1\) is the output, \(d_n \in \mathbb{R}^1\) is i.i.d. disturbance, and \(u_n \in U \subseteq \mathbb{R}^1\) represents the control input. The structure is general: state equations are assumed to include dynamics due to both plant and control, and \(T : X \times U \rightarrow X\), \(\beta : U \rightarrow \mathbb{R}^m\), \(c : X \rightarrow \mathbb{R}^1\) and \(k : Y \rightarrow U\) are discrete-time maps. Additional technical assumptions pertaining to stability, controllability, and observability will be made as needed in
the following sections. For now, the main assumptions are: 1) $\alpha$ is $C^1$ and invertible, 2) $u_n$ and $y_n$ are scalar discrete-time signals, 3) control enters in an additive fashion to the state equation, and 4) the disturbance enters in an additive fashion to the output equation. The assumed structure is motivated by applications in flow and combustion control (see Appendix A.1 and also [124]).

The closed-loop system (2.3)-(2.5) is expressed as a composition of deterministic and stochastic maps:

$$
\begin{align*}
X \times Y & \xrightarrow{K} X \times U \\
(x_n, y_n) & \xrightarrow{T} (x_n, k(x_n)) \\
(x_n, k(x_n)) & \xrightarrow{D} x_{n+1} \\
(x_n, k(x_n), x_{n+1}, y_{n+1}) & \xrightarrow{2.6}
\end{align*}
$$

$K(x_n, y_n) = (x_n, k(y_n))$ is the control map, $T(x_n, u_n) = \alpha(x_n) + \beta(u_n)$ represents the effect of dynamics, and $D(x_n) = (x_n, c(x_n) + d_n)$ is the random dynamical system due to the i.i.d disturbance. We denote $s_n = (x_n, y_n)$ to be an element of the joint state space $S = X \times Y$. For $s_n \in S$, $T_c = D \circ T \circ K$ defines the closed-loop system:

$$
\begin{align*}
s_{n+1} = T_c(s_n),
\end{align*}
$$

For a general nonlinear closed-loop system (2.3)-(2.5), we assume that the disturbance $\{d_n\}$ has bounded support, and $X$ and $Y$ are compact sets. The initial condition $x_0 \in X$ but may be unknown. For linear systems, we will relax the assumption on compactness of these sets but assume a certain weak notion of stability termed as entropic stability (see Definition 2.2.2). If $X$ is compact, entropic stability automatically holds.

This formalism is useful because on the joint space $S$, the signal $\{s_n\}$ is a Markov process:

$$
\text{Prob}(s_n | s_{n-1}^n) = \text{Prob}(s_n | s_{n-1}),
$$

where $s_{n-1}^n = \{s_0, s_1, \ldots, s_{n-1}\}$. We analyze the dynamics of the closed-loop system by considering the evolution of probability density function (pdf) $l_n(x, y)$ on $S$. The space of pdfs on $S$, endowed with a weak convergence topology, is denoted as $\nabla S (\pi_n \rightharpoonup \pi$ if $< \phi, \pi_n > \rightarrow < \phi, \pi >$ for all $\phi \in C(S)$, where $< \phi, \pi > = \int_S \phi(x, y) \pi(x, y) dx dy$ and $C(S)$ is the space of continuous functions on $S$). $P_c$ is used to denote the Markov transition operator for the signal process (closed-loop map $T_c$ in (2.7)).

In the remainder of this chapter, we assume a unique (physical) invariant measure $\mu^*$ for $P_c$ (i.e., the signal process of the closed-loop system is assumed to be ergodic).

For numerical computation of entropy rates, we consider also the discrete state-space counterpart of (2.6). The underline notation (e.g., $\underline{x} \in \underline{X}$) is used to denote discrete variables. Analogous to the continuous state space case, $\underline{x}$ and $\underline{y}$ denote the state and the output, respectively. Their state spaces $\underline{X}$ and $\underline{Y}$ are finite-dimensional and obtained by discretizing (quantizing) the continuous state spaces $X$ and $Y$. Additional details on the discretization appear in the
Appendix A.1.

2.2.1 Belief Propagation in Closed-loop System

The objective of this chapter is to obtain formula for the entropy rate

\[ H(y) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} H(y_n \mid y_{n-1}, \ldots, y_0), \]  

(2.8)

of the output process \( \{y_n\} \), where \( H(y_n \mid y_{n-1}, \ldots, y_0) \) denotes the differential entropy (see [123]). An estimate of entropy rate will be obtained by constructing the so-called belief process \( \pi_n(x, y) \in \nabla S \). It is the conditional pdf of the joint process \( \{s_n\} \), where the conditioning is due to the history of observation \( y_{n-1}, \ldots, y_0 \).

Let \( f_n(x) = f_Y \pi_n(x, y) \) denote the marginal on the state space \( X \). Since disturbance is taken to be i.i.d. with pdf \( q(\cdot) \), the conditional pdf of the output \( p(y|x) = q(y - c(x)) \); the symbol \( p(\cdot) \) is reserved to denote a pdf. As a result, we have a representation

\[ \pi_n(x, y) = f_n(x) \cdot q(y - c(x)). \]  

(2.9)

From \( n \to n + 1 \), the belief evolves in two steps:

conditioning: \( \hat{f}_n(x) = \frac{f_n(x) \cdot q(y_n - c(x))}{\int_X f_n(x) \cdot q(y_n - c(x)) \, dx} \)  

dynamics: \( f_{n+1}(x) = \frac{1}{\abs{J(x)}} \hat{f}_n(\alpha^{-1}(x - \beta(u_n))) \)  
\[ \equiv \mathbb{P} u_n \hat{f}_n(x), \]  

(2.11)

where \( y_n \) is the current output, \( u_n = k(y_n) \) is the control, \( J(x) = \frac{d\alpha}{dx}(x) \) is the Jacobian matrix and \( \abs{\cdot} \) denotes the determinant. The operator \( \mathbb{P} u_n \) is the stochastic counterpart of the dynamical system \( T \) in (2.3). In deterministic settings, it is referred to as the Perron-Frobenius (P-F) operator (see [126]).

These equations represent the recursive Bayesian estimation (nonlinear filter) for the HMM corresponding to the closed-loop system (2.3)-(2.5). Using representation (2.9),

\[ \pi_{n+1}(x, y) = f_{n+1}(x) \cdot q(y - c(x)). \]  

(2.12)

Equations (2.9)-(2.12) describe the evolution of the belief process from \( n \to n + 1 \). It is a random dynamical system (RDS) because the evolution depends upon the value of \( y_n \) that is random. We initialize the RDS with some distribution \( f_0(x) \) with support on \( X \).
To obtain the entropy rate in (3.10), the approach here is based on the method of Markov processes pioneered by Kunita [80]. In [80], it is shown that if \( \{s_n\} \) is a Feller-Markov process on a compact state space \( S \) then the belief process \( \{\pi_n\} \) is a Feller-Markov process on the state space \( \nabla S \). The operator \( \Pi \) is used to denote the Markov transition operator for the belief process (RDS (2.9)-(2.12)). The entropy rate can be expressed in terms of the invariant measure \( \mu \) of \( \Pi \), where \( \mu \) exists because \( \{\pi_n\} \) is Feller-Markov (see Theorem 3.1 in [80]).

Explicitly, the entropy rate

\[
\mathcal{H}(y) = \lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} H(y_n | y_{n-1}^{n})
\]

(2.13)

where \( \pi_n \in \nabla S \) is the belief process at time \( n \) and \( h_y(\pi) \triangleq - \int g(y) \ln g(y) dy \) is the entropy function, where \( g(y) = \int_\mathcal{X} \pi(x,y) dx \) is the marginal on the output space \( Y \). Note that \( H(y_n | y_{n-1}^{n}) \) is the expected value of a function of the belief process \( h_y(\pi_n) \) and the entropy rate arises as a time-average. In [80], it is shown that if the invariant measure \( \mu \) for \( \Pi \) is unique, then the time-average (2.13) can be obtained as

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N-1} \mathbb{E}[h_y(\pi_n)] = \int_{\nabla S} h_y(\pi) \mu(d\pi),
\]

(2.14)

Although, the results of [80] are stated in continuous-time settings, we refer the reader to Budhiraja and Kushner (see Theorems 5.1, 5.2 in [82]) and Budhiraja [81] for discrete-time counterparts used here. The formula (2.14) is referred to as the integral formulation of the entropy rate. It is originally due to Blackwell for a Markov chain on a finite state-space [84].

The crucial assumption in using (2.14) thus is the uniqueness of the invariant measure of \( \Pi \). For ergodic signals \( \{s_n\} \), conditions for the same appear in [80, 127, 82, 81, 83]. One such condition is based on the following definition:

**Definition 2.2.1** (see Def. 5.1 in [82]). A filter forgets its initial conditions if for all \( f_0, f_0' \in \nabla S \) and for all \( \phi \in C(S) \):

\[
\lim_{n \to \infty} \left| \langle \pi_n, \phi > - \langle \pi_n', \phi > \right| = 0,
\]

where \( \pi_n, \pi_n' \) denote the belief with initial condition \( f_0, f_0' \) respectively.

In [82] (Theorem 5.1), it is shown that if the filter forgets its initial condition then \( \Pi \) has a unique invariant measure. So, formula (2.14) holds.

In this chapter, the entropy rate (3.10) is obtained using the formula (2.14). Apart from the technical conditions
of ergodicity for both signal and the belief process (existence and uniqueness of invariant measures $\mu^*$ and $\mu$, respectively), we will require only a very weak form of stability for the closed-loop system:

**Definition 2.2.2 (Entropic stability).** Consider the closed-loop system (2.3)-(2.5). The closed-loop system is said to be entropic stable if:

$$\sup_{\pi \in \mathcal{A}} h_x(\pi) < \infty,$$

where $h_x(\pi) = -\int_X f(x) \ln f(x) dx$ is the entropy function for the marginal $f(x) = \int_Y \pi(x, y) dy$ and $\mathcal{A}$ is the $\omega$-limit set of the belief process ($\pi \in \mathcal{A}$ is any limiting conditional distribution $\lim_{n \to \infty} p(x_n | y_{n-1})$).

The assumption amounts to choosing a control such that asymptotic uncertainty in the state (after conditioning with respect to history of observations) remains bounded.

**Example 2.2.3.** In general, the entropic stability of the closed-loop will depend upon the choice of the control and observability properties. In this example, we outline a few special case where it can be apriori established. In all instance, we assume that the uncertainty due to the i.i.d disturbance $H(d)$ is bounded.

1. If one apriori knows that the state $\{x_n\}$ remains bounded for all time then the entropic stability condition is trivially satisfied:

$$|x_n| < M \implies h_x(\pi) < \ln(M).$$

As a result, the important case to consider is where the compactness assumption does not hold (as with Gaussian disturbance).

2. Consider an LTI system with general i.i.d disturbance. Then observability of $(A, C)$ implies entropic stability. The details of the straightforward calculation appear in the Appendix A.2.

3. Consider the LTI Gaussian case where $(A, C)$ is observable. In this case, the marginal $f(x)$ is Gaussian with covariance matrix $P$ that is obtained as a solution of the DARE (see Sec. 2.4.1). So, $h_x(\pi) = \frac{1}{2} \ln \left((2\pi e)^m |P| \right)$.

4. Consider the general LTV Gaussian case. Here, solution of the Kalman filtering equations need not converge to a single point (in the space of beliefs). Nevertheless, if $(A_n, C)$ is stochastically observable (see pp. 106 in [128]) then the variances of the asymptotic estimates are known to be bounded. As a result, uncertainty $h_x(\pi)$ is bounded.
To make these ideas precise, we consider belief propagation in the following simple scalar example:

\[
\begin{align*}
\text{Linear state:} & \quad x_{n+1} = a x_n + u_n, \\
\text{Linear output:} & \quad y_n = x_n + d_n, \\
\text{Control:} & \quad u_n = k(y_n),
\end{align*}
\] (2.15-2.17)

where \(k(\cdot)\) is an arbitrary deterministic map, and \(d_n\) is an i.i.d disturbance taken from a uniform distribution \(q(\cdot) = \frac{1}{d} \chi_d(\cdot)\) – an indicator function of width \(d\) centered at 0. The Bode formula for this case is presented with the aid of the following theorem:

**Theorem 2.2.4.** Consider the closed-loop system (2.15)-(2.17). The disturbance \(\{d_n\}\) is i.i.d with pdf \(q(\cdot) = \frac{1}{d} \chi_d(\cdot)\) and initial condition \(x_0\) is uncertain with pdf \(f_0(x) = \frac{1}{r_0} \chi_r(x - \hat{x}_0)\). The control law \(k(\cdot)\) is an arbitrary deterministic map chosen so that \(x_n\) lies in a bounded set \(X \subset \mathbb{R}^1\). Then

\[
\mathcal{H}(y) = \mathcal{H}(d) + \max\{\ln(|a|), 0\}.
\]

**Proof.** With linear dynamics and uniform disturbance, \(f_n(x) = \frac{1}{r_n} \chi_r(x - \hat{x}_n)\) where \(\hat{x}_n\) is the estimate of the state \(x_n\). Using (2.9),

\[
\pi_n(x, y) = \frac{1}{r_n} \chi_r(x - \hat{x}_n) \cdot \frac{1}{d} \chi_d(y - x).
\] (2.18)

Note \(r_n \in [0, ad]\) for \(n \geq 1\) because \(q(\cdot)\) has width \(d\).

We consider the \(|a| > 1\) case first. The entropy rate is obtained by considering the Markov operator \(\Pi\) for the belief process:

\[
\rho_{n+1}(\hat{r}) = \int_0^{ad} p(\hat{r}|r) \rho_n(r) dr,
\] (2.19)

where \(p(\hat{r}|r)\) is the conditional pdf for the RDS \(r_n \rightarrow r_{n+1}\), and \(\rho_n\) and \(\rho_{n+1}\) are densities for the widths \(r_n\) and \(r_{n+1}\) defined on \([0, ad]\); the details of this and the subsequent calculations appear in Appendix A.3. The invariant density (corresponding to \(\mu\)) is obtained as the fixed-point of this equation and takes the form:

\[
\rho(r) = \sum_{n=1}^{\infty} b_n r^n + b_0 \delta(r - ad),
\] (2.20)

where \(\delta(\cdot)\) denotes the Dirac delta function. Denoting \(g(y) = \int_X \pi(x, y) dx\) to be the marginal of \(\pi(x, y)\) in (2.18), the
entropy function

\[ h_\pi (\pi) = -\int g(y) \ln g(y) dy \]

\[ = \begin{cases} 
-2 \int_0^r \frac{d}{r} \ln \frac{d}{r} dx - \int_r^d \frac{1}{d} \ln \frac{1}{d} dx & d \geq r \\
-2 \int_0^d \frac{d}{m} \ln \frac{d}{m} dx - \int_d^\infty \frac{1}{r} \ln \frac{1}{r} dx & r \geq d 
\end{cases} \]

\[ = \begin{cases} 
\ln(d) + \frac{d}{d} & d \geq r \\
\ln(r) + \frac{r}{r} & r \geq d. \tag{2.21} \]

We use \( h(r, d) \) to denote the formula for \( h_\pi (\pi) \) (right-hand side of (2.21)) and express entropy as:

\[ \mathcal{H}(y) = \int_{\mathcal{S}} h_\pi(\pi) d\mu(\pi) = \int_0^d h(r, d) \rho(r) dr, \tag{2.22} \]

where \( \rho(r) \) is the invariant density (2.20). Using (2.20) in (2.22) and after some calculations, one obtains the Bode formula

\[ \mathcal{H}(y) = \ln(|a|) + \ln(d). \tag{2.23} \]

The details of the calculations including formulas for \( \rho(\hat{r}|r) \) and \( b_n \) appear in the Appendix A.3. The uniqueness of (2.20) is shown by explicitly constructing a Lyapunov function for \( \Pi \).

For \(|a| < 1\), the dynamics are contractive and \( \mathcal{H}(y) = \mathcal{H}(d) \). This result is proved for the general contractive case in Sec. 2.3. Since the argument is the same, we omit the discussion of this case. \( \square \)

Besides analysis, considerations of this section are also useful for numerical evaluation (via discrete approximation of Markov operator) of the entropy rate in examples. A discrete counterpart of the Theorem 2.2.4 appears in the Appendix A.6.

### 2.3 Results For Contractive Dynamics

**Definition 2.3.1.** A dynamical system (2.3) is contractive if there exists a Lipschitz constant \( a \in [0, 1) \) and a norm \( \| \cdot \| \) in \( \mathbb{R}^m \) such that

\[ \| \alpha(x_1) - \alpha(x_2) \| < a \| x_1 - x_2 \| ; \quad \text{for all } x_1, x_2 \in X. \]

The scalar linear dynamics (2.15) in Theorem 2.2.4 is contractive if \(|a| < 1\). Contractive maps are special because asymptotic dynamics of belief propagation can be easily characterized in this case. The key is the result given in the following Lemma. Before stating the result, we define first the concept of the diameter of a pdf.
Definition 2.3.2. Let $f \in \nabla X$ be a pdf on $X$ with a bounded support, denoted as $\text{supp}(f)$. Then

$$diam(f) = \sup_{x_1, x_2 \in \text{supp}(f)} \|x_1 - x_2\|,$$

for some given norm $\| \cdot \|$.

Lemma 2.3.3. Consider a dynamical system (2.3) with the associated PF operator $\mathbb{P} u$ for $u_n = u$. Suppose $\alpha$ is a contractive map with a Lipschitz constant $a \in [0, 1)$ in a norm $\| \cdot \|$ in $\mathbb{R}^m$. Then

$$diam(\mathbb{P} u f) \leq a \cdot diam(f).$$

Proof. Suppose $y_1, y_2 \in \text{supp}(\mathbb{P} u f)$. Let $x_1, x_2 \in X$ be their pre-images, i.e., $y_1 = \alpha(x_1) + u$ and $y_2 = \alpha(x_2) + u$, then $x_1, x_2 \in \text{supp}(f)$. Using the Lipschitz condition,

$$\|y_1 - y_2\| < a \cdot \|x_1 - x_2\| \leq a \cdot \text{diam}(f).$$

Since $y_1, y_2$ are arbitrary, we have

$$diam(\mathbb{P} u f) \leq a \cdot \text{diam}(f).$$

$\square$

Theorem 2.3.4. Consider the closed-loop system (2.3)-(2.5) where the map $\alpha(\cdot)$ is assumed to be contractive with a Lipschitz constant $a \in [0, 1)$ in a norm $\| \cdot \|$, $X$ is compact and the pdf $f_0(x)$ (representing uncertainty of initial condition $x_0$) is supported on $X$. The disturbance process $\{d_n\}$ is i.i.d with pdf $q(\cdot)$ and entropy $\mathcal{H}(d)$. The control $k(\cdot)$ is assumed to be a deterministic but otherwise an arbitrary map. Then

$$\mathcal{H}(y) = \mathcal{H}(d). \quad (2.24)$$

Proof. We consider the evolution of belief process $\pi_n(x,y)$ and its marginal $f_n(x)$ according to (2.9)-(2.12) as described in Sec. 2.2.1. $\hat{f}_n(x)$ is used to denote the distribution after the conditioning step (see (2.10)). To obtain (2.24), it is sufficient to characterize the asymptotic dynamics for the diameter

$$r_n \equiv \text{diam}(f_n(x))$$
The belief propagation induces a random dynamical system:
\[
\begin{align*}
\hat{r}_n &\rightarrow m_c(r_n; y_n, f_n), \\
r_{n+1} &\rightarrow m_d(\hat{r}_n, u_n, \hat{f}_n).
\end{align*}
\] (2.25)

The conditioning map \( m_c \) is time-dependent and random due to its dependence upon the random output \( y_n \). \( m_d \) is the map induced by the PF operator \( \mathbb{P}^{u_n} \) (see (2.11)) where we recall that the control merely serves to shift the pdf \( f_n(x) \).

The semicolon notation is being used to draw attention to the fact that the maps also depend upon the pdfs.

Two crucial observations are:

1. Conditioning does not increase the diameter of the pdf, i.e., \( \hat{r}_n \leq r_n \), and
2. \( r_{n+1} \leq a \hat{r}_n \) because of the contraction assumption (see Lemma 2.3.3).

These two observations imply that
\[
r_{n+1} \leq ar_n
\]
and \( r_n \to 0 \) as \( n \to \infty \). As a consequence, the marginal \( f_n(x) \) for the belief process asymptotes to a Dirac delta \( \delta(x - \hat{x}_n) \) as \( n \to \infty \). So, asymptotic beliefs are of the form
\[
\pi_n(x, y) = \delta(x - \hat{x}_n) \cdot q(y - c(x)),
\] (2.26)

and the estimate \( \hat{x}_n = x_n \), the state process.

The representation (2.26) of the asymptotic belief process also means that the filter forgets the initial condition \( f_0(x) \). In particular for any \( \phi \in C(S) \), asymptotically
\[
< \pi_n, \phi > = \int_{\mathbb{Y}} \phi(x_n, y)q(y - c(x_n))dy
\]
is independent of the initial distribution \( f_0(x) \) (see Definition 2.2.1). Using Theorem 5.1 in [82], it follows that the limiting measure \( \mu \) for the belief process is unique. Moreover, it is supported entirely on a set of measures \( \pi \) of the
form given in (2.26). It is then easy to verify that

$$h_y(\pi) = \int q(y - c(\hat{x}_n)) \ln(q(y - c(\hat{x}_n))) dy = \mathcal{H}(d)$$

on each such $\pi$. Finally,

$$\mathcal{H}(y) = \int_{\nabla_S} \mathcal{H}(d) d\mu = \mathcal{H}(d).$$

For contractive dynamics, the attractor set $\mathcal{A}$ for the belief process lies in a subset $D \subset \nabla_S$ whose arbitrary element $\pi = \delta(x - \hat{x}) \cdot q(y - c(x))$ for some $\hat{x} \in X$. We denote elements of $D$ as $\pi_\hat{x}$ and consider the bijection $\theta : D \to X$ where $\theta(\pi_\hat{x}) = \hat{x}$ and $\theta^{-1}(\hat{x}) = \delta(x - \hat{x})q(y - c(x))$. With these definitions, one can give an explicit characterization of the invariant measure $\mu$ of the belief process in terms of the invariant measure $\mu^*$ of $\{x_n\}$. This is done with the aid of the following Lemma.

**Lemma 2.3.5.** Assume the notation of the Theorem 2.3.4 where $\alpha(\cdot)$ is assumed to be contractive. Let $\mu$ denote the invariant measure for the belief process and $\mu^*$ the (physical) invariant measure (on $X$) for the closed-loop system (2.3)-(2.5). Then

$$\mu(B) = \mu(B \cap D) = \mu^*(\theta(B \cap D)) \tag{2.27}$$

for $B \in \mathcal{B}(D \subset \nabla_S)$.

**Proof.** We claim that if $\tilde{B} \in \mathcal{B}(X)$ then $\mu^*(\tilde{B}) = \mu(\theta^{-1}(\tilde{B}))$. The result then follows because $\mu$ is supported on $D$ and $\theta : D \to X$ is a bijection.

The claim is proved by using the *barycenter formula* for invariant measures originally due to Kunita (see Theorem 3.1 in [80], Proposition 4.5 in [81]):

$$\mu^*(\tilde{B}) = \int_{\nabla_S} \langle \chi_{\tilde{B}}(x), \pi(x, y) \rangle d\mu(\pi),$$

where $\chi_{\tilde{B}}(x)$ denotes the indicator function with support on $\tilde{B} \in \mathcal{B}(X)$. Now, $\mu$ is supported on $D \subset \nabla_S$ and we write

$$\mu^*(\tilde{B}) = \int_{\nabla_S} \langle \chi_{\tilde{B}}, \pi_\hat{x} \rangle d\mu(\pi_\hat{x}) \tag{2.28},$$

where $\pi_\hat{x} = \delta(x - \hat{x}) \cdot q(y - c(x))$ denotes an arbitrary element of $D$. It is straightforward to verify that

$$\langle \chi_{\tilde{B}}(x), \pi_\hat{x} \rangle = \chi_{\theta^{-1}\tilde{B}}(\pi_\hat{x}).$$
Using this in (2.28), we have
\[ \mu^*(\tilde{B}) = \int_{\mathcal{D}} \chi_{\theta^{-1}\tilde{B}}(\pi) d\mu(\pi) = \mu(\theta^{-1}\tilde{B}), \]
where we note that \( \theta^{-1}\tilde{B} \subset \mathcal{D} \). The claim and the result follows. \( \square \)

In the derivation of the entropy estimate, we did not make any assumption concerning observability of the pair \((\alpha(\cdot), c(\cdot))\). The primary reason for this is the bounded support assumption for the pdf \( f_0(x) \). Such an assumption makes sense in part because the state space \( X \) is assumed to be bounded. If one relaxes the assumption of bounded initial support then one would require some form of observability condition for the dynamics. Some of these issues are discussed for the LTI systems in the following corollary and again in Sec. 2.4.

**Corollary 2.3.6.** Consider a closed-loop system (2.3)-(2.5) with assumptions as in Theorem 2.3.4 where now the map \( \alpha(x) = Ax \) is assumed to be linear. Suppose \( A \) is Picard (has eigenvalues strictly inside the unit circle) then
\[ H(y) = H(d), \]
where the control \( k(\cdot) \) is assumed to be a deterministic but otherwise arbitrary map.

**Proof.** The key is to construct a contractive norm on \( \mathbb{R}^m \). If \( A \) is Picard then there exists a constant \( a \in [0,1) \) and a positive definite symmetric matrix \( P \succ 0 \) such that
\[ A'PA - a^2P \prec 0. \]

The function \( V(x) = x'Px \) is a Lyapunov function for the open-loop system (with \( u_n = 0 \)). We propose to use
\[ \| x - y \| \triangleq \sqrt{(x-y)'P(x-y)} \quad \text{for} \quad x, y \in X \]
as the norm. Indeed, \( \| x - y \| \) is a norm because \( P \succ 0 \) and
\[ \| Ax - Ay \| = \sqrt{(x-y)'A'PA(x-y)} < a\sqrt{(x-y)'P(x-y)} = a\| x - y \|. \]

The Bode formula then follows from using the result in Theorem 2.3.4. \( \square \)

**Remark 2.3.7.** There are two remarks to be made concerning the role of control \( u_n \) and observation \( y_n \). An additive
deterministic control serves to merely shift the pdf. As a result of the identity
\[ \|Ax + u - (Ay + u)\| = \|Ax - Ay\|, \]
one asymptotically obtains perfect belief in the state irrespective of the control \( \{u_n\} \). We note that the state \( \{x_n\} \) depends upon the control law, but uncertainty regarding the value of state does not.

The second remark concerns the role of observation in a feedback system whose open-loop dynamics are linear and stable. If we relax the assumption that \( f_0(x) \) has bounded support then one would require observability of the pair \( (A, C) \) in the linear case. With bounded disturbance, \( f_n(x) \) then has bounded support for a finite \( n \) (see Appendix A.2).

For the Bode formula, the contractive assumption is the nonlinear counterpart of the open-loop stability in linear system. In these cases, even with weak assumptions on control and the closed-loop stability, asymptotic dynamics of belief propagation are readily understood by above considerations. Moreover, Lemma 2.3.5 gives the formula for the invariant measure \( \mu \) in terms of the physical measure \( \mu^* \) on \( X \). One can thus consider many generalizations of the Bode formula. One particular case of special interest is where the disturbance process \( \{d_n\} \) is state-dependent in the following sense: the current value of the disturbance \( d_n \) is conditionally independent of the past values, i.e., \( \text{Prob}(d_n | d_{n-1}) = \text{Prob}(d_n) \), but it is allowed to depend upon the current value of the state \( x_n \). This is modeled via a state-dependent pdf \( q_x(\cdot) \) defined for each \( x \in X \). We refer to the process \( \{d_n\} \) as a state-dependent disturbance with pdf \( q_x(\cdot) \).

**Corollary 2.3.8.** Consider a closed-loop system (2.3)-(2.5) as in Theorem 2.3.4 where now \( \{d_n\} \) is a state-dependent disturbance with pdf \( q_x(\cdot) \). Let \( \mu^* \) denote the physical invariant measure of the closed-loop system then
\[ H(y) = \int_X H(d(x)) d \mu^*(x), \tag{2.29} \]
where \( H(d(x)) = -\int q_x(d) \ln(q_x(d)) dd. \)

**Proof.** The proof is similar to the proof of Theorem 2.3.4. The important point here is that even with a state-dependent disturbance, \( \text{Prob}(s_n | s_{n-1}) = \text{Prob}(s_n | s_{n-1}) \), i.e., the signal process is Markov on \( S \). As a result, the belief process \( \{\pi_n\} \) is Markov on \( \nabla S \). The main difference now is that the conditioning step in (2.10) is given by
\[ \tilde{f}_n(x) = \frac{f_n(x) \cdot q_x(y_n - c(x))}{\int_X f_n(x) \cdot q_x(y_n - c(x)) dx}. \]

With a unique invariant measure \( \mu^* \) of the state process \( \{x_n\} \), the problem reduces to (i) establishing that the invariant measure \( \mu \) of the belief process is unique, and (ii) using the integral formula (2.14) to deduce the entropy rate.
As in the proof of Theorem 2.3.4, let \( r_n = \text{diam}(f_n(x)) \) and \( \hat{r}_n = \text{diam}(\hat{f}_n(x)) \). The evolution \( \pi_n \rightarrow \pi_{n+1} \) induces a dynamical system \( r_n \rightarrow r_{n+1} \) as in (2.25). Noting \( \hat{f}_n(x) \propto f_n(x) \cdot q_n(y_n - c(x)) \), we have \( \text{supp}(\hat{f}_n(x)) \subset \text{supp}(f_n(x)) \) irrespective of \( q_n(\cdot) \). So, \( \hat{r}_n \leq r_n \). As before, this together with the contractive nature of the dynamics implies \( r_{n+1} \leq |a|r_n \), and asymptotic dynamics of the belief process arise as:

\[
\pi_n(x,y) = f_n(x)q_n(y - c(x)) = \delta(x - x_n) \cdot q_n(y - c(x)).
\]

This also implies that the filter forgets the initial condition asymptotically (for any \( \phi \in C(S) \), \( \int_Y \phi(x_n,y)q_n(y - c(x_n))dy \) is independent of the initial distribution \( f_0(x) \)). So, the invariant measure \( \mu \) of the belief process is unique.

As shown in Lemma 2.3.5, the invariant measure \( \mu^* \) of the state \( \{x_n\} \) is obtained as a barycenter of \( \mu \). Using the integral formula (2.14) formula (2.14) for the entropy rate together with (2.27), one obtains the result.

2.3.1 Comparison to Earlier Work

The results of this section, Theorem 2.3.4 and Corollaries 2.3.6-2.3.8, are closely related to the Theorem 6 in Zang and Iglesias [3], where the equality \( H(y) = H(d) \) was first derived for a nonlinear feedback control system. These results can be viewed as the nonlinear generalization of the classical Bode formula for the open-loop stable LTI system.

The equality is important because it means that there are no additional limitations (in terms of extra entropy) due to dynamics.

In deriving the results, certain assumptions need to be made for the open and closed-loop dynamics that are outlined next for both our paper and [3]:

1. **Open-loop stability.** We require the open-loop dynamics, that includes dynamics of both the plant and controller, to be contractive with respect to some norm. For an open-loop stable LTI system, a Lyapunov function can be used to define a contractive norm (see Corollary 2.3.6).

   The considerations of [3] are based on the closed-loop sensitivity transfer operator, denoted as \( \Sigma_S \), from disturbance to the output. The form of open-loop stability assumed is in terms of a minimum phase requirement on \( \Sigma_S \). \( \Sigma_S \) is defined to be minimum phase if the inverse system, denoted as \( \Sigma_{S^{-1}} \), is globally exponentially stable (GES). Note that the sensitivity transfer function for an open-loop stable LTI system is minimum phase.

2. **Closed-loop stability.** We require the closed-loop dynamics for the nonlinear system to be bounded. In [3], the closed-loop system is assumed to be GES.

3. **Ergodicity.** The contractive assumption on open-loop dynamics allows us to conclude that the filter forgets its initial condition (see Definition 2.2.1). In [3], \( \Sigma_S \) and \( \Sigma_{S^{-1}} \) are both assumed to have a fading memory property,
whereby the infinite-dimensional input-output operator can be approximated to any desired accuracy by a finite-
dimensional polynomial approximation (see Theorem 3 in [3]). This ensures that the effect of past values of the
input diminishes to zero over time.

We remark that while the contractive assumption on dynamics is stronger than GES, the form of closed-loop stability
assumed is weaker. A detailed investigation of the trade-off between the two will be a subject of future investigation.
However, Appendix A.7 presents an example of control Markov chain on finite state space, where \( \mathcal{H}(y) > \mathcal{H}(d) \),
even though both the open-loop and closed-loop Markov chains are GES stable.

### 2.4 Results for Linear Dynamics

In this section, we consider the closed-loop system (2.3)-(2.5) where the maps \( \alpha(\cdot) \), \( \beta(\cdot) \) and \( c(\cdot) \) are additionally
assumed to be linear:

\[
\begin{align*}
x_{n+1} &= A_n x_n + B u_n, \\
y_n &= C x_n + d_n, \\
u_n &= k(y_n).
\end{align*}
\]

The focus here will be on characterizing limitations due to the unstable aspects of dynamics.

For the time-dependent case, we assume that \( \ln \|A_n\| < \infty \). We set \( A^{(N)} = \Pi_{k=0}^{N-1} A_k \) and assume that the following
limit exists:

\[
\lim_{N \to \infty} \left( A^{(N)'} A^{(N)} \right)^{-1/2} = \Lambda.
\]

The logarithms of the eigenvalues of \( \Lambda \) are called the Lyapunov exponents, denoted as \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_m \). The limit
in (2.33) is known to exist for several important cases of interest such as where \( A_n \) is obtained by linearization, about
a bounded trajectory, of an autonomous nonlinear system (see [129]). For the time-invariant case, \( A_n = A \).

**Example 2.4.1.** For the linear time-invariant case, the Lyapunov exponents are \( \ln |p_k| \), where \( p_k \) are the eigenvalues
of the matrix \( A \). This is because the eigenvalues of \( A^{(N)'} A^{(N)} \) are \( |p_k|^{2N} \).

In the following subsections, we present the Bode formula for the LTI Gaussian, and for the two LTV cases: one
where the Lyapunov exponents are all negative, and the other where they are all positive.
2.4.1 Linear Time-Invariant Gaussian Case

We first consider $A$ to be time-invariant, the disturbance $\{d_n\} \sim N(0, r_{ij})$ to be i.i.d. and Gaussian and the pdf for the initial condition $f_0 = N(\hat{x}_0, P_0)$. This case is particularly interesting because equations for evolution of the belief process ($\pi_n \rightarrow \pi_{n+1}$) reduce to the Kalman filtering equations. The simplification arises because $\pi_n$ and $f_n$ are all Gaussian in this case. Denoting $f_n = N(\hat{x}_n, P_n)$, the update equations for mean and covariance matrices are:

### Conditioning:

$$
\begin{align*}
\dot{x}_n^+ &= x_n + K_n (y_n - Cx_n) \\
P_n^+ &= (I - K_n C) P_n
\end{align*}
$$

### Dynamics:

$$
\begin{align*}
\dot{x}_{n+1} &= A\hat{x}_n^+ + Bu_n \\
P_n &= AP_n A' + r I
\end{align*}
$$

where $K_n = P_n C (CP_n C' + rI)^{-1}$ is the Kalman gain. For a Gaussian random variable, entropy depends only upon its variance and one is thus interested in asymptotic values of $\{P_n\}$. If $(A, C)$ is observable, $P_n$ converges to the unique positive semi-definite solution of the Discrete Algebraic Riccati Equation (DARE):

$$
P = A(P - PC(CPC' + rI)^{-1}CP)A'
$$

This renders the entropy calculations straightforward. We present the Bode formula in the following Theorem:

**Theorem 2.4.2.** Consider the closed-loop system (2.30)-(2.32) with linear time-invariant dynamics. The pair $(A, C)$ is assumed to be observable, the disturbance $\{d_n\}$ is i.i.d with pdf $q = N(0, r)$, and initial condition $x_0$ is uncertain with pdf $f_0 = N(\hat{x}_0, P_0)$. The control $k(\cdot)$ is chosen to ensure that $\{\hat{x}_n\}$ has a bounded $\omega$-limit set (see Remark 2.4.3 below). Then

$$
\mathcal{H}(y) = \mathcal{H}(d) + \sum_k \ln|p_k|,
$$

where $|p_k| > 1$ are the unstable eigenvalues of $A$.

**Proof.** The entropy is obtained with respect to the asymptotic dynamics of (2.34)-(2.35), solution of DARE (2.36) in this case. The proof is carried out in three steps:

1. Consider a decomposition of $\mathbb{R}^m = \mathbb{R}^{m_s} \oplus \mathbb{R}^{m_u}$ into stable and unstable eigenspaces and write $A = \begin{pmatrix} A_s & 0 \\ 0 & A_u \end{pmatrix}$.

   

2. For such a decomposition, $P = \begin{pmatrix} O & O \\ O & P_u \end{pmatrix}$, where the covariance matrix $P_u > 0$ and is a solution...
to the DARE written now in the unstable eigenspace:

$$P_u = A_u (P_u - P_u C_u (C_u P_u C_u' + rI)^{-1} C_u P_u) A_u'. \tag{2.37}$$

The details of the calculations appear in the Appendix A.4.

2. Using the Woodbury matrix identity, (2.37) leads to a Lyapunov equation

$$A_u' P_u^{-1} A_u = P_u^{-1} + C_u r^{-1} C_u.$$  

Taking determinant $|\cdot|$ on both sides, one obtains

$$|A_u|^2 r^{m_u} = |rI + C_u' C_u P_u|.$$ \tag{2.38}

Now, $C_u' C_u P_u$ is a rank 1 matrix so

$$|rI + C_u' C_u P_u| = r^{m_u} + \text{trace}(C_u' C_u P_u) r^{m_u - 1}.$$  

Using (2.38),

$$\left( |A_u|^2 - 1 \right) r^{m_u} = \text{trace}(C_u' C_u P_u) r^{m_u - 1} \implies \left( |A_u|^2 - 1 \right) r = \text{trace}(C_u' C_u P_u) = C_u P_u C_u'.$$

3. Finally the entropy is computed for the limiting Gaussian pdf. Using the decomposition,

$$CPC' = C_u P_u C_u' = (|A_u|^2 - 1)r,$$

and the asymptotic variance for the conditional pdf of the output $y_n$ is given by

$$\sigma_y^2 = CPC' + r = r|A_u|^2.$$  
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Hence,

\[
\lim_{n \to \infty} h_y(\pi_n) = \frac{1}{2} \ln(2\pi e \sigma_y^2) = \ln(2\pi) + \ln |A_u| = \mathcal{H}(d) + \ln |A_u|
\]

The result follows.

\[\square\]

**Remark 2.4.3.** For an observable LTI Gaussian case, the uncertainty (described here by covariance matrix \(P_n\)) is independent of observations and converges to a unique equilibrium value \(P\). For \(P\) to characterize asymptotic uncertainty, \(f_n = N(\hat{x}_n, P_n)\) must be well-defined in an asymptotic sense, i.e., the random sequence \{\hat{x}_n\} must have a bounded \(\omega\)-limit set. This then provides the condition for the entropic stability of the closed-loop (2.30)-(2.32). One can also verify that a necessary condition for this is that \((A, B)\) be controllable. The observability of the \((A, C)\) ensures that the DARE (2.36) admits a unique positive-definite solution \(P\) irrespective of the initial condition \(f_0\). So, the integral formula applies.

### 2.4.2 Linear Time-Varying Case: Negative Lyapunov Exponents

In the following, we consider the LTV case where the Lyapunov exponents exist and are all negative. As a result of this assumption, the open-loop dynamics are contractive only in an asymptotic sense. In particular, negative Lyapunov exponents imply that the equilibrium at 0 is asymptotically stable without control [129]. Denoting \(x_N\) as the \(N\)th-iterate, we have

\[
\lim_{N \to \infty} ||x_N|| = \lim_{N \to \infty} ||A^{(N)}x_0|| = 0,
\]

where recall \(A^{(N)} = \Pi_{k=0}^{N-1} A_k\). Now, with a non-zero control law \(u_n = k(y_n)\) this may no longer be true. However, the distance \(r_n\) between trajectories starting from two initial conditions \(x_0, z_0 \in X\) asymptotically converges to 0 irrespective of the choice of control law. This is seen by explicitly writing the solution

\[
\begin{align*}
  x_N &= A^{(N)}x_0 + B(u_0^{N-1}), \\
  z_N &= A^{(N)}z_0 + B(u_0^{N-1}),
\end{align*}
\]
\[ \mathbb{B}(u_{0}^{N-1}) = \beta(u_{N-1}) + \sum_{j=0}^{N-2} \left[ \Pi_{k=j+1}^{N-1} A_{k} \right] \beta(u_{j}), \] which depends only upon the control input. It follows that
\[
\lim_{N \to \infty} \| x_{N} - z_{N} \| = \lim_{N \to \infty} \| A^{(N)}(x_{0} - z_{0}) \| = 0.
\] (2.39)

Even though the width \( r_{n} \) of the belief \( f_{n} \) may not monotonically decrease (as in the contractive case), it still goes to zero as \( n \to \infty \). In particular, we have the following counterpart of the Bode formula:

**Theorem 2.4.4.** Consider the closed-loop system (2.30)-(2.32) with linear time-varying dynamics on a bounded set \( X \). The disturbance process \( \{d_{n}\} \) is i.i.d with pdf \( q(\cdot) \) and entropy \( \mathcal{H}(d) \), and the initial condition \( x_{0} \sim f_{0}(x) \) has support on \( X \). Suppose the Lyapunov exponents of \( \{A_{n}\} \) exist and all negative then
\[
\mathcal{H}(y) = \mathcal{H}(d).
\]
where the control \( k(\cdot) \) is assumed to be a deterministic but an otherwise arbitrary map.

**Proof.** As in the proof of Theorem 2.3.4, we consider the evolution of belief process \( \pi_{n}(x,y) \) and its marginal \( f_{n}(x) \). Denoting \( r_{n} = \text{diam}(f_{n}(x)) \), the formula (2.39) implies that
\[
\lim_{n \to \infty} r_{n} = 0.
\]
The remainder of the proof, including the argument for the uniqueness of invariant measure \( \mu \), is the same as in the proof of Theorem 2.3.4, yielding
\[
\mathcal{H}(y) = \int_{\mathcal{S}} \mathcal{H}(d) d\mu = \mathcal{H}(d).
\]
\( \square \)

### 2.4.3 Linear Time-varying Case: Positive Lyapunov Exponents

In the following, we consider the LTV case where the Lyapunov exponents exist and are all positive. The crucial property regarding Lyapunov exponents that we will utilize in this section is that:
\[
\lim_{N \to \infty} \frac{1}{N} \ln |A^{(N)}| = \sum_{k=1}^{m} \lambda_{k}.
\] (2.40)
For the LTI system, this simply says \( \ln |A| = \sum_{k=1}^{m} \lambda_{k} \).

**Theorem 2.4.5.** Consider the closed-loop system (2.30)-(2.32) with linear time-varying dynamics \( \{A_{n}\} \) with all Lyapunov exponents \( \{\lambda_{k}\}_{k=1}^{m} \) assumed to be positive. The disturbance \( \{d_{n}\} \) is i.i.d with the pdf \( q(\cdot) \) and entropy \( \mathcal{H}(d) \).
Assume entropic stability of the closed-loop system (see Definition 2.2.2). Then

\[ H(y) \geq H(d) + \sum_k \lambda_k. \]

Proof. Conditioned on the observations till time \( N \), the uncertainty in the value of state \( x_N \) is

\[
H(x_N|y_0^N) = H(x_0|y_0) + \sum_{n=1}^{N} [H(x_n|y_0^{n-1}) - H(x_{n-1}|y_0^{n-1})] + \sum_{n=2}^{N} [H(x_n|y_0^n) - H(x_{n-1}|y_0^{n-1})].
\]

The term (i) measures the uncertainty only due to the dynamics

\[
H(x_n|y_0^{n-1}) - H(x_{n-1}|y_0^{n-1}) = \ln |A_n|,
\]

so

\[
\sum_{n=1}^{N} [H(x_n|y_0^{n-1}) - H(x_{n-1}|y_0^{n-1})] = \sum_{n=1}^{N} \ln |A_n|,
\]

where the first equality holds for any deterministic choice of control law \( u_n = k(y_n) \) is known. The term (ii) may be simplified using the chain rule for entropy

\[
H(y_n|y_0^{n-1}) + H(x_n|y_0^{n-1}, y_n) = H(x_n|y_0^{n-1}) + H(y_n|x_n, y_0^{n-1})
\]

\[
= H(x_n|y_0^{n-1}) + H(d).
\]

As a result,

\[
H(x_n|y_0^{n-1}) - H(x_{n-1}|y_0^{n-1}) = -H(y_n|y_0^{n-1}) + H(d).
\]

On taking a summation,

\[
\sum_{n=2}^{N} [H(x_n|y_0^{n-1}) - H(x_{n-1}|y_0^{n-1})] = -\sum_{n=2}^{N} [H(y_n|y_0^{n-1}) - H(d)].
\]

Substituting (2.42)-(2.43) in (2.41), one obtains

\[
H(x_N|y_0^N) = H(x_0|y_0) + \sum_{n=1}^{N} \ln |A_n| - \sum_{n=2}^{N} [H(y_n|y_0^{n-1}) - H(d)].
\]

Now, the entropic stability assumption implies

\[
H(x_N|y_0^N) < M
\]

for some finite \( M \).
for all sufficiently large $N$. This is the crucial requirement.

Using the apriori bound in (2.44), we have for sufficiently large $N$:

$$\frac{1}{N} \sum_{n=2}^{N} H(y_n|y_0^{n-1}) \geq \frac{1}{N} \sum_{n=1}^{N} \ln |A_n| + \frac{1}{N} \sum_{n=2}^{N} \mathcal{H}(d) - \frac{M}{N}.$$  

Letting $N \to \infty$, one obtains

$$\mathcal{H}(y) \geq \lim_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} \ln |A_n| + \mathcal{H}(d) = \sum_k \lambda_k + \mathcal{H}(d),$$  

(2.45)

where we have used (2.40) for the final equality. \qed

### 2.4.4 Comparison to Earlier Work

With the additive structure of disturbance input, it is well-known that $\mathcal{H}(y) \geq \mathcal{H}(d)$ on account of causality; cf., [89, 123, 43]. For LTI systems, the Bode formula provides a strict equality for the gap between the two entropy rates (see also Sec. 15.3 in [123]). The results of this section are closely related to the recent work of Martins and Dahleh [39, 40]. In [39] (Theorem 4.1), the authors derive an inequality for LTI plants and a general class of control. They also consider the effect of preview via a limited-bandwidth channel. Theorems 2.4.2 and 2.4.5 in this chapter are natural extensions of these results for LTI and LTV plants respectively. For LTI plants with static but arbitrary control, Theorem 2.4.2 gives an equality for the gap in terms of unstable eigenvalues of the plant. For LTV plants, the inequality in Theorem 2.4.5 is similar to equation (27) in [39]. The differences arise because we consider here LTV dynamics and derive the bound for a very weak condition (entropic stability) on closed-loop stability. Unlike [39], we do not consider preview. Theorem 2.4.4 gives an equality for LTV systems with negative Lyapunov exponents. To the best of our knowledge, there is no counterpart of such a result in literature.

Let $F_{yy}(e^{i\omega})$ denote the spectral density of the output process $\{y_n\}$. Lemma 4.3 in [39] shows that

$$\frac{1}{4\pi} \int_{-\pi}^{\pi} \ln(2\pi eF_{yy}(e^{i\omega})) d\omega \geq \mathcal{H}(y)$$  

(2.46)

with an equality if $\{y_n\}$ is a Gaussian process (see also Theorem 11.6 in [89]). As done in Sec. IV.C in [39], one can use (2.46) together with results of this chapter to obtain frequency domain inequalities in terms of spectral density. For Gaussian disturbance with a spectral density $F_{dd}(e^{i\omega})$, one can also obtain a counterpart of (2.1) – with an inequality – where the sensitivity function in the general case is defined by $S(e^{i\omega}) \equiv \frac{F_{yy}(e^{i\omega})}{F_{dd}(e^{i\omega})}$. 
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2.5 Results For Nonlinear Expanding Dynamics

The general nonlinear case is significantly more difficult than the special cases considered thus far. For non-contractive nonlinear dynamics, different parts of the phase space can account for different uncertainty rates. In general, one cannot expect to obtain fundamental (control-independent) entropy estimates as in the preceding sections. The role of disturbance is important here. For infinitesimally small levels of disturbance, one can show that the entropy is a function of local linearization; for example, see [48, 49] for results on nonlinear stabilization. For very large disturbance, results from certain combustion control experiments [124] also suggest that one recovers effective linearization for certain classes of nonlinearities. This application provides a motivation for the following example.

2.5.1 Example

In this section, we consider a limiting case where dynamics are assumed to be

\[ \alpha(x) = \begin{cases} 
  ax & \text{for } |x| < \frac{L}{2a}, \\
  \text{sgn}(x)\frac{L}{2} & \text{otherwise},
\end{cases} \]  

(2.47)

where \( a > 1 \) and \( X = [-\frac{L}{2}, \frac{L}{2}] \). This is an example with non-uniform expansion where different regions in the phase space \( X \) experience different rates of expansion; see Fig. A.2 (a). For small enough levels of disturbance and a stabilizing control action, one would expect the asymptotic dynamics to be not influenced by saturation. For such a case, the results of the preceding section would hold. Here, we are concerned with the entropy rate in the limit of large disturbance for which we have the following result:

**Theorem 2.5.1.** Consider the closed-loop system (2.3)-(2.5) with \( \alpha(x) \) given by (2.47). We assume a control law \( u = k(y) \) such that the signal process and the belief process are both ergodic (with invariant measures \( \mu^* \) and \( \mu \) respectively). In the limit of large disturbance (as \( d \to \infty \)), the conditional entropy of the output process is given by the asymptotic formula:

\[ \mathcal{H}(y) \sim \ln(d) + O(\frac{\ln(d)}{d}). \]  

(2.49)

**Proof.** As \( n \to \infty \), the marginal \( f_n(x) \) arises from a general distribution of the form:

\[ f(x) = p_1 \delta(x - z_1) + \frac{p_3}{r} \chi_r(x - z_2) + p_2 \delta(x - z_3), \]  

(2.48)

where \( r \in [0,L] \), \( p_3 = 1 - p_1 - p_2 \), and \( z_i \in X \) are arbitrary points such that \( z_2 = \frac{r + z_1}{2} \). For such distributions, \( h_y(\pi) \) has the following general form

\[ h_y(\pi) = \frac{C_1}{d} \ln(d) + C_2 \frac{\ln(d)}{d} + \ln(d), \]  

(2.49)
where \( C_1, C_2 \) are finite constants. The details of the calculation appears in Appendix A.5. Using (2.49), one uses a uniform boundedness argument to write an asymptotic formula

\[
\int_{\mathcal{V}_s} h_y(\pi) d\mu(\pi) \sim \ln(d) + O\left(\frac{\ln(d)}{d}\right)
\]

in the limit as \( d \to \infty \).

Numerical illustration of the asymptotic result appears in the Appendix A.8.

### 2.6 Conclusion

In this chapter, we proposed a hidden Markov model (HMM) framework for establishing Bode-like fundamental limitations for the disturbance rejection problem in nonlinear dynamical systems. In particular, we show that analysis of the asymptotic dynamics of the belief process can be used for evaluating these limitations (right-hand side of the Bode formula for the LTI system) as entropy rate of the output process. The main conclusions of this chapter are:

1. Bode formula is intrinsically related to uncertainty associated with estimation (filtering problem) and not the stabilization of an equilibrium (control problem). For example, Bode-like performance limitations (in terms of extra entropy) arise even if the equilibrium is not stable but the state of the closed-loop system remains bounded.

2. There are no limitations due to dynamics if the plant (nonlinear dynamical system) is contractive. The Bode formula for open-loop stable dynamics is a special case of this general result. Here, a Lyapunov function can be used to define a contractive norm.

3. The performance limitations for LTI plants with Gaussian disturbance is easily understood using equations of Kalman filtering. For the general LTV case, a counterpart of Bode formula arises with positive Lyapunov exponents. There are no additional limitations due to dynamics for the LTV case with negative Lyapunov exponents.

4. For the case of non-uniform expansion, we gave some asymptotic results for a special choice of dynamics (expansion+saturation). It is shown that the performance limitations arise only due to disturbance in the limit of very large disturbance. This is consistent with the experimental results of [124].
Chapter 3

Kullback-Leibler Divergence Rate Metric for Comparing Dynamic Systems

3.1 Introduction

In a recent important work, Tryphon Georgiou considers the problem of comparing power spectral densities [130]. Georgiou bases his considerations on a prediction (filtering) based approach. The main idea is to measure distance between spectral densities in terms of prediction error. With the correct spectral density $S_1(e^{j\omega})$ of a discrete-time random process, the optimal prediction error is given by the celebrated Kolmogorov-Szego formula:

$$\varepsilon = \exp \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln S_1(e^{j\omega}) d\omega \right)$$

(3.1)

where $\varepsilon$ denotes the variance of the prediction error. To measure distance between spectral densities, Georgiou proposes a pseudo-metric as $\ln(\rho)$. The quantity $\rho$ denotes the ratio of the variance of prediction error obtained with an assumed (incorrect) spectral density $S_2$ to the one obtained with the correct spectral density $S_1$. The spectral densities here are used to construct an optimal filter for a random process that is generated according to the correct spectral density. The metric proposed by Georgiou serves to quantify the degradation of prediction error due to an (incorrect) assumption on the spectral density. Certain frequency domain formulae are given that lead to a straightforward method for evaluation of the metric for any two densities $S_1$ and $S_2$.

In this chapter we follow the key idea appearing in Georgiou’s work: that of comparing systems based upon a prediction based approach. If one agrees that a model is a representation of reality (some causal input-output relationship) then it is meaningful to quantify the goodness of the model in terms of the fidelity of its prediction. Since we are concerned with dynamic processes here, a filtering based approach is used to take into account all the available data – in this case, the time history of the past observations. The timely significance of ideas in [130] and here is due to the strong information theoretic flavor of the proposed metrics. Georgiou uses the metric $\ln(\rho)$ to describe the information geometry of the space of spectral densities [130, 53]. We show that $\ln(\rho)$ is in fact closely related to the classical Kullback-Leibler (K-L) rate pseudo-metric that is used to compare stochastic processes. The overall theme fits in nicely with recent attempts to build bridges between information and control theory; cf. [131] and references.
The main goal of this chapter is to outline a prediction based framework for comparing linear and nonlinear input-output systems (see Figure 3.1). Central to the considerations of this chapter is the notion of uncertainty. In particular, we compare systems in terms of additional uncertainty that results for the prediction problem with an incorrect choice of the model. While [130] used variance of the prediction error, we quantify the additional uncertainty in terms of the K-L rate. From an information theory perspective, this makes sense because the K-L rate after all is a measure of uncertainty due to an incorrect choice of model; cf., [89]. From a control theory perspective, the starting point for us is the Kolmogorov-Bode formula:

\[
\mathcal{H}(y) - \mathcal{H}(d) = \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln|L_1(e^{j\omega})| d\omega
\]

(3.2)

where \(L_1\) is the transfer function of a discrete-time linear time-invariant system from input \(d\) to the output \(y\), and \(\mathcal{H}(d)\) and \(\mathcal{H}(y)\) denote their respective entropy rates; cf., [123, 89]. In recent years, several authors including Elia [21], Iglesias [3, 44], Martins and Dahleh [132, 40], Nair, Evans and Mareels [48], and Sun and Mehta [16, 49] have considered information-theoretic extensions of the Bode formula. As noted by Iglesias in [3], the entropy rates are well-defined even in time-domain and provide for a framework for performance analysis of nonlinear systems. Using the entropy rate, performance bounds for nonlinear systems have appeared in Chapter 2.

The prediction-based methodology outlined in this chapter extends these bounds now for model comparison and robustness analysis. Figure 3.1 presents the methodology. The prediction problem is considered with the aid of the conditional probability distribution function (pdf) \(p(y_n|y_{n-1}^0)\). In the Bode formula (3.2), the entropy rate \(\mathcal{H}(y) = E[-\ln(p(y_n|y_{n-1}^0))]\) is a measure of the nominal uncertainty regarding one-step prediction with an exact knowledge of the dynamic model [16]. With an assumed (possibly incorrect) conditional pdf, \(q(y_n|y_{n-1}^0)\), the entropy rate equals \(E[-\ln(q(y_n|y_{n-1}^0))]\). The Kullback-Leibler (K-L) rate is defined as the difference between the two rates,

\[
\Delta \mathcal{H}(y) = -E[\ln(q)] + E[\ln(p)].
\]

The K-L rate captures the additional uncertainty that results due to an incorrect choice of the dynamic model. It thus provides a measure of degradation of prediction performance due to modeling error. In the remainder of this chapter, we refer to the conditional pdfs \(p(y_n|y_{n-1}^0)\) and \(q(y_n|y_{n-1}^0)\) as the “belief-process” with the true model and the assumed model, respectively.

The primary difference between our work and [130] is in the choice of quantity used to measure the additional uncertainty – K-L rate here and variance of the prediction error in [130]. In the prediction-based setting of Fig. 3.1, the use of K-L rate can be justified as an extension of the large deviation theorem of Sanov [133] (see also Theorem 12.4.1
Figure 3.1: Prediction-based comparison of dynamical systems: \( \{y_n\} \) is an output process for dynamical system \( M_1 \). \( p(y_n|y_{n-1}) \) is the belief (conditional pdf) with true model \( M_1 \); \( q(y_n|y_{n-1}) \) is the belief with the assumed model \( M_2 \). Entropy rate \( \mathcal{H} = -E[\ln(p)] \) is the average uncertainty in predicting \( y_n \) if the model \( (M_1) \) is known; K-L rate \( \Delta\mathcal{H} = E[\ln(p/q)] \) is the additional uncertainty that results with the assumed possibly incorrect model \( (M_2) \).

Instead of literature, the contributions of this chapter are as follows. One, we clarify the relationship between the K-L rate and the metric proposed in [130, 53]. This relationship helps explain some aspects of the information geometry described in their paper [53]. Two, we provide detailed frequency domain formulae for the K-L rate in the linear Gaussian case. These formulae establish the relationship of the K-L rate to the Bode formula whose information theoretic interpretation has been a topic of intense investigation in recent years (see [21, 3, 132, 40, 48, 16, 49]). To the best of our knowledge, such frequency domain formulae do not appear in the literature. Three, we consider nonlinear extensions in terms of the optimal prediction model and the stochastic linearization. In addition to constructive model reduction algorithms given here, such extensions can aid in further development of information-theoretic approaches for robustness analysis in control of nonlinear systems.

The chapter is organized in two parts. In the first part, we consider the prediction-based methodology of Fig. 3.1.
for linear models and the Gaussian noise. The goal of the first part is to interpret and extend the results of [130, 53] in terms of K-L rate. Using a formula for pair of Gaussian processes [57], we show that for a single-input-single-output (SISO) system,

$$\Delta \mathcal{H}(L_1, L_2) = \frac{1}{2r} \{ \rho - 1 \} + \frac{1}{2} \left\{ \ln(r) + \frac{1}{r} - 1 \right\},$$  \hspace{1cm} (3.3)

where $\rho$ is the ratio of the variance of the prediction error with $L_2$ (assumed model) to the variance of the prediction error with $L_1$ (true model), and $r$ is the ratio of variance of the belief process with $L_2$ to the variance of the belief process with $L_1$. The significance of the two terms is discussed in detail. In particular, the term (ii) is closely related to the standard K-L distance between two pdfs for i.i.d processes. In dynamic settings, it captures the effect of scaling (multiplying one of the models by a constant) and non-minimum phase zeros. The term (i) is related to Georgiou’s metric $\ln(\rho)$. Just as $\ln(\rho)$, it is a measure of the extra prediction error resulting due to modeling error. Frequency-domain interpretations of the K-L rate (formula (3.3)) are also discussed.

One of the differences between the K-L rate and a metric (such as $\ln(\rho)$) based solely on the quantity $\rho$ is that the latter is independent of simply scaling one model with respect to the other. The K-L rate however is sensitive to scaling because multiplying one of the models by a constant factor affects the value of $r$. For given SISO transfer function models $L_1$ (true model) and $L_2$ (assumed model), one may ask what is the optimal scaling constant $k$ that minimizes the K-L rate between $L_1$ and $kL_2$. In this chapter, we show that the minimal value

$$\Delta \mathcal{H}^* = \min_{k \in \mathbb{R}} \Delta \mathcal{H}(L_1, kL_2) = \frac{1}{2} \ln(\rho)$$ \hspace{1cm} (Theorem 3.3.7)  \hspace{1cm} (3.4)

actually gives the metric proposed in [130]. In words, $\frac{1}{2} \ln(\rho)$ is the K-L rate provided one chooses the scaling constant $k$ optimally. It is additionally shown that $\rho = r$ in this case. This property has some interesting implications in model reduction applications that are discussed.

While the use of entropy (as opposed to variance) is different and perhaps even mildly interesting, one may ask the reason for pursuing this thread given the same justification and the basic overall methodology as in [130]. This is addressed in the second part of this chapter that is concerned with application to nonlinear dynamical systems.

One difference between this work and [130] is in the nature of modeling: [130] uses power spectral density as a means to represent the model while the considerations of this chapter are based upon the belief process (conditional pdf) $p(y_n|y_{n-1}^0)$. The belief process is well defined for nonlinear systems and we utilize the K-L rate to consider model reduction issues in such systems. Model reduction in terms of the belief process directly is shown to lead to the so-called optimal prediction model that appear in the recent work of Chorin [90] and Meyn [91]. For the particular case of linear systems, these considerations are applied to obtain a solution of the model reduction problem for auto
regressive (AR) models. Finally, we also use the K-L rate to obtain a formula for stochastic linearization of a nonlinear dynamical system. These three examples serve to illustrate the utility of the proposed metric to a range of modeling issues.

The outline of this chapter is as follows. In Section 3.2, we introduce the problem and express the K-L rate in terms of the belief process. In Section 3.3, we present time-domain and frequency domain formulae for the linear (model) and Gaussian (noise) case. We discuss the effect of scaling and non-minimum phase zeros, and relate the K-L rate to the metric proposed in Georgiou’s work [130]. In Section 3.4, we present three examples where the metric is used for model reduction purposes. Finally, conclusions and some directions for future research are discussed in Section 3.5.

3.2 Problem Setup

In this chapter we consider nonlinear discrete-time dynamical system:

\[
\begin{align*}
x_{n+1} &= T(x_n, d_n) \\
y_n &= C(x_n, d_n),
\end{align*}
\]

where \( n \) is the discrete time-step, \( x_n \in X \subset \mathbb{R}^m \) is the state, \( y_n \in Y \subset \mathbb{R}^m \) is the output, \( d_n \in D \subset \mathbb{R}^m \) is an i.i.d. noise input with a known distribution, and the noise \( d_n \) is also assumed to be independent of current and past values of state \( x_0 \). At this stage, the structure is fairly general: \( T : X \times D \rightarrow X \) and \( C : X \times D \rightarrow Y \) are assumed to be discrete-time maps. The initial condition \( x_0 \) is assumed unknown. For well-posedness purposes, we assume maps \( T \) and \( C \) to be continuous and \( X \) to be compact in the general nonlinear case. For linear models, \( X \) need not be compact but we require dynamics to be stable and observable. In expressing frequency domain formulae for linear models, we will restrict to the single-input-single-output (SISO) case.

To help with the analysis, we employ a stochastic formalism to represent the dynamical system (3.5). In particular,

\[
\text{Prob}(x_n|x_0^{n-1}) = \text{Prob}(x_n|x_{n-1}).
\]

So, the dynamical system \( T \) defines a Markov chain on \( X \). Taking the output \( y_n \) to be the observation and \( x_n \) to be the underlying state, we have a hidden Markov model (HMM). We analyze the dynamics of (3.5) by considering the evolution of pdf \( p_{x_n}(x) \) on \( X \) and \( p_{y_n}(y) \) on \( Y \). The Markov formalism is utilized for propagation of these density
functions; cf., [126, 134]. In particular (3.5) is written as:

\[
\begin{align*}
p_{x_{n+1}}(x) &= \int_X t(x|\tilde{x}) p_{x_n}(\tilde{x}) d\tilde{x} \\
p_{y_n}(y) &= \int_X c(y|\tilde{x}) p_{x_n}(\tilde{x}) d\tilde{x},
\end{align*}
\]

(3.6)

where \(t(x|\tilde{x})\) and \(c(y|\tilde{x})\) are the so-called stochastic kernels for \(T\) and \(C\) respectively (see Ch. 7 in [126]).

### 3.2.1 Belief Propagation and Entropy Rate

To assess uncertainty associated with the prediction problem, the starting point is the conditional entropy

\[
\mathcal{H}(y) = \lim_{n \to \infty} H(y_n|y_{n-1}, \ldots, y_0),
\]

(3.7)

of the output process \(\{y_n\}\), provided the limit exists. The conditional entropy is a measure of uncertainty regarding the next observation conditioned on the entire history of past observations. It is obtained by considering the asymptotic dynamics of the belief process about state \(x_n\), denoted as \(\pi_n(x) \doteq p_{x_n|y_{n-1}}(x|y_{n-1})\); cf., [107]. The conditional pdf represents one’s belief in the current state given all the past observations.

From \(n \to n+1\), the belief process is obtained by considering the filtering problem. It evolves in two steps: first conditioning based on the current observation \(y_n = y_n\), followed by an update step to account for the effect of dynamics:

\[
\begin{align*}
\text{conditioning:} \quad & \pi^+_n(x) = \frac{\pi_n(x) \cdot c(y_n|x)}{\int_X \pi_n(s) \cdot c(y_n|s) ds} \\
\text{dynamics:} \quad & \pi_{n+1}(x) = \int_X t(x|s) \pi^+_n(s) ds,
\end{align*}
\]

(3.8)

Given \(\pi_n(x)\), the conditional pdf for the output process is given by

\[
p_n(y|y_{0}^{n-1}) \doteq p_{y_n|y_{0}^{n-1}}(y|y_{0}^{n-1}) = \int_X c(y|x) \pi_n(x) dx.
\]

(3.9)

In terms of the conditional pdf, the conditional entropy of interest is an expectation of \([-\ln p(y_n|y_{0}^{n-1})]\):

\[
\mathcal{H}(y) = \lim_{n \to \infty} \mathbb{E}_{p(y_0)} [-\ln p(y_n|y_{0}^{n-1})],
\]

(3.10)

provided the limit exists. Note \(p(y_0)\) is the joint pdf of the output process \(\{y_n\}\) obtained using the true model. If \(\{y_n\}\) is an i.i.d process then (3.10) is the expected value of \(-\ln[p(y_n)]\) which gives the entropy of a random variable. With
a slight abuse of terminology, we will refer to the conditional pdf $p_{y_n|y_{0}^{n-1}}(y|y_{0}^{n-1})$ as the belief process with the true model.

**Remark 3.2.1.** *In the theorems and examples described in this chapter, the limit in both (3.7) and (3.10) can be shown to exist. If the limit does not exist then one may consider the entropy rate, provided it exists, instead of the conditional entropy. In the case where the conditional entropy exist, the two are equal [123].*

The conditional entropy is chosen as a metric because we are concerned here only with the uncertainty in the steady-state asymptotic regime. In obtaining bounds and model approximation results, we will thus frequently invoke stationarity of the output process $\{y_n\}$. Such a setting is consistent with the spectral density based approach of [130] and allows us to make comparisons with their results. In principle, however, it is possible to extend the prediction-based methodology of Fig. 3.1 to consider transient behavior. This may be done, for instance, by using entropy $H(\{y_0, y_1, \ldots\})$ instead of the entropy rate.

### 3.2.2 Kullback-Leibler Rate Metric

The belief process $p(\{y_n\}|y_{0}^{n-1})$ depends upon the model (transition kernels $t$ and $c$ in (3.8)) that is used for the purposes of filtering. We reserve the notation $p(\{y_n\}|y_{0}^{n-1})$ to denote the belief process for the true model and the notation $q(\{y_n\}|y_{0}^{n-1})$ to denote it for the assumed (possibly incorrect) model. With the latter, the formula for the conditional entropy is given by

$$\hat{H}(y) = \lim_{n \to \infty} E_{p(y_n)}[-\ln q(y_n|y_{0}^{n-1})],$$

(3.11)

where the hat notation is used to draw attention to the fact that it is the entropy rate with the assumed model. Note that the observation process $\{y_n\}$ is still obtained using the true model. Thus, the expectation operator in (3.11) is the same as in (3.10), i.e., $p(y_0^n)$ is the (true) joint pdf of the output. With an i.i.d assumption, this is just the expected value of $-\ln[q(y_n)]$.

Now, the Kullback-Leibler (K-L) rate – measure of additional uncertainty between the true model (associated belief $p(\{y_n\}|y_{0}^{n-1})$) and the assumed model (associated belief $q(\{y_n\}|y_{0}^{n-1})$) – is defined to be the difference between the two rates (3.10) and (3.11):

$$\Delta H = \hat{H}(y) - H(y).$$

In terms of the two belief processes,

$$\Delta H = \lim_{n \to \infty} E_{p(y_n)} \ln \frac{p(y_n|y_{0}^{n-1})}{q(y_n|y_{0}^{n-1})}$$

$$= \lim_{n \to \infty} E_{p(y_n)} D_{KL}(p_n(y|y_{0}^{n-1})\|q_n(y|y_{0}^{n-1})).$$

(3.12)
where
\[
D_{KL}(p_n(y|y_{0}^{n-1})||q_n(y|y_{0}^{n-1})) = \mathbb{E}_{p(y_{0}^{n})} \left[ \ln \frac{p(y_n|y_{0}^{n-1})}{q(y_n|y_{0}^{n-1})} \right].
\]

If the process \{y_n\} is \(N\)th order Markov (i.e., if \(p(y_n|y_{n-1}) = p(y_n|y_{n-N})\) and \(q(y_n|y_{n-1}) = q(y_n|y_{n-N})\)) then
\[
\Delta \mathcal{H} = \lim_{n \to \infty} E_{p(y_{n-1})} D_{KL}(p(y_n|y_{n-1})||q(y_n|y_{n-1})).
\]

The K-L rate \(\Delta \mathcal{H}\) is non-negative but not symmetric and does not satisfy the triangle inequality.

**Example 3.2.2.** To clarify some of these concepts and notation, we consider a first-order auto regressive (AR) example with true model
\[
M_1: \quad y_{n+1} = \alpha_1 y_n + d_n,
\]
and an assumed model
\[
M_2: \quad y_{n+1} = \alpha_2 y_n + d_n,
\]
where \(\alpha_1, \alpha_2 \in (-1, 1)\), and \(d_n \sim N(0, \sigma^2)\) is an input process assumed here to be Gaussian and i.i.d (white noise). It is straightforward to verify that the output process \(\{y_n\}\), obtained using the true model \(M_1\), is Gaussian with stationary density given by \(N(0, \sigma_1^2)\). We also recall that the entropy of the white noise input \(\mathcal{H}(d) = \frac{1}{2} \ln(2\pi e \sigma^2)\) (see pp. 560 in [123]).

The first-order AR model implies that the belief process is first-order Markov, i.e.,
\[
p(y_n|y_{n-1}) = p(y_n|y_{n-1}), \quad q(y_n|y_{n-1}) = q(y_n|y_{n-1}).
\]

Assuming stationarity, we have
\[
p(y_n|y_{n-1}) = N(\alpha_1 y_{n-1}, \sigma^2), \quad q(y_n|y_{n-1}) = N(\alpha_2 y_{n-1}, \sigma^2), \\
p(y_n,y_{n-1}) = N(0, \Sigma),
\]
where
\[
\Sigma^{-1} = \frac{1}{\sigma^2} \begin{bmatrix} 1 & -\alpha_1 \\ -\alpha_1 & 1 \end{bmatrix}.
\]
The baseline (true) conditional entropy is given by
\[
\mathcal{H}(y) = \lim_{n \to \infty} H(y_n|y_{n-1}) = \lim_{n \to \infty} \mathbb{E}_{p(y_{n-1})} \ln [-p(y_n|y_{n-1})] = \mathcal{H}(d).
\]
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This means that the uncertainty in predicting \( y_n \) arises only due to the unknown noise. Clearly, given the past observations \( y_{n-1}^{n-1} \), the prediction of the current output, denoted by \( \hat{y}_n = \alpha_1 y_{n-1} \). The variance of the prediction error

\[
\epsilon_1 \doteq \lim_{n \to \infty} E[(y_n - \hat{y}_n)^2] = \lim_{n \to \infty} E[(y_n - \alpha_1 y_{n-1})^2] = \lim_{n \to \infty} E[d_n^2] = \sigma^2
\]

is the variance of the noise. This is also consistent with the conclusion of (3.16).

With the assumed model \( M_2 \),

\[
\hat{y}(y) = H(d) + \lim_{n \to \infty} E[p(y_n, y_{n-1}) \ln \frac{p(y_n | y_{n-1})}{q(y_n | y_{n-1})}] = H(d) + \Delta \hat{H}.
\]

Using (3.15), one obtains an explicit formula

\[
\Delta \hat{H} = \lim_{n \to \infty} E[p(y_n, y_{n-1}) \ln \frac{p(y_n | y_{n-1})}{q(y_n | y_{n-1})}] = \frac{(\alpha_2 - \alpha_1)^2}{2(1 - \alpha_1^2)}.
\]

(3.18)

This means that additional uncertainty results due to the modeling error. While (3.18) describes this additional uncertainty in terms of entropy, one can instead also consider variance of the prediction error. With the assumed model \( M_2 \), the prediction \( \hat{y}_n = \alpha_2 y_{n-1} \). The variance of the prediction error

\[
\epsilon_2 \doteq \lim_{n \to \infty} E[(y_n - \hat{y}_n)^2] = \lim_{n \to \infty} E[(\alpha_1 y_{n-1} + d_n - \alpha_2 y_{n-1})^2] = \lim_{n \to \infty} (\alpha_2 - \alpha_1)^2 E[y_{n-1}^2] + E[d_n^2] = \frac{(\alpha_2 - \alpha_1)^2}{1 - \alpha_1^2} \sigma^2 + \sigma^2.
\]

(3.19)

The first term is a measure of the additional uncertainty in terms of variance of the prediction error. In particular, using (3.17) and (3.19),

\[
\rho = 1 + \frac{(\alpha_2 - \alpha_1)^2}{1 - \alpha_1^2},
\]

(3.20)

where we recall that \( \rho \) denotes the ratio of the variance of the prediction error with the assumed model \( M_2 \) to the
variance of the prediction error with the true model $M_1$.

Before closing this section, we note connections to

1. **Bode formula**: The conditional entropy for the true model ($\mathcal{H}(y)$ in (3.16)) is also obtained as consequence of Bode formula (3.2). The right hand side of (3.2) is zero in this case.

2. **Georgiou’s metric**: Comparing (3.18) and (3.20), we have

$$\Delta \mathcal{H} = \frac{1}{2} \{ \rho - 1 \}. \quad (3.21)$$

The quantity $\rho$ was introduced to define a metric in [130] (see equation (8) in [130]). The relationship in (3.21) is no coincidence. A more general expression for this relationship appears in the following section.

In the remainder of this chapter, the K-L rate (3.12) is used to compare two dynamical systems. In theory, the Markovian representation (3.6) allows one the flexibility to compare a general class of nonlinear dynamical systems. In practice, entropy rates for a general HMM are difficult to compute for all but certain special cases. Nevertheless, one can use the framework to obtain meaningful bounds and algorithms for important class of problems.

### 3.3 Linear Gaussian Case

In this section, we consider a special case where the maps $T$ and $C$ in (3.5) are assumed be linear and time-invariant. As before, $M_1$ denotes the true model while $M_2$ is the assumed model. The state-space equations for the two systems are:

$$M_i : \begin{align*}
x_{n+1} &= A_i x_n + B_i d_n \\
y_n &= C_i x_n + D_i d_n,
\end{align*} \quad (3.22)$$

where $x_n \in \mathbb{R}^{m_x}$, $y_n \in \mathbb{R}^{m_y}$, $d_n \in \mathbb{R}^{m_d}$, with $m_x, m_d \geq 1$. $A_i$ is assumed to have all its eigenvalues inside the unit circle, $(A_i, C_i)$ is observable, and $d_n \sim \mathcal{N}(0, R)$ is i.i.d and Gaussian. We denote $L(z) = C_i (zI - A_i)^{-1}B_i + D_i$ to be the input-output transfer function obtained after taking the $z$-transform of (3.22). In the following, these models are used for the purposes of prediction (filtering) only. $\{y_n\}$ is used to denote the output process obtained from the true model $M_1$ (see Fig. 3.1).

#### 3.3.1 Belief Propagation – Kalman Filtering

For the linear Gaussian problem, the evolution of the belief process ($\pi_n \rightarrow \pi_{n+1}$) reduces to the Kalman filtering equations. The simplification arises because, assuming stationarity, $\pi_{i,n}$ (denoting $\pi_n$ for $i = 1, 2$), $p_n$ and $q_n$ are all
With the true model, consider only the asymptotic dynamics of process $q_i$. We first state the following simple lemma for the K-L distance between a pair of Gaussian pdfs (see [57]):

\[
\text{K-L distance between their pdfs is given by}
\]

\[\text{Lemma 3.3.1. Consider two } m_i\)-dimensional normal random vectors \(s_1 \sim N(\mu_1, \Sigma_1)\) and \(s_2 \sim N(\mu_2, \Sigma_2)\), then the K-L distance between their pdfs is given by}

\[
D_{KL}(s_1 | s_2) = \frac{1}{2} \left( \ln \frac{|\Sigma_1|}{|\Sigma_2|} + \text{tr} (\Sigma_2^{-1} \Sigma_1) - m_2 + \frac{1}{2} \text{tr} (\Sigma_2^{-1} \{(\mu_2 - \mu_1)'(\mu_2 - \mu_1)\}) \right),
\]

where we recall that $p_n$ and $q_n$ denote belief processes with models $M_1$ and $M_2$, respectively. The Kalman filtering equations give the recursion formula, special case of (3.8), for $\hat{x}_{i,n}, P_{i,n}$, and $\Sigma_{i,n} = C_i P_{i,n} C_i' + D_i R D_i'$ (see Ch. 9 in [135]).

Since the entropy rate is a measure of the uncertainty in the steady-state (asymptotically as $n \to \infty$), it suffices to consider only the asymptotic dynamics of $P_{i,n}$. If $(A_i, C_i)$ is observable, $P_{i,n}$ converges to a unique positive semi-definite solution $P_i$ of the discrete algebraic Riccati equation (DARE):

\[
P_i A_i P_i' + B_i R B_i' - (A_i P_i C_i' + B_i R D_i')(C_i P_i C_i' + R)^{-1} (A_i P_i C_i' + B_i R D_i')'.
\]

We denote the steady-state covariance matrix of the belief process $p_n$ as $\Sigma_1$ and the covariance matrix of the belief process $q_n$ as $\Sigma_2$. These are given by

\[
\Sigma_i = \lim_{n \to \infty} \Sigma_{i,n} = C_i P_{i,n} C_i' + D_i R D_i'.
\]

With the true model $M_1$, the covariance of the prediction error is

\[
\varepsilon_1 = \lim_{n \to \infty} \mathbb{E} \left[ (y_n - \hat{y}_{1,n})(y_n - \hat{y}_{1,n})' \right] = \Sigma_1.
\]

With the assumed model $M_2$, it is

\[
\varepsilon_2 = \lim_{n \to \infty} \mathbb{E} \left[ (y_n - \hat{y}_{2,n})(y_n - \hat{y}_{2,n})' \right]
\]

\[
= \varepsilon_1 + \lim_{n \to \infty} \mathbb{E} \left[ (\hat{y}_{1,n} - \hat{y}_{2,n})'(\hat{y}_{1,n} - \hat{y}_{2,n}) \right].
\]

3.3.2 Formula for $\Delta \mathcal{H}(M_1, M_2)$

We first state the following simple lemma for the K-L distance between a pair of Gaussian pdfs (see [57]):

**Lemma 3.3.1.** Consider two $m_i$-dimensional normal random vectors $s_1 \sim N(\mu_1, \Sigma_1)$ and $s_2 \sim N(\mu_2, \Sigma_2)$, then the K-L distance between their pdfs is given by

\[
D_{KL}(s_1 | s_2) = \frac{1}{2} \left( \ln \frac{|\Sigma_1|}{|\Sigma_2|} + \text{tr} (\Sigma_2^{-1} \Sigma_1) - m_2 + \frac{1}{2} \text{tr} (\Sigma_2^{-1} \{(\mu_2 - \mu_1)'(\mu_2 - \mu_1)\}) \right),
\]
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Using this lemma, we have the following theorem for LTI systems with Gaussian noise as input:

**Theorem 3.3.2.** Consider two stable MIMO linear systems $M_1$ and $M_2$ with a $m_o$-dimensional output space (see (3.22)). $(A_i, C_i)$ is observable, and $d_n \sim N(0, R)$ is i.i.d. Let $\Sigma_1$ and $\Sigma_2$ denote the steady-state covariance matrices of the two belief processes with models $M_1$ and $M_2$ (see (3.25)), and $\varepsilon_2$ denotes the covariance matrix of the prediction error with model $M_2$ (see (3.26)). With this notation, the K-L rate is given by

$$\Delta \mathcal{H}(M_1, M_2) = \frac{1}{2} \left( \text{tr}(\Sigma_2^{-1} \varepsilon_2) + \ln \left| \frac{\Sigma_2}{\Sigma_1} \right| - m_o \right),$$

(3.28)

**Proof.** Using Lemma 3.3.1 together with notation of (3.23), we have

$$D_{KL}(p_n \| q_n) = \frac{1}{2} \left( \ln \left| \frac{\Sigma_2}{\Sigma_1} \right| + \text{tr}(\Sigma_2^{-1} \Sigma_1) - m_o \right) + \frac{1}{2} \text{tr}(\Sigma_2^{-1}(\hat{y}_{2,n} - \hat{y}_{1,n})'(\hat{y}_{2,n} - \hat{y}_{1,n}))$$

From the K-L rate formula (3.12), $\Delta \mathcal{H}(M_1, M_2)$ takes the following form:

$$\lim_{n \to \infty} \mathbb{E}_{\mathcal{P}(\mathcal{G})} D_{KL}(p_n \| q_n) = \lim_{n \to \infty} \frac{1}{2} \left( \ln \left| \frac{\Sigma_2}{\Sigma_1} \right| + \text{tr}(\Sigma_2^{-1} \Sigma_1) - m_o \right) + \frac{1}{2} \text{tr}(\Sigma_2^{-1}(\hat{y}_{2,n} - \hat{y}_{1,n})'(\hat{y}_{2,n} - \hat{y}_{1,n}))$$

(3.29)

where the final equality is obtained by taking the limit, which exists because $(A_i, C_i)$ is observable. It is a straightforward calculation to see that the two terms are both non-negative. Let $Y \doteq \Sigma_2^{-1} \Sigma_1$ and $\lambda_1, \lambda_2, \ldots, \lambda_{m_o}$ be its eigenvalues. Using these eigenvalues, the first term equals

$$\frac{1}{2} \left\{ \sum_{i=1}^{m_o} (\lambda_i - \ln \lambda_i - 1) \right\},$$

which is non-negative because $\lambda_i - \ln \lambda_i - 1 \geq 0$. The second term $\text{tr}(\Sigma_2^{-1}(\varepsilon_2 - \Sigma_1)) \geq 0$ because the trace of the product of two positive semi-definite matrices $\Sigma_2^{-1}$ and $\varepsilon_2 - \Sigma_1$ is non-negative. Note $\varepsilon_2 - \Sigma_1$ is positive semi-definite on account of (3.26). □

In the SISO case, the variances of the prediction error $\varepsilon_1$ and $\varepsilon_2$ are scalar with $\varepsilon_2 \geq \varepsilon_1$. After [130], we denote

$$\rho(M_1, M_2) \doteq \frac{\varepsilon_2}{\varepsilon_1}$$

(3.30)
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to be their ratio. As originally noted in [130], $\rho$ provides a measure of degradation in prediction performance because of assuming an incorrect model. In the SISO case, we take the variance of noise $R = \sigma^2$, and denote $\sigma_2^2 \doteq \Sigma_2$ and $\sigma_1^2 \doteq \Sigma_1$. Using these, we define a non-dimensional quantity:

$$r(M_1,M_2) \doteq \frac{\sigma_2^2}{\sigma_1^2}$$  \hspace{1cm} (3.31)

In words, $r$ is the ratio of steady-state variance of the belief process with assumed model $M_2$ to variance of the belief process with the true model $M_1$.

For the SISO case, the K-L rate can be expressed in terms of $\rho$ and $r$:

**Corollary 3.3.3.** Consider two stable SISO linear systems $M_1$ and $M_2$ as in (3.22) where $(A_i,C_i)$ is observable, and $d_n \sim N(0, \sigma^2)$ is i.i.d and Gaussian input with variance $\sigma^2$. The K-L rate

$$\Delta \mathcal{H}(M_1,M_2) = \frac{1}{2r} \left\{ \rho - 1 \right\} + \frac{1}{2} \left\{ \ln(r) + \frac{1}{r} - 1 \right\},$$  \hspace{1cm} (3.32)

where $\rho$ is given by (3.30) and $r$ by (3.31).

**Proof.** The formula follows from direct substitution of (3.30) and (3.31) in (3.29). \Box

In many situations of interest, $r = 1$ and thus $\Delta \mathcal{H} = \frac{1}{2} (\rho - 1)$. In the following, we discuss one such example that is a generalization of the Example 3.2.2.

**Example 3.3.4.** Let $M_i$ be a stable AR(N) model:

$$y_{n+1} = a_{N-1}^i y_n + a_{N-2}^i y_{n-1} + \cdots + a_0^i y_{n-N+1} + d_n,$$

where $\{d_n\} \sim N(0, \sigma^2)$ is a white noise input. Consider a coordinate for the state

$$x_n = [y_{n-N+1}, \ldots, y_n]_{1 \times N},$$  \hspace{1cm} (3.33)
to write the state-space matrices (for representation (3.22)):

\[
A_i = \begin{pmatrix}
0 & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
a_0^i & a_1^i & a_2^i & a_3^i & \cdots & a_{N-1}^i
\end{pmatrix}_{N \times N}
\]

\[
B_i = (0, 0, \cdots, 1)^\prime_{1 \times N} \doteq B
\]

\[
C_i = (0, 0, \cdots, 1)^\prime_{1 \times N} \doteq C
\]

Using (3.33), the knowledge of past observations \(y_{n-1}^n\) is sufficient to determine the state \(x_{n-1}\) for values of \(n > N\). In such a case, assuming stationarity, the two belief processes are given by

\[
p_n(y) = \frac{1}{\sqrt{2\pi(CB)^2}\sigma^2} \exp\left\{\frac{(y - CA_1x_{n-1})^2}{2(CB)^2\sigma^2}\right\},
\]

\[
q_n(y) = \frac{1}{\sqrt{2\pi(CB)^2}\sigma^2} \exp\left\{\frac{(y - CA_2x_{n-1})^2}{2(CB)^2\sigma^2}\right\}.
\]

So,

\[
\ln\left(\frac{p_n}{q_n}\right) = \frac{(y - CA_2x_{n-1})^2}{2(CB)^2\sigma^2} - \frac{(y - CA_1x_{n-1})^2}{2(CB)^2\sigma^2}.
\]

Note \(CB = 1\) and after taking an expectation with respect to \(p_n\), we obtain

\[
D_{KL}(p_n||q_n) = E_{p_n} \ln\left(\frac{p_n}{q_n}\right) = \frac{(CA_2x_{n-1} - CA_1x_{n-1})^2}{2\sigma^2}
\]

\[
= \frac{(CA_2 - CA_1)(x_{n-1} - 1)(CA_2 - CA_1)^\prime}{2\sigma^2}.
\]

(3.34)

The right hand side is in fact proportional to the additional variance that results due to the incorrect choice of the model \(M_2\) instead of \(M_1\). Indeed at the \(n^\text{th}\) time-step, the variance of the prediction error with the assumed model \(M_2\) is given by

\[
\varepsilon_{2,n} = (CA_2x_{n-1} - CA_1x_{n-1})^2 + \sigma^2,
\]
so the right hand side of (3.34) is simply \( \frac{\varepsilon_2 - \sigma^2}{2\sigma^2} \). Using (3.34), we also obtain

\[
\Delta \mathcal{H}(M_1, M_2) = \lim_{n \to \infty} E p_{n|n-1} D_{KL}(p_n \| q_n) = \frac{C(A_2 - A_1) \Sigma_{\text{xx}}(A_2 - A_1) C^T}{2\sigma^2}.
\]

(3.35)

where \( \Sigma_{\text{xx}} \) is the \( N \times N \) auto-covariance matrix of the state \( x_n \). It is obtained as a solution of a Lyapunov equation:

\[
A \Sigma_{\text{xx}} A' - \Sigma_{\text{xx}} = -\sigma^2 B B'.
\]

It is worthwhile to note that the right hand side of (3.35) provides a formula for \( \Delta \mathcal{H} \) and for \( \frac{\rho - 1}{2} \) in terms of the parameters of the two models, \( A_1 \) and \( A_2 \) in this case. If \( N = 1 \), this formula reduces to (3.18) for the scalar Example 3.2.2.

From Corollary 3.3.3 and this example, we see that one of the parameter (\( \rho \)) in the expression of \( \Delta \mathcal{H} \) is a measure of extra variance of the prediction error resulting due to the incorrect choice of the model. In the following section, we show that the other parameter \( r \) arises due to scaling and/or non-minimum phase zeros.

### 3.3.3 Frequency Domain Formula for the SISO Case

In order to obtain a frequency domain formula for the K-L rate, it is convenient to express the SISO linear model (3.22) as a transfer function

\[
L_i(z) = \frac{z^{-n_i} (b_{0_i} + b_{1_i} z^{-1} + \cdots + b_{n_i} z^{-n_i})}{1 + a_{1_i} z^{-1} + \cdots + a_{m_i} z^{-m_i}},
\]

for \( i = 1, 2 \). We assume that \( L_i(z) \) is stable and has no zeros on the unit circle. With the model \( i \), the spectral density of the output process \( \{y_n\} \) is given by

\[
S_i(e^{j\omega}) = |L_i(e^{j\omega})|^2 \sigma^2.
\]

In (3.32), we expressed \( \Delta \mathcal{H} \) in term of \( \rho \), \( \sigma_1^2 \) and \( \sigma_2^2 \). These quantities have the following frequency domain formulae:

\[
\frac{\sigma_2^2}{\sigma_1^2} = \exp \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln |L_i(e^{j\omega})|^2 d\omega \right),
\]

(3.36)

\[
\rho = \frac{\left( \frac{1}{2\pi} \int_{-\pi}^{\pi} |L_i(e^{j\omega})|^2 d\omega \right)}{\exp \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln |L_i(e^{j\omega})|^2 d\omega \right)},
\]

(3.37)
Equation (3.36) is the Szego formula and (3.37) is due to T. Georgiou (see equation (9) in [130]). Using (3.36) in formula (3.31) for \( r \), we have

\[
r = \frac{\sigma_2^2}{\sigma_1^2} = \exp\left(\frac{1}{2\pi} \int_{-\pi}^{\pi} \ln\left(\frac{|L_2(e^{j\omega})|^2}{|L_1(e^{j\omega})|^2}\right) d\omega\right). \tag{3.38}
\]

Using (3.32), we then get a frequency domain expression for the K-L rate

\[
\Delta \mathcal{H}(L_1, L_2) = \frac{1}{2} \left( \ln(r) + \frac{\rho}{r} - 1 \right)
\]

\[
= \frac{1}{2} \left( \frac{1}{2\pi} \int_{-\pi}^{\pi} \ln\left(\frac{|L_2|^2}{|L_1|^2}\right) d\omega + \frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{|L_1|^2}{|L_2|^2} d\omega - 1 \right), \tag{3.39}
\]

where the notation \( \Delta \mathcal{H}(L_1, L_2) \) is used to draw attention to the fact that the right hand side gives a formula for the K-L rate in terms of the transfer functions \( L_1 \) and \( L_2 \). Note that all of the terms in this formula depend only upon the magnitude \( |L_i(e^{j\omega})| \) of the two transfer functions. As a simple corollary, if \( |L_1(e^{j\omega})| = |L_2(e^{j\omega})| \) then \( \Delta \mathcal{H}(L_1, L_2) = 0 \). This is consistent with the prediction (filtering) based nature of the metric. As already noted in [130], \( \rho \) is invariant to scaling either \( L_1 \) or \( L_2 \) by a constant. Unlike \( \rho \), \( r \) varies with scaling. The following two examples are used to discuss the properties of \( r \):

**Example 3.3.5.** Let \( L_1(z) = \tilde{L}(z) \) and \( L_2(z) = k\tilde{L}(z) \) where \( \tilde{L}(z) \) is assumed stable with no zeros on the unit circle. In this case, \( \rho = 1 \) and \( \Delta \mathcal{H} \) arises only due to the scaling constant \( k \). Using (3.36), we have \( \sigma_2^2 = k^2 \sigma_1^2 \), i.e., \( r = k^2 \). Using the formula (3.32) in Corollary 3.3.3:

\[
\Delta \mathcal{H}(L_1, L_2) = \ln(|k|) + \frac{1 - k^2}{2k^2}. \tag{3.40}
\]

Note that if \( \tilde{L}(z) = 1 \) then the process \( \{y_n\} \) is i.i.d. and the right hand side is in fact the Kullback-Leibler distance between the two stationary pdfs \( p_{d_n}(\cdot) = N(0, \sigma^2) \) and \( p_{d_kn}(\cdot) = N(0, k^2 \sigma^2) \).

In addition to capturing the effect due to scaling, \( \Delta \mathcal{H} \) also accounts for non-minimum phase zeros. This is due to the Jensen’s formula:

\[
\frac{1}{2\pi} \int_{-\pi}^{\pi} \ln|L_i(e^{i\omega})| d\omega = \ln|b'_i| + \sum_{|z_i|<1} \ln|z_i|, \tag{3.41}
\]

where \( z_i \) denote the non-minimum phase zeros of the transfer function \( L_i(z) \); cf., [136]. To illustrate the effect of non-minimum phase zeros on \( r \) and the K-L rate, we consider another example.
Example 3.3.6. Consider

\[ L_1(z) = 1, \quad L_2(z) = \frac{1-kz^{-1}}{1-\frac{1}{2}z^{-1}}, \tag{3.42} \]

where the zero \( k \) lies in \((0, 1)\) (minimum phase) or in \((1, \infty)\) (non-minimum phase). We have \( b_0^1 = b_0^2 = 1 \), and using (3.41),

For \( k < 1 \) : \( r = 1 \),

For \( k > 1 \) : \( r = k^2 \).

This means that for \( k < 1 \) the only contribution to \( \Delta \mathcal{H} \) arises due to \( \frac{1}{2}(\rho - 1) \). For values of \( k > 1 \) both \( r \) and \( \rho \) contribute and as \( k \to \infty \), we have \( r \to \infty \) and \( \rho \to \frac{5}{2} \). Thus for values of \( k \gg 1 \), \( \Delta \mathcal{H} \) is primarily due to the non-minimum phase zero. In particular, \( \Delta \mathcal{H}(L_1, L_2) \to \infty \) as \( k \to \infty \). Figure 3.2 depicts the graphs of \( \frac{1}{2}(\rho - 1) \), \( \Delta \mathcal{H} \) and the second term \( \frac{1}{2}(\ln(r) + \frac{1}{r} - 1) \) as functions of the zero at \( k \).

![Figure 3.2: A plot of \( \Delta \mathcal{H}(L_1, L_2) \) as a function of \( k \).](image)

Note that \( \rho = 1 \) for \( k = \frac{1}{2} \) (minimum phase zero) and for \( k = 2 \) (non-minimum phase zero). For both these locations of zero, the transfer function \( L_2 \) is all-pass. At the value of \( k = \frac{1}{2} \), \( |L_2| = |L_1| = 1 \) and \( \Delta \mathcal{H} = 0 \). At the value of \( k = 2 \), \( |L_2| = 2|L_1| \) and \( \Delta \mathcal{H} = \ln(k) + \frac{1-k^2}{2k} \). This is the same expression as the right hand side of (3.40) in Example 3.3.5.

In the prediction-based setting, the metrics \( \rho, r, \) and \( \Delta \mathcal{H} \) only depend upon the magnitude \( |L_i(e^{j\omega})| \) of the two transfer functions (see (3.37)-(3.39)). This is not surprising because optimal filtering of linear systems with Gaussian
noise input requires knowledge of only the spectral density of the output process \( \{ y_n \} \) (see also [53]). So, a transfer function with non-minimum phase zero can be replaced by another transfer function that yields the same spectral density but has only minimum-phase zeros. For instance in the preceding example, for value of \( k = 2 \), \( L_2 = \frac{1 - 2z^{-1}}{1 - z^{-1}} \) can be replaced by another transfer function \( L_2 = 2 \). The two are indistinguishable with respect to a prediction-based approach. This will lead one to conclude that the non-minimum phase zeros are not important in model comparison. With a spectral density based approach as in [53], this conclusion is essentially correct.

For a given transfer function model, however, the Jensen’s formula (3.41) indicates dependence on log value of magnitude of non-minimum phase zeros in addition to \( \ln |b_i^0| \). Note that the coefficient \( b_i^0 \) represents the effect of direct feed through from noise to output. This issue is important because in certain cases (e.g., where the model represents the sensitivity transfer function of a feedback loop), \( b_i^0 \) may be fixed a priori (to 1 in the case of sensitivity transfer function). In such cases, one must consider the effect of non-minimum phase zeros. For the particular example of sensitivity transfer functions, these zeros lead to fundamental performance limitations (the Bode formula).

For cases where one has the freedom to either arbitrarily scale the assumed model \( L_2 \) or to vary the variance of noise for the assumed model, one can indeed replace the non-minimum phase model with a minimum-phase one as long as the two models produce the same spectral density of the output process. It is interesting to note that in such a case, the K-L rate in fact equals the metric proposed in [130, 53] where the author used an approach based entirely on spectral densities. This is the subject of the following section.

### 3.3.4 Relationship to Georgiou’s Metric

The K-L rate formula (3.32) depends upon both \( \rho \) and \( r \). As already noted, \( \rho \) is invariant to scaling but \( \Delta \mathcal{H} \) varies with it because \( r \) does. We denote the functional dependence of \( r \) on the scaling constant \( k \) as \( r(k) \). Given two transfer functions \( L_1(z) \) and \( L_2(z) \), there exists an optimal scaling \( k^* \) that minimizes \( \Delta \mathcal{H}(L_1, kL_2) \). The result is summarized with the aid of the following theorem.

**Theorem 3.3.7.** Consider two stable SISO linear systems \( M_1 \) and \( M_2 \) as in (3.22) where \( (A_i, C_i) \) is observable, and \( \{ d_n \} \sim \mathcal{N}(0, \sigma^2) \) is i.i.d Gaussian input with variance \( \sigma^2 \). \( L_i \) denotes the transfer function of model \( M_i \). With respect to the scaling constant \( k \), the minimal value of the K-L rate is given by

\[
\Delta \mathcal{H}^* = \min_{k \in \mathbb{R}} \Delta \mathcal{H}(L_1, kL_2) = \frac{1}{2} \ln(\rho).
\]

At the minimizing value of the scaling constant \( k \), denoted by \( k = k^* \), we have

\[
\rho = r(k^*).
\]
Proof. Let $r_1 = r(1)$ denote the value of $r$ at $k = 1$. Using (3.37) and (3.38), $\rho$ is invariant with respect to the scaling constant $k$ and $r(k) = k^2 r_1$. We thus have

$$\Delta \mathcal{H}(L_1, kL_2) = \frac{1}{2} \left( \ln(k^2 r_1) + \frac{\rho}{k^2 r_1} - 1 \right). \quad (3.45)$$

Differentiating with respect to $k$, we have

$$\frac{d \Delta \mathcal{H}(L_1, kL_2)}{dk} = \frac{1}{k} - \frac{\rho}{k^3 r_1}.$$ 

Setting the right hand side equal to zero, we obtain

$$\frac{1}{k^2} = \frac{\rho}{k^3 r_1} \quad \Rightarrow \quad \rho = k^2 r_1 = r(k^\ast).$$

Substituting this in (3.45), we obtain the minimal K-L rate

$$\Delta \mathcal{H}^\ast = \Delta \mathcal{H}(L_1, k^\ast L_2) = \frac{1}{2} \ln(\rho).$$

The theorem shows that the metric (ln($\rho$)) proposed in [130] is proportional to the K-L rate provided one chooses the optimal value of scaling in computing the latter. In many applications involving model identification from experimental data, one needs to choose a noise model (see for e.g., [124] for identification of noise-driven models of combustion dynamics). With white (Gaussian and i.i.d) noise, this amounts to choosing the variance $\sigma^2$ of the noise or equivalently choosing the gain (scaling) of the model (transfer function $L_2$) for a nominally chosen value of variance. Since K-L rate is a measure of uncertainty, it makes sense to choose the noise model that minimizes the K-L rate. The resulting optimal K-L rate gives Georgiou’s metric.

It is important to note that at the optimal scaling $k = k^\ast$, $\rho = r(k^\ast) = k^2 r_1$. This means that the value of the optimal gain $k^\ast$ increases as the prediction performance degrades. In model reduction applications, this implies that noise should increase as one truncates states. The point is illustrated with the aid of the following example.

**Example 3.3.8.** Suppose the true model is a first-order AR model:

$$M_1: \quad y_{n+1} = \alpha_1 y_n + d_n.$$ 

(3.46)
and the assumed model is its reduced order approximation

\[ M_2 : \quad y_{n+1} = kd_n, \]

where \( \alpha_1 \in (-1, 1), d_n \sim N(0, \sigma^2) \) is an i.i.d. input process, and the value of \( k \) needs to be chosen to minimize \( \Delta H \).

From the Example 3.2.2, we have \( \rho = \frac{1}{1-\alpha_1}, \sigma_1^2 = \sigma^2, \sigma_2^2 = k^2 \sigma_1^2 \), and \( r = k^2 \).

Using (3.44), we know \( \Delta H \) is minimized for the choice of

\[ \rho = r \quad \implies \quad k^* = \sqrt{\frac{1}{1-\alpha_1^2}} > 1. \]

Thus, the “effective” noise increases from \( d_n \sim N(0, \sigma^2) \) to \( k^* d_n \sim N(0, \frac{\sigma^2}{1-\alpha_1^2}) \) as one reduces the model from first-order to zeroth-order.

### 3.4 Application of K-L rate to Model Reduction

#### 3.4.1 Optimal Prediction Model

In this section, we consider the model reduction problem for the general nonlinear system (3.5) where the model reduction objective is to write a reduced order model for the output coordinate \( y \). In particular, the true model is:

\[ M_1 : \]

\[ x_{n+1} = T(x_n, d_n), \]

\[ y_n = C(x_n, d_n), \]

(3.47)

where \( n \) is the discrete time-step, \( x_n \in X \subseteq \mathbb{R}^m \) is the state, \( y_n \in Y \subseteq \mathbb{R}^{m_o} \) is the output, and \( d_n \in D \subseteq \mathbb{R}^{m_i} \) is an i.i.d. noise input. With respect to the coordinate \( y \), the model reduction objective is to construct a model

\[ M_2 : \]

\[ y_{n+1} = S(y_n, d_n). \]

(3.48)

where \( S \) is a dynamical system and \( \{d_n\} \) is an i.i.d. process (noise model). In applications, the coordinate \( y \) could denote a coarse coordinate and \( M_2 \) a first-order model for this coordinate [137].

There are two ideas in our work that are relevant to the solution of this problem. The first idea concerns representation of a nonlinear dynamical systems in terms of a Markov operator (see (3.6)). The model \( M_2 \) in (3.48) is transformed into a linear system by considering not the evolution of \( y_n \) but its distribution \( p_{y_n}(y) \). The evolution of
distributions is described by the Markov operator:

\[
p_{y_{n+1}}(y) = \int_Y s(y | \tilde{y}) p_{y_n}(\tilde{y}) d\tilde{y}
\]  

(3.49)

where \( s(y | \tilde{y}) \) is the stochastic kernel for \( S \). As a result of this representation, we convert the difficult problem of finding the map \( S \) and the noise model \( \{\tilde{d}_n\} \) into finding the transition kernel \( s(y | \tilde{y}) \).

The second idea concerns the use of the K-L rate for the purposes of approximation. In particular, the model reduction objective of finding a model \( M_2 \) is cast as an optimization problem:

\[
\min_{\forall y | y_0} \Delta \mathcal{H}(M_1, M_2).
\]  

(3.50)

The minimizing transition kernel, denoted as \( s^*(y | \tilde{y}) \), then describes the best Markov approximation of \( M_1 \). It turns out that linearity of the representation (4.5) together with convexity of the K-L rate (3.50) allows for a straightforward solution of the model reduction problem. This solution is summarized in the following:

**Theorem 3.4.1.** Consider the problem of approximating a given nonlinear model \( M_1 \) in (3.47) by a first-order model (3.48). In terms of the Markovian representation (4.5) of the model \( M_2 \), the optimal solution to the model reduction problem in (3.50) is given by:

\[
\arg\min_{s(y | y_0)} \Delta \mathcal{H}(M_1, M_2) = \frac{p^2(y_0, y_1)}{p(y_0)} = s^*(y_1 | y_0),
\]  

(3.51)

where \( p(y_0) \) is the invariant distribution of the process \( \{y_n\} \), and \( p^2(y_0, y_1) \) is its bivariate distribution (provided these exist).

**Proof.** The starting point is the formula (3.12) for the K-L rate:

\[
\Delta \mathcal{H}(M_1, M_2) = \lim_{n \to \infty} E_{p(y_n)} \ln \frac{p(y_n | y_{n-1})}{q(y_n | y_{n-1})},
\]

where \( p(y_n | y_{n-1}) \) is the belief process for the output \( \{y_n\} \) with the true model \( M_1 \) and \( q(y_n | y_{n-1}) \) is the belief process with the assumed model \( M_2 \) (see Sec. 3.2.1). The simplification arises due to the Markovian nature of the assumed model \( M_2 \). In particular, with model \( M_2 \) we have assumed that

\[
\text{Prob}(y_n | y_{n-1}^{n-1}) = \text{Prob}(y_n | y_{n-1}), \quad \therefore q(y_n | y_{n-1}^{n-1}) = q(y_n | y_{n-1}).
\]  
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Furthermore, the representation (4.5) implies that \( q(y_n|y_{n-1}) = s(y_n|y_{n-1}) \). So,

\[
\Delta \mathcal{H}(M_1, M_2) = \lim_{n \to \infty} E_{p(y_n|x)} \ln \frac{p(y_n|y_{n-1})}{s(y_n|y_{n-1})} \\
= \lim_{n \to \infty} E_{p(y_n|x)} \left[ \ln(p(y_n|y_{n-1})) - \ln(s(y_n|y_{n-1})) \right] \\
= \mathcal{H}(y) - \lim_{n \to \infty} E_{p(y_{n-1}|y_n)}[\ln(s(y_n|y_{n-1}))],
\]

where we have used the formula for the entropy rate (3.10) and the fact that the assumed model \( M_2 \) is first-order Markov. Now,

\[
E_{p(y_{n-1}|y_n)}[\ln(s(y_n|y_{n-1}))] = E_{p(y_{n-1})}E_{p(y_{n})|y_{n-1}}[\ln(s(y_n|y_{n-1}))],
\]

The crucial observation is that

\[
E_{p(y_{n-1}|y_n)}[\ln(s(y_n|y_{n-1}))] \leq E_{p(y_{n}|y_{n-1})}[\ln(p(y_n|y_{n-1}))],
\]

where the equality is achieved if and only if \( s(y_n|y_{n-1}) = p(y_n|y_{n-1}) \). As a result,

\[
\Delta \mathcal{H}(M_1, M_2) = \mathcal{H}(y) - \lim_{n \to \infty} E_{p(y_{n-1}|y_n)}[\ln(s(y_n|y_{n-1}))] \\
\geq \mathcal{H}(y) - \lim_{n \to \infty} E_{p(y_{n-1}|y_n)}[\ln(p(y_n|y_{n-1}))],
\]

where the equality holds if and only if \( s(y_n|y_{n-1}) = p(y_n|y_{n-1}) \). Assuming stationarity, we thus have the optimal transition kernel:

\[
s^*(y_1|y_0) = p(y_1|y_0) = \frac{p^2(y_0, y_1)}{p(y_0)},
\]

where \( p(y_0) \) and \( p^2(y_0, y_1) \) are the stationary and bivariate distribution of the process \( \{y_n\} \), and the final equality follows from the definition of conditional distribution. \( \square \)

**Remark 3.4.2.** The model (3.51) is in fact the same as the optimal prediction model that also appears in the recent work of Meyn [91]. In his paper, Meyn notes that the full order and the reduced order models share the exact one-dimensional and two-dimensional statistics. The term “optimal prediction model” is due to Chorin [90]. It reflects the property that the model exactly predicts the expectation \( E[c(y_n, y_{n+1})] \) for any arbitrary function \( c \). In [138], Chorin shows that these concepts are closely related to the Mori-Zwanzig formalism for model reduction in physics [139].
3.4.2 Model Reduction from \( AR(N) \) to \( AR(M) \)

The K-L rate is particularly well-suited for the analysis of Markov models. For example, the optimal prediction model is a Markov model. In this section, we consider the problem of reducing an \( N^{th} \)-order Markov model \( AR(N) \) to an \( M^{th} \)-order Markov model \( AR(M) \). Although Theorem 3.4.1 provides a formula for the optimal reduced order model (with \( M = 1 \)) in a more general setting, here we restrict ourselves to the case of linear systems with Gaussian noise. In this case, we obtain closed-form expression for the optimal model parameters.

The true model is assumed to be an \( AR(N) \) model

\[
M_1 : \quad y_{n+1} = a_{N-1}^1 y_n + a_{N-2}^1 y_{n-1} + \cdots + a_0^1 y_{n-N+1} + d_n,
\]  

(3.52)

where \( \{d_n\} \sim N(0, \sigma^2) \). The model reduction objective is to obtain a model \( M_2(\{a_i^2\}, k) : \quad y_{n+1} = a_{M-1}^2 y_n + a_{M-2}^2 y_{n-1} + \cdots + a_{M}^2 y_{n-M+1} + k d_n, \) 

(3.53)

such that the K-L rate \( \Delta H(M_1, M_2) \) is minimum. The optimization problem is to find the model parameters, coefficients \( \{a_i^1\}_{i=0}^{M-1} \) and the gain \( k \), that achieve this minimum.

Before presenting the solution of this problem, we recall notation and results of Example 3.3.4 where the formula for \( \Delta H \) is described in terms of the state-space matrices (see equation (3.35)). To extend this formula to models with different dimensions, we simply express \( AR(M) \) as an \( AR(N) \) model with some of the coefficients zero. Denoting the state \( x_n = [y_{n-N+1}, \ldots, y_n, y_{n-M+1}, \ldots, y_n] \), the state-space matrices for the two models \( M_1 \) and \( M_2 \) are:

\[
A_1 = \begin{pmatrix}
0 & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
a_0^1 & \cdots & a_{N-M-1}^1 & a_{N-M}^1 & \cdots & a_{N-1}^1 \\
0 & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & a_0^2 & \cdots & a_{M-1}^2 \\
\end{pmatrix}_{N \times N},
\]

\[
A_2 = \begin{pmatrix}
0 & 1 & 0 & 0 & \cdots & 0 \\
0 & 0 & 1 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & a_0^2 & \cdots & a_{M-1}^2 \\
\end{pmatrix}_{N \times N}.
\]

(3.54)
\[ B_1 = [0, 0, \cdots, 1]'_{1 \times N}, \quad C_1 = [0, 0, \cdots, 1]'_{1 \times N}, \]
\[ B_2 = [0, 0, \cdots, k]'_{1 \times N} = kB_1, \quad C_2 = C_1. \]

For notational convenience, we split the state \( x_n = [\tilde{v}_n, v_n] \) where \( v_n = [y_{n-M+1}, \cdots, y_n] \), and \( \tilde{v}_n = [y_{n-N+1}, \cdots, y_{n-M}] \).

Along this splitting, we denote \( a^{(1)} = [a^1_{N-M}, \cdots, a^1_{N-1}]' \), \( a^{(2)} = [a^2_0, \cdots, a^2_{M-1}]' \), \( \tilde{a}^{(1)} = [a^1_0, \cdots, a^1_{N-M-1}]' \), and \( b = a^{(2)} - a^{(1)} \). Assuming stationarity, the covariance matrix of state \( x_n \) is expressed as
\[
\Sigma_{xx} = \begin{pmatrix}
\Sigma_{\tilde{v}v} & \Sigma_{\tilde{v}v} \\
\Sigma_{\tilde{v}v} & \Sigma_{vv}
\end{pmatrix}.
\] (3.55)

On substituting (3.55) in (3.35), we obtain
\[
\frac{1}{2} \{ \rho - 1 \} = \frac{C(A_2 - A_1)\Sigma_{xx}(A_2 - A_1)'C'}{2\sigma^2} = \frac{1}{2\sigma^2} \begin{pmatrix} \tilde{a}^{(1)'} & b' \end{pmatrix} \begin{pmatrix} \Sigma_{\tilde{v}v} & \Sigma_{\tilde{v}v} \\
\Sigma_{\tilde{v}v} & \Sigma_{vv}
\end{pmatrix} \begin{pmatrix} \tilde{a}^{(1)} \\
b
\end{pmatrix} + \frac{1}{2} \left\{ \ln(k^2) + \frac{1}{k^2} - 1 \right\}. \quad (3.56)
\]

The variances for the two belief processes are given by \( \sigma^2_1 = (C_1B_1)^2\sigma^2 = \sigma^2, \quad \sigma^2_2 = (C_2B_2)^2\sigma^2 = k^2\sigma^2, \) and \( r = \frac{\sigma^2_2}{\sigma^2_1} = k^2 \). As a result, the formula for the K-L rate (3.32) in this case is given by
\[
\Delta \mathcal{H}(M_1, M_2([a^2_r], k)) = \frac{1}{2\sigma^2} \begin{pmatrix} \tilde{a}^{(1)'} & b' \end{pmatrix} \begin{pmatrix} \Sigma_{\tilde{v}v} & \Sigma_{\tilde{v}v} \\
\Sigma_{\tilde{v}v} & \Sigma_{vv}
\end{pmatrix} \begin{pmatrix} \tilde{a}^{(1)} \\
b
\end{pmatrix} + \frac{1}{2} \left\{ \ln(k^2) + \frac{1}{k^2} - 1 \right\}. \quad (3.57)
\]

The following theorem uses this formula to describe the solution to the model reduction optimization problem.

**Theorem 3.4.3.** Consider the problem of approximating the AR(N) model (3.52) by an AR(M) model (3.53). Let \( a^{(1)} = [a^1_{N-M}, \cdots, a^1_{N-1}]' \) and \( \tilde{a}^{(1)} = [a^1_0, \cdots, a^1_{N-M-1}]' \) denote coefficients of model \( M_1 \), and \( a^{(2)} = [a^2_0, \cdots, a^2_{M-1}]' \) denotes coefficients of model \( M_2 \). The coefficients of the optimal reduced order model \( M_2 \) are given by
\[
a^{(2)} = a^{(1)} + \Sigma_{\tilde{v}v}^{-1} \Sigma_{\tilde{v}v} \tilde{a}^{(1)}, \quad (3.58)
\]

where \( \Sigma_{\tilde{v}v} \) and \( \Sigma_{\tilde{v}v} \) are covariance sub-matrices in (3.55). At the optimal point,
\[
\min_{\{a^2_r\}} \rho = 1 + \frac{1}{\sigma^2} \tilde{a}^{(1)'} \left[ \Sigma_{\tilde{v}v} - \Sigma_{\tilde{v}v}^{-1} \Sigma_{\tilde{v}v} \right] \tilde{a}^{(1)} \doteq \rho^* \quad (3.59)
\]
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The optimal gain

\[ k = \sqrt{\rho^*} \]  

(3.60)

for which one obtains the minimal value of the K-L rate:

\[ \min_{\{a_i^2\}, k} \Delta \mathcal{H}(M_1, M_2(\{a_i^2\}, k)) = \frac{1}{2} \ln \rho^*. \]  

(3.61)

**Proof.** The proof proceeds in two steps. In the first step, we find coefficients \( \{a_i^2\} \) that minimize \( \rho \). In the second step, we find the optimal gain \( k \) that together with optimal coefficients found in the first step minimize the K-L rate. Using (3.56),

\[ \frac{\rho - 1}{2} = \frac{1}{2\sigma^2} \left[ b' \Sigma_{vv} b + \bar{a}^{(1)'} \Sigma_{\bar{v}\bar{v}} \bar{a}^{(1)} - 2b' \Sigma_{\bar{v}\bar{v}} \bar{a}^{(1)} \right], \]  

(3.62)

where \( b = a^{(2)} - a^{(1)} \). On taking derivative with respect to the vector \( b \), we have

\[ \frac{d}{db} \frac{\rho - 1}{2} = \frac{1}{2\sigma^2} \left[ 2\Sigma_{vv} b - 2\Sigma_{\bar{v}\bar{v}} \bar{a}^{(1)} \right]. \]

Setting this equal to zero, we have

\[ \Sigma_{vv} b = \Sigma_{\bar{v}\bar{v}} \bar{a}^{(1)}, \]

\[ \therefore a^{(2)} = a^{(1)} + \Sigma_{vv}^{-1} \Sigma_{\bar{v}\bar{v}} \bar{a}^{(1)}. \]

This proves (3.58). Substituting the optimal coefficients \( a^{(2)} \) into (3.62) gives (3.59).

In the second step, we use Theorem 3.3.7 to obtain \( k \) that minimizes \( \Delta \mathcal{H} \). At the optimal point, (3.44) gives

\[ \rho = r = k^2, \]

and (3.43) gives

\[ \min_{\{a_i^2\}, k} \Delta \mathcal{H}(M_1, M_2(\{a_i^2\}, k)) = \frac{1}{2} \ln \rho^*. \]

This proves (3.60) and (3.61). \( \square \)

**Example 3.4.4.** Consider the following AR(2) model

\[ M_1 : \quad y_{n+1} = \frac{5}{6} y_n - \frac{1}{6} y_{n-1} + d_n \]  

(3.63)
where \( \{d_n\} \sim N(0, \sigma^2) \). The objective is to find an AR(1) model

\[
M_2(\alpha_2, k) : \quad y_{n+1} = \alpha_2 y_n + kd_n,
\]

such that the K-L rate \( \Delta \mathcal{H}(M_1, M_2) \) is minimum. Here, the state coordinate \( x_n = [y_n, y_{n-1}] \), and

\[
A_1 = \begin{pmatrix} 0 & 1 \\ -\frac{1}{6} & \frac{5}{6} \end{pmatrix}, \quad A_2 = \begin{pmatrix} 0 & 1 \\ -\frac{1}{\alpha_2} & \frac{5}{6} \end{pmatrix}.
\]

The Lyapunov equation is

\[
A_1 \Sigma_{xx} A_1' - \Sigma_{xx} + \begin{pmatrix} 0 & 0 \\ 0 & \sigma^2 \end{pmatrix} = 0,
\]

whose solution is given by

\[
\Sigma_{xx} = \begin{pmatrix} 2.1 & 1.5 \\ 1.5 & 2.1 \end{pmatrix} \sigma^2.
\]

We have \( a^{(1)} = \frac{5}{6} \), \( \tilde{a}^{(1)} = -\frac{1}{6} \), and \( a^{(2)} = \alpha_2 \). Using (3.58),

\[
\alpha_2 = a^{(1)} + \Sigma_{vv}^{-1} \Sigma_{xv} a^{(1)} = \frac{5}{6} - \left( \frac{1.5}{2.1} \right) \frac{1}{6} = \frac{5}{7}.
\]

Using (3.59) and (3.60), \( p^* = 1.0286 \) and \( k = \sqrt{p^*} = 1.0142 \). The optimal AR(1) model is thus given by

\[
y_{n+1} = \frac{5}{7} y_n + 1.0142 d_n.
\]

The K-L rate \( \Delta \mathcal{H}^* = \frac{1}{2} \ln p^* = 0.0141 \). This model is also the optimal prediction model (3.51) because assuming stationarity,

\[
p(y_0, y_1) = N\left( \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \begin{pmatrix} 2.1 & 1.5 \\ 1.5 & 2.1 \end{pmatrix} \sigma^2 \right),
\]

\[
p(y_0) = N(0, 2.1 \sigma^2),
\]

\[
\therefore, \quad s^*(y_1 | y_0) = \frac{p(y_0, y_1)}{p(y_0)} = N\left( \frac{5}{7} y_0, 1.0286 \sigma^2 \right),
\]

the transition kernel for (3.65). A comparison of the power spectral densities of the two models \( M_1 \) and \( M_2 \) appears in Figure (3.3).
3.4.3 Stochastic Linearization

In this section, we utilize the metric $\Delta H$ to approximate a nonlinear model $M_1$ by a linear model $M_2$. We consider

$$M_1(\alpha) : y_{n+1} = \alpha(y_n) + d_n, \quad (3.66)$$
$$M_2(A) : y_{n+1} = Ay_n + d_n, \quad (3.67)$$

where $y_n \in \mathbb{R}^m$, $d_n \in \mathbb{R}^m$ and $d_n \sim \mathcal{N}(0, R)$, $\alpha(\cdot) : \mathbb{R}^m \to \mathbb{R}^m$ is a continuous nonlinear vector function, $A \in \mathbb{R}^{m \times m}$ is a constant but as yet unknown $m \times m$ Picard matrix (i.e. eigenvalues of $A$ are strictly inside the unit circle). It is assumed that $R$ is positive-definite (denoted by $R \succ 0$).

Given the nonlinear model $M_1(\alpha)$, the objective is to find the matrix $A$ such that the linear model $M_2$ is closest to $M_1$. The metric $\Delta H(M_1, M_2)$ is used to measure the distance between the two models. With the given structure (3.66)-(3.67), this leads to an optimization problem

$$\min_{A \in \mathbb{R}^{m \times m}} \Delta H(M_1(\alpha), M_2(A)). \quad (3.68)$$

The best linear approximation corresponds to the Picard matrix $A = A^*$ that achieves this minimum. The following theorem presents the optimal model.

**Theorem 3.4.5.** Consider the problem of approximating a given nonlinear model (3.66) by a linear model (3.67), where the noise $d_n \sim \mathcal{N}(0, R)$ is i.i.d with covariance $R \succ 0$. For the stochastic linearization problem (3.68), the
solution is given by
\[ \argmin_{A \in \mathbb{R}^{m \times m}} \Delta \mathcal{H}(M_1(\alpha), M_2(A)) = \mathbb{E}[\alpha(y)y']\Sigma_{yy}^{-1} = A^*, \]
where \( \mathbb{E}[] = \int f(y)dy \) is the expectation with respect to \( f(y) \), the invariant density of \( \{y_n\} \) with the true nonlinear model \( M_1(\alpha) \). \( \Sigma_{yy} \) denotes its covariance matrix.

**Proof.** The two belief processes arise as
\[
\begin{align*}
    p_n &= p(y_n|y_{n-1}) = N(\alpha(y_{n-1}), R), \\
    q_n &= q(y_n|y_{n-1}) = N(Ay_{n-1}, R),
\end{align*}
\]
where we have used the fact that both models are first-order Markov. For these processes,
\[
D_{KL}(p_n\|q_n) = \frac{1}{2}(\alpha(y_{n-1}) - Ay_{n-1})'R^{-1}(\alpha(y_{n-1}) - Ay_{n-1}),
\]
and
\[
\Delta \mathcal{H}(M_1(\alpha), M_2(A)) = \lim_{n \to \infty} \mathbb{E}_{p(y_{n-1})}[D_{KL}(p_n\|q_n)]
\]
\[
= \frac{1}{2} \mathbb{E}[(\alpha(y) - Ay)'R^{-1}(\alpha(y) - Ay)],
\]
where \( \mathbb{E}[] = \int f(y)dy \) is the expectation with respect to the invariant density \( f(y) \).

Using (3.68), the optimization problem is
\[
\min_A \mathbb{E}[(\alpha(y) - Ay)'R^{-1}(\alpha(y) - Ay)] \doteq F(A).
\]

With respect to the matrix \( A \), the differential is given by
\[
dF(A) \cdot B = -2\mathbb{E}[(By)'R^{-1}(\alpha(y) - Ay)],
\]
where \( B \in \mathbb{R}^{m \times m} \) is an arbitrary element of the tangent space. Setting the differential equal to zero gives the condition
\[
\mathbb{E}[R^{-1}(Ay - \alpha(y))y'] = 0,
\]
\[ \therefore \mathbb{E}[yy'] = \mathbb{E}[\alpha(y)y'], \tag{3.69} \]
and \( A = \mathbb{E}[\alpha(y)y']\Sigma_{yy}^{-1} \doteq A^* \).
In order to show that \( A^\ast \) is Picard, first use (3.66) to deduce

\[
\Sigma_{yy} = E[\alpha(y)\alpha(y)^\prime] + R
\]

\[
\therefore \quad v' E[\alpha(y)\alpha(y)^\prime] v < v' \Sigma_{yy} v, \forall v \in \mathbb{R}^m. \tag{3.70}
\]

Since \( R \succ 0 \), it also follows that \( \Sigma_{yy} \succ 0 \). We next apply the Cauchy-Schwarz inequality to (3.69). For \( v \in \mathbb{R}^m \),

\[
|v' A^\ast \Sigma_{yy} v|^2 = |E[v' \alpha(y)y']|^2 \leq E[(v' \alpha(y))^2] E[(y'^2)] = (v' E[\alpha(y)\alpha(y)^\prime] v) (v' E[y'^2]) \tag{3.71}
\]

Using (3.70) with (3.71), we obtain the inequality

\[
|v' A^\ast \Sigma_{yy} v|^2 < (v' \Sigma_{yy} v)^2,
\]

from which the result follows. Suppose \( \lambda \) is an eigenvalue of \( A^\ast \) with left eigenvector \( w \) then

\[
|w' A^\ast \Sigma_{yy} w|^2 = |\lambda|^2 |w' \Sigma_{yy} w|^2 < |w' \Sigma_{yy} w|^2.
\]

Thus \( |\lambda| < 1 \), where we have used the fact that \( \Sigma_{yy} \succ 0 \). \( \square \)

**Example 3.4.6.** Consider the scalar case

\[
M_1(\alpha) : \quad y_{n+1} = \alpha(y_n) + d_n, \tag{3.72}
\]

\[
M_2(a) : \quad y_{n+1} = ay_n + d_n, \tag{3.73}
\]

where \( \alpha(\cdot) \) is a continuous nonlinear function, \( a \) is a constant, \( d_n \sim N(0, \sigma^2) \). In this case,

\[
\Delta \mathcal{H}(M_1(\alpha), M_2(a)) = \frac{1}{2\sigma^2} E \left[ (\alpha(y) - ay)^2 \right]
\]

where \( E[\cdot] = \int f(y) dy \). Differentiating with respect to the parameter \( a \) gives the optimal value of \( a \) as

\[
a^* = \frac{E[\alpha(y)y]}{E[y^2]}.
\]

This is consistent with a result that one would expect from using a describing function method [124]. Figure 3.4
Figure 3.4: A plot of $a^*$ as a function of $\sigma^2$.

depicts $a^*$ as a function of $\sigma$ where $\alpha$ is taken to be a saturation nonlinearity

$$
\alpha(x) = \begin{cases} 
2x & \text{for } |x| < 1, \\
2\text{sgn}(x) & \text{otherwise}, 
\end{cases}
$$

and $\sigma^2$ is varied from 0.1 to 100. Figure 3.5 depicts the corresponding $\Delta H$. Note the value of $a^*$ decreases as the variance of input noise increases. Asymptotically as $\sigma^2 \to \infty$, the optimal gain $a^* \to 0$. The corresponding $\Delta H$ also approaches zero monotonically indicating that the linear approximation gets better as the variance of the noise increases.

Algorithmically, we construct an estimate of $E[\alpha(y)y]$ from a single realization $\{y_n\}$ of the output process, that is
obtained from simulating the nonlinear system (3.72). In particular, note that

\[
E[y_{n+1}y_n] = E[\alpha(y_n)y_n] + E[y_n d_n] = E[\alpha(y_n)y_n].
\]

Therefore, an estimate of \(E[\alpha(y)y]\) is constructed by taking an average

\[
E[\alpha(y)y] = \frac{1}{N} \sum_{n=0}^{N-1} y_{n+1} y_n,
\]

from a trajectory \(y_0^{N-1}\) obtained from simulating (3.72). Alternatively, \(E[y_{n+1}y_n]\) can be obtained by taking an inverse Fourier transform of the spectral density of the process \(\{y_n\}\).

### 3.5 Conclusion

In this chapter, we presented a prediction based framework for comparing linear and nonlinear dynamical systems. Our work is inspired by and closely related to [130] who proposed to use variance of the prediction error to compare spectral densities. Instead, we based our considerations in terms of additional uncertainty (entropy) that results for the prediction problem with an incorrect choice of the model. Detailed comparison to the variance based metric is presented together with three separate examples describing the approach.

In all of the examples, Markov formalism together with the K-L rate is used to carry out model reduction. The only difference is in the specification of the constraint: in the first example, optimization is carried out over the set of first-order Markov models; in the second example, the optimization is carried out over the set of linear AR\((M)\) models. The framework is not necessarily limited to model reduction but can help with a range of modeling issues. In the third example, we employed the framework to carry out stochastic linearization of a random dynamical system. The constraint here was the set of linear systems with Gaussian noise.

One of the advantages of using the K-L rate as the metric is that it provides a measure of degradation in prediction performance due to model reduction. Because these models have minimal uncertainty of prediction, we believe that they are ideal for nonlinear estimation and control problems. This will be a subject of future investigations.
Chapter 4

Performance Limitation with Kullback-Leibler Type Control Cost

4.1 Introduction

In Seron et. al. [38], fundamental limitations in control of continuous-time nonlinear systems are investigated using the so-called cheap control approach. The cheap control problem for a stabilizable and detectable linear time-invariant (LTI) system

\[ \dot{x}(t) = Ax(t) + Bu(t), \quad x \in \mathbb{R}^n, \ u \in \mathbb{R}^m \]
\[ y(t) = Cx(t), \quad y \in \mathbb{R}^m, \ x(0) = x_0 \] (4.1)

consists of finding a state feedback control that minimizes

\[ J_\varepsilon = \frac{1}{2} \int_0^\infty (y(t)^T y(t) + \varepsilon u(t)^T u(t)) dt, \] (4.2)

where \( \varepsilon > 0 \) is small. The minimum value is denoted as \( J_\varepsilon^* \).

As \( \varepsilon \to 0 \), the limit of \( J_\varepsilon^* \) is denoted as \( J_0^* \). The fundamental limitations are expressed in terms of the value of \( J_0^* \). The value depends upon non-minimum phase zeros, and is related to a Bode-type integral formula for the complementary sensitivity function (see [38] and Qiu-Davison [71]).

In [38], the focus is on characterizing fundamental limitations due to unstable zero dynamics in nonlinear systems. Using a singular perturbation analysis in the small parameter \( \varepsilon \), it is shown that in the limit \( \varepsilon \to 0 \) the cheap control problem reduces to a minimum energy (\( L_2^2 \)) problem. The optimal control works by stabilizing the unstable zero dynamics in the nonlinear case.

An optimal control analogue of the Bode’s integral formula for the sensitivity function appears in a technical report by Seron [37]. For a single-input LTI system (4.1), the optimal control problem is to find a state-feedback
control which minimizes the functional:

$$J_\varepsilon = \frac{1}{2} \int_0^\infty (\varepsilon x(t)^T x(t) + u(t)^2) dt,$$

(4.3)

where $\varepsilon > 0$ is small. The minimal values is denoted as $J_\varepsilon^*$. The fundamental limitations are expressed in terms of the limit $J_0^*$. When $x_0$ is set by a unit impulse at the input (i.e. $x_0 = B$),

$$J_0^* = \sum_k p_k,$$

where $p_k$ are the right-half plane poles of (4.1).

Just as the value of $J_0^*$ for the cheap control problem is related to the Bode-type integral for the complementary sensitivity function, the value of $J_0^*$ for (4.3) is the same as the right hand-side of Bode integral formula (2.2) for the sensitivity function. The optimal control in this case works by stabilizing the unstable open-loop dynamics. The two problems are seen to be dual to each other [37].

The objective of this chapter is to investigate fundamental limitations in control of nonlinear systems within an optimal control framework. The inspiration comes from the cheap control problem, and its analogy to the Bode formula. Vis-a-vis the work of Seron [38, 37], there are two differences:

1. The fundamental limitations are considered for the discrete time system.
2. The quadratic control cost metric (the term $u^2$) in (4.3) is replaced by an information theoretic Kullback-Leibler (K-L) divergence metric.

The K-L metric is motivated by the recent work of Todorov [74, 140].

In [74], Todorov introduces a class of the so-called \textit{linearly solvable} Markov Decision Processes (MDP). The main idea is to replace the control cost, term $u^2$, in (4.3) by a certain K-L divergence:

$$KL(q||p) = E[\ln(\frac{q}{p})],$$

where $q = q(x'|x)$ is the stochastic kernel (conditional probability density function (pdf)) for the closed-loop dynamics, and $p = p(x'|x)$ is the conditional pdf for the open-loop dynamics. The advantage of using such a cost metric is that the optimal control problem (Bellman equation) is solvable in closed-form [74]. The disadvantage is that the optimal control solution is given not in terms of the optimal control law but instead in terms of the entire closed-loop dynamics (conditional pdf $q(x'|x)$). With a particular (say affine) structure of control, the optimal closed-loop dynamics may not even be realizable. The framework, however, can be used to obtain fundamental limitations for a given open-loop
dynamics \( p(x'|x) \). This is the focus of the present chapter.

The fundamental limitations are considered with respect to an average cost optimal control problem. The control objective is to find closed-loop \( q(x'|x) \) that minimizes

\[
J_\varepsilon = \lim_{N \to \infty} \frac{1}{N} \mathbb{E} \left[ \sum_{t=0}^{N-1} \{ \varepsilon c(x_t) + \text{KL}(q(x_{t+1}|x_t)||p(x_{t+1}|x_t)) \} \right],
\]

where \( \varepsilon > 0 \) is small. For the LTI system, \( c(x) = x^2 \). The minimal average cost is denoted as \( J_\varepsilon^* \) and \( J_0^* \) denotes the limit as \( \varepsilon \to 0 \). As in the cheap control case, the fundamental limitation is expressed in terms of the value of \( J_0^* \). Of particular interest is to

1. relate \( J_0^* \) to unstable aspects of open-loop dynamics, and

2. find conditions on open-loop dynamics so that there are no fundamental limitations, i.e., \( J_0^* = 0 \).

The main contribution of this chapter is to show that the fundamental limitation, value of \( J_0^* \), can be obtained via analysis of a linear eigenvalue problem. The important point is that the eigenvalue problem depends only upon the open-loop dynamics \( p(x'|x) \). For an LTI system, the limitations are given by

\[
J_0^* = \sum_k \ln|p_k|,
\]

which \( p_k \) are the unstable poles as in the Bode formula. As a corollary, \( J_0^* = 0 \) if the open-loop LTI system is asymptotically stable.

The analysis of the eigenvalue problem shows that for the general case, \( J_0^* = 0 \) if the open-loop dynamics are ergodic. For nonlinear systems, the limitations thus arise only if the open-loop dynamics are non-ergodic. The results are illustrated with several examples.

Apart from the papers of Seron and Todorov, there are close parallels of our work with the risk sensitive optimal control literature, and the control of chaos literature.

The eigenvalue problem considered in this chapter is related to the eigenvalue problem that arises in the risk sensitive optimal control problem [76]. In Fleming and McEneaney [77] and Fleming and Sheu [78], asymptotic formulae for the principle eigenvalue of a certain linear operator are considered in the small-noise limit. The linear operator arises via consideration of a risk sensitive optimal control problem and the value of the principal eigenvalue is related to the optimal cost. Via a logarithmic transformation, the eigenvalue is also seen as an optimal cost for an average cost optimal control problem; cf., Chapter VI in [79]1.

The fact that there are no fundamental limitations in control of ergodic open-loop dynamics is consistent with the

---

1A detailed comparison with the risk sensitive control literature and the logarithmic transform is a subject of future work.
control of chaos literature in dynamical systems [93]. There have been studies such as the Ott-Grebogi-Yorke (OGY) method of controlling chaos which seek to exploit nonlinear dynamics for the purpose of stabilization: “Assuming the motion of the free-running (uncontrolled) chaotic orbit to be ergodic, eventually the chaotic wandering of an orbit trajectory will bring it close to the chosen unstable periodic orbit or steady state. When this occurs, we can apply small controlling perturbations to direct the orbit to the desired periodic motion or steady state [93].” Implicit in the OGY quote is the idea of using nonlinear dynamics to ones advantage to minimize control effort.

For LTI systems, open-loop dynamics are ergodic if and only if they are asymptotically stable (i.e., all the Lyapunov exponents are negative). For nonlinear systems, the two notions are quite different. As shown with the aid of mod 2 example in Section 4.3.3, open-loop dynamics can be ergodic even with positive Lyapunov exponents. The fundamental limitations analysis shows that the conclusions with linear assumption can be rather misleading in this case. The differences arise not only in the value of \( J^* \) but also in the nature of optimal control solution.

The outline of this chapter is as follows. The optimal control problem is introduced in Section 4.2. In Section 4.3, the main fundamental limitations result is presented and illustrated with examples including both ergodic and non-ergodic cases.

4.2 Problem formulation

Consider a discrete-time nonlinear system

\[
x_{t+1} = T(x_t, u_t, d_t),
\]

where \( x_t, x_{t+1} \in X \subset \mathbb{R}^n \), \( u_t \) is the control input, and \( d_t \) is i.i.d. noise. The map \( T \) is assumed to be continuous with respect to its arguments. The system is said to be open-loop if \( u_t = 0 \) for all time \( t \).

For the open-loop system, the evolution of distributions is described by the Markov operator \( \mathbb{P} : L^1(X) \to L^1(X) \):

\[
\rho_{x_{t+1}}(x') = \int_X p(x'|x)\rho_{x_t}(x)dx = \mathbb{P}[\rho_{x_t}](x'),
\]

(4.5)

where \( x_t \sim \rho_{x_t} \) and \( x_{t+1} \sim \rho_{x_{t+1}} \). We reserve the notation \( p(x'|x) \) to denote the stochastic transition kernel for the open-loop dynamics\(^2\).

In the setting of Markov Decision Processes (MDP), the optimal control objective is to find a state-feedback control law \( u = k(x) \) so as to minimize a suitably defined infinite-horizon objective functional. We reserve the notation \( q(x'|x) \)

\(^2\)We will require some form of continuity and boundedness properties for the kernel \( p(x'|x) \). For example, consider \( x_{t+1} = \alpha(x_t) + d_t \), where \( d_t \sim g(\cdot) \). In this case \( \mathbb{P}[\rho](x') = \int_X g(x' - \alpha(x))p(x)dx \). In certain cases, \( X \) may be assumed to be compact.
to denote the stochastic transition kernel of the closed-loop system

\[ x_{t+1} = T(x_t, k(x_t), d_t). \]

Following Todorov [74], the difficult problem of finding control \( u = k(x) \) is replaced by the problem of finding the transition kernel \( q(x'|x) \) directly. The only assumption made on \( q(x'|x) \) is that it be absolutely continuous with respect to \( p(x'|x) \). This means \( q(x'|x) = 0 \) whenever \( p(x'|x) = 0 \).

We will refer to \( p(x'|x) \) and \( q(x'|x) \) as the open-loop and the closed-loop dynamics, respectively.

**Example 4.2.1.** Consider a scalar linear system with Gaussian noise

\[ x_{t+1} = ax_t + u_t + d_t, \]

where \( t \) is the discrete time, \( x_t \in \mathbb{R}, d_t \sim N(0, \sigma^2) \). The open-loop dynamics are obtained by setting \( u_t = 0 \):

\[ p(x'|x) = N(ax)^2. \]

There are no assumptions made on closed-loop dynamics: for a given \( x \in X \), \( q(x'|x) \) is an arbitrary pdf with support on \( X \).

Note that an arbitrary \( q(x'|x) \) may not be realizable with an affine structure of control as in (4.2). For example, consider a deterministic control law \( u = k(x) \). The closed-loop in this case is \( q(x'|x) = N(ax + k(x), \sigma^2) \), which is always Gaussian with variance \( \sigma^2 \).

In this chapter, following Todorov [74], the cost of control is defined in terms of the Kullback-Leibler (K-L) divergence between \( q(x'|x) \) and \( p(x'|x) \):

\[ KL(q(x'|x)||p(x'|x)) = E_{x' \sim q(x'|x)}[\ln \frac{q(x'|x)}{p(x'|x)}], \tag{4.6} \]

where \( q \) is assumed to be absolutely continuous with respect to \( p \).

### 4.2.1 Infinite Horizon Optimal Control Problem

We consider an infinite horizon optimal control problem where the control objective is to minimize the functional

\[ J_e = \lim_{N \to \infty} \frac{1}{N} \mathbb{E}\left[ \sum_{t=0}^{N-1} \{ e(x_t) + KL(q(x_{t+1}|x_t)||p(x_{t+1}|x_t)) \} \right], \tag{4.7} \]

This assumption is somewhat restrictive and one of the objectives of future work is to consider formulations where this is not necessary.
where $E[\cdot]$ denotes the expectation under a given control law, and $c(x) \geq 0$ is a continuous function that is used to penalize the state. The KL term serves as a measure of control cost. If no additional control is used then $p = q$ and $KL(q\| p) = 0$. In general, the term measures the discrepancy between the transition kernels of the open and closed-loop systems. The parameter $\varepsilon > 0$ is small.

The solution of (4.7) is obtained by writing the Bellman equation. We denote the minimum average cost as $J^*_\varepsilon$ and $v(x)$ as the relative value function. The Bellman equation is given by:

$$J^*_\varepsilon + v(x) = \min_{q(x')} \{ \varepsilon c(x) + KL(q(x')|| p(x'|x)) + E_{x'\sim q(x'|x)}[v(x')] \},$$

where $v(x)$ is the relative cost function [141]. Denote the $N$-step cost-to-go function at state $x$ as $V^N_x (x)$, then $v(x)$ represents the deviation of $V^N_x (x)$ from $NJ^*_\varepsilon$ for large $N$:

$$v(x) = \lim_{N\to\infty} \{ V^N_x (x) - NJ^*_\varepsilon \}.$$

Following Todorov [74], we express

$$KL(q(x'|| x)|| p(x'|| x)) + E_{x'\sim q(x'|x)}[v(x')] = -\ln(k(x)) + KL(q(x'|| x)|| p(x'|| x))e^{-v(x')}.$$
Using the optimal control, the Bellman equation is given by

$$e^{-\left(J^*_\varepsilon + v(x)\right)} = e^{-\varepsilon c(x)} E_{x' \sim p(x' | x)} [e^{-v(x')}]. \quad (4.13)$$

Denote $\lambda_\varepsilon = e^{-J^*_\varepsilon}$ and define a non-negative auxiliary function $Z_\varepsilon(x) \equiv e^{-v(x)}$ to express (4.13) as

$$\lambda_\varepsilon Z_\varepsilon(x) = e^{-\varepsilon c(x)} E_{x' \sim p(x' | x)} [Z_\varepsilon(x')]. \quad (4.14)$$

As $\varepsilon \to 0$, the limiting problem is formally given by

$$\lambda_0 Z_0(x) = E_{x' \sim p(x' | x)} [Z_0(x')], \quad (4.15)$$

where $\lambda_0 = e^{-J^*_0}$.

4.2.2 Example

To make these ideas precise, we consider the scalar system first introduced in Example 4.2.1. The scalar system is given by

$$x_{t+1} = ax_t + u_t + d_t, \quad (4.16)$$

where $t$ is the discrete time, $x_t \in \mathbb{R}$, $u_t \in \mathbb{R}$ is control and $d_t \sim N(0, \sigma^2)$. We assume $c(x) = x^2$. The average cost optimal control problem is to minimize

$$J_\varepsilon = \lim_{N \to \infty} \frac{1}{N} E\left[\sum_{t=0}^{N-1} \varepsilon x_t^2 + KL(q(x_{t+1} | x_t) \| p(x_{t+1} | x_t))\right]. \quad (4.17)$$

For $\varepsilon > 0$, the solution to this problem is given by the following Lemma. The proof appears in Appendix B.1.

**Lemma 4.2.2.** Consider the optimal control problem with dynamics (4.16) and the cost functional (4.17). For $\varepsilon > 0$, the optimal closed-loop dynamics are given by

$$q^*(x'|x) = p(x'|x) e^{-\varepsilon x^2} e^{\kappa (x^2 - x'^2)} \sqrt{2 \sigma^2 x + 1}.\]$$

The optimal average cost

$$J^*_\varepsilon = \frac{1}{2} \ln(2 \sigma^2 x + 1),$$
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and the eigenfunction $Z_\varepsilon(x) = e^{-\kappa x^2}$ where $\kappa$ is a non-negative solution of

$$\kappa - \varepsilon = \frac{\kappa a^2}{2\sigma^2\kappa + 1}.$$

In the limit as $\varepsilon \to 0$, we have the following fundamental limitation result. The proof appears in Appendix B.2.

**Theorem 4.2.3.** For the optimal control problem with dynamics (4.16) and the cost functional (4.17),

$$J_0^* = \begin{cases} \ln|a| & \text{for } |a| > 1, \\ 0 & \text{for } |a| < 1 \end{cases} \quad \text{(Non-ergodic case)}$$

$$J_0^* = \begin{cases} 0 & \text{for } |a| < 1 \end{cases} \quad \text{(ergodic case)} \quad (4.18)$$

Before closing this section, we make two remarks. The first remark concerns the nature of control. For $\varepsilon = 0$, the open-loop dynamics are given by $p(x'|x) \sim N(ax, \sigma^2)$ and the optimal closed-loop dynamics are given by

$$q^*(x'|x) \sim N(\frac{x}{a}, \frac{\sigma^2}{a^2}).$$

One important observation is that this transition kernel is not realizable using an affine control as in Example (4.2.1). As already noted in the Example, an additive control can not affect the variance. With any additive control $u = k(x)$, the closed-loop dynamics would be of the form $N(ax + k(x), \sigma^2)$.

So the assumption on the nature of control is rather strong. Theorem 4.2.3 shows that there are fundamental limitations on achievable performance inspite of this.

The other remark concerns fundamental limitations for the classical optimal control problem:

$$J_\varepsilon = \lim_{N \to \infty} \frac{1}{N} \mathbb{E}\left[ \sum_{t=0}^{N-1} \varepsilon x_t^2 + u_t^2 \right].$$

In this case, it is a straightforward calculation to obtain the following result:

**Theorem 4.2.4.** For the optimal control problem with dynamics (4.16) and the cost functional (4.19),

$$J_0^* = \begin{cases} |a|^2 - 1 & \text{for } |a| > 1, \\ 0 & \text{for } |a| < 1 \end{cases} \quad (4.20)$$

One thus sees that limitations equal the right hand side of the Bode formula for the problem (4.17) but not for (4.19).
4.3 Fundamental limitations in control

Fundamental limitations are obtained via analysis of the eigenvalue problem (4.14) for \( \epsilon > 0 \) and the eigenvalue problem (4.15) for the limiting case \( \epsilon = 0 \). We define a Markov operator \( U : L^{\infty}(X) \to L^{\infty}(X) \):

\[
UZ(x) = E_{P(x'|x)}[Z(x')] = \int_X p(x'|x)Z(x')dx'.
\]

This operator is the dual to the Markov operator \( P \) with respect to the standard inner-product

\[
< Z(x), \rho(x) > = \int_X Z(x)\rho(x)dx,
\]

where \( \rho(x) \in L^1(X) \) and \( Z(x) \in L^{\infty}(X) \). In deterministic settings, \( U \) is called the Koopman operator.

The two eigenvalue problems (4.14) and (4.15) can be expressed as:

For \( \epsilon > 0 \) :

\[
e^{-\epsilon c(x)}UZ_{\epsilon}(x) = \lambda_{\epsilon}Z_{\epsilon}(x)
\]

For \( \epsilon = 0 \) :

\[
UZ_{0}(x) = \lambda_{0}Z_{0}(x),
\]

(4.21)

where \( c(x) \geq 0 \) is assumed to be a continuous function. Recall \( Z_{\epsilon}(x) = e^{-\epsilon c(x)} \), so \( Z_{\epsilon}(x) > 0 \) on \( X^4 \).

There are two important points to be made here:

1. The fundamental limitations depend upon the open loop dynamics – stochastic kernel \( p(x'|x) \). For \( \epsilon > 0 \), the limitations also depend upon the nature of performance requirement – cost function \( c(x) \).

2. As \( \epsilon \to 0 \), \( e^{-\epsilon c(x)} \to 1 \) on compact subsets of \( X \) in the sup-norm topology. We thus have \( \lambda_{\epsilon} \to \lambda_{0} \) and \( Z_{\epsilon}(x) \to Z_{0}(x) \) in a point-wise sense \([142]\). We have \( Z_{0}(x) \geq 0 \) on \( X \).

As a result, we can obtain fundamental limitations by considering non-negative bounded eigenfunctions of (4.21). One such eigenfunction is known to be the unity eigenfunction, denoted as \( 1(x) \). The associated eigenvalue \( \lambda_{0} = 1 \) and \( J^*_0 = -\ln(\lambda_0) = 0 \).

**Definition 4.3.1.** The open-loop dynamics \( p(x'|x) \) is said to be ergodic if every non-negative eigenfunction of (4.21) is of the form \( c \cdot 1(x) \) where \( c > 0 \).

We thus have the following two cases to consider:

1. If \( p(x'|x) \) is ergodic then \( J^*_0 = 0 \) and \( J^*_0 \to J^*_0 \) for any choice of \( c(x) \geq 0 \).

4Regularity properties of the eigenfunction \( Z_{\epsilon}(x) \) will depend upon assumptions on \( p(x'|x) \). These properties need to be further investigated.

5Under suitable assumptions, one can perhaps obtain stronger conclusions on convergence and on regularity properties of limiting function \( Z_{0}(x) \). This is a subject of future work.

6A perturbation analysis may be used to obtain an asymptotic formula for fundamental limitation \( J^*_0 \) as \( \epsilon \to 0 \).
2. If \( p(x'|x) \) is not ergodic then the \( \lim_{\varepsilon \to 0} J_\varepsilon \) depends upon the choice of \( c(x) \).

### 4.3.1 Example 1: Linear Dynamics with Gaussian Noise

Consider the SISO LTI system

\[
x_{t+1} = Ax_t + Bu_t + d_t,
\]

where \( t \) is the discrete time, \( x_t \in \mathbb{R}^n \), \( u_t \in \mathbb{R} \) is control and \( d_t \sim N(0,R) \) with \( R > 0 \). For the open-loop dynamics, the stochastic kernel \( p(x'|x) = N(Ax,R) \) is used to define the two Markov operator \( P \) and \( U \).

We first assume that \( A \) is Picard, i.e., has all its eigenvalues inside the unit circle. For this case, we have:

1. The Markov operator \( P \) has a unique eigenvalue at 1. The eigenfunction is the invariant density \( \pi(x) = N(0,\Sigma_{xx}) \), where \( \Sigma_{xx} \) solves the following Lyapunov equation

\[
A\Sigma_{xx}A^T - \Sigma_{xx} + R = 0.
\]

2. The Markov operator \( U : L^\infty(X) \to L^\infty(X) \) also has a unique eigenvalue at 1. The only bounded eigenfunction is \( 1(x) \).

Let \( Z(x) \) be a bounded eigenfunction of \( U \) with eigenvalue \( \lambda \) then

\[
< Z(x), \pi(x) > = < Z(x), P\pi(x) > = < UZ(x), \pi(x) > = \lambda < Z(x), \pi(x) >.
\]

If \( \lambda \neq 1 \) then \( < Z(x), \pi(x) > = 0 \), and \( Z(x) \) must change sign. So, the open-loop dynamics are ergodic.

**Theorem 4.3.2** (Ergodic). Consider the optimal control problem (4.17) for the LTI system (4.22) where \( A \) is assumed Picard. Then

\[
J_0^* = 0.
\]

We next consider the LTI system (4.22) where \( A \) has all its eigenvalues outside the unit circle. For this case, the fundamental limitations depend upon the choice of \( c(x) \). We have the following theorem. The proof appears in Appendix B.3.

**Theorem 4.3.3** (Non-ergodic). Consider the optimal control problem (4.17) with \( c(x) = x^2 \). The dynamics are given by the LTI system (4.22) where \( A \) has all its eigenvalues outside unit circle. Then

\[
J_0^* = \lim_{\varepsilon \to 0} J_\varepsilon^* = \ln |A|.
\]
4.3.2 Example 2: Nonlinear Dynamics with Gaussian Noise

For nonlinear systems, the property of ergodicity crucially depends upon the nature of noise. With Gaussian noise, a very general class of nonlinear systems are known to be ergodic. Consider, for example, the system

\[ x_{t+1} = T(x_t) + d_t \]  \hspace{1cm} (4.24)

where \( d_t \sim N(0,R) \) with \( R > 0 \). \( T : \mathbb{R}^n \to \mathbb{R}^n \) is a continuous map that additionally satisfies

\[ \|T(x)\| \leq \gamma \|x\|, \quad \text{for } \|x\| \geq M, \]

with \( |\gamma| < 1 \) for some \( M > 0 \). For this system, ergodicity follows from the Corollary 10.5.2 in \[126\]:

**Theorem 4.3.4** (Corollary 10.5.2 in \[126\]). *Consider the discrete-time system (4.24) on \( X = \mathbb{R}^n \). The Markov operator \( \mathbb{P} : L^1(X) \to L^1(X) \) given by

\[ \mathbb{P} \rho(x') = \int_X \rho(x) \frac{1}{(2\pi)^{d/2}|R|^{1/2}} e^{-\frac{1}{2}(x' - T(x))' R^{-1} (x' - T(x))} dx, \]

has a unique invariant density that is asymptotically stable.*

The fundamental limitation result is expressed in the following conjecture.

**Conjecture 4.3.5.** *Consider the optimal control problem (4.17) for open-loop dynamics (4.24). Then

\[ J_0^* = \lim_{\epsilon \to 0} J_\epsilon^* = 0. \]

As a result, the fundamental limitations expressed in Theorem 4.3.3 for LTI dynamics are very fragile. For example, suppose

\[ T(x) = \begin{cases} \text{Ax} & \text{for } \|x\| \leq M_1 \\ \text{sat}(Ax) & \text{otherwise}, \end{cases} \]

where \( A \) has its eigenvalues outside unite circle and sat(\cdot) is saturation function. Even though \( J_0^* = \ln |A| \) for LTI dynamics, \( J_0^* = 0 \) provided there is suitable nonlinearity such as the saturation nonlinearity for large \( x \).

Such a conclusion is not very useful or unexpected for \( \epsilon = 0 \). The important point is that for small value of \( \epsilon \), \( J_\epsilon^* = \ln |A| + O(\epsilon) \) for LTI dynamics while \( J_\epsilon^* = O(\epsilon) \) provided there is suitable nonlinearity for large \( x \). The nature of optimal control is expected to be very different for linear and nonlinear case. This needs to be investigated.
4.3.3 Example 3: Ergodic Dynamics with Positive Lyapunov exponents

For LTI systems, ergodicity is equivalent to all Lyapunov exponents being negative. For nonlinear systems, the two notions can be quite different. Consider, for example, the system defined by mod-2 map (dyadic map) \( T(x) \doteq \mod(2x,1) \) on \( X = [0,1] \):

\[
x_{t+1} = T(x_t) \quad \text{for} \quad x \in X.
\] (4.25)

The Lyapunov exponent is \( \ln(2) \). The dynamics are ergodic with a unique invariant density given by the Lebesgue (uniform) density on \( X \) [126]. Suppose \( Z(x) \) is any eigenfunction of \( U \) with eigenvalue \( \lambda < 1 \) then by repeating the argument in (4.23), we have

\[
\int_X Z(x)dx = 0.
\]

**Conjecture 4.3.6.** Consider the optimal control problem (4.7) for mod-2 dynamics (4.25). In this case,

\[
J_0^* = \lim_{\epsilon \to 0} J_\epsilon^* = 0.
\]

In the remainder of this Section, we summarize results of the numerical solution of the eigenvalue problem (4.14).

We consider a perturbed version of the mod-2 dynamics:

\[
x_{t+1} = \mod(2x_t + d_t, 1) \doteq T^{(d)}(x_t), \quad \text{for} \quad x_t \in X,
\] (4.26)

where \( d_t \) is uniform disturbance in the interval \([-w,w]\) with \( w = 0.05 \). By construction, \( T^{(d)} : X \to X \). For the optimal control problem (4.7), we choose \( c(x) = \sin(\pi x) \) for \( x \in X \).

In order to obtain numerical solution of the eigenvalue problem, we discretize \( X \) into \( N = 600 \) equi-spaced points. The eigenfunction \( Z(x) \) is discretized as a \( N \times 1 \) vector. Figure 4.1 depicts \( J_\epsilon^* = -\ln(\lambda_\epsilon) \) as a function of \( \epsilon \). As \( \epsilon \to 0 \), \( J_\epsilon^* \to 0 \).

We next discuss the nature of optimal control solution for a fixed value of \( \epsilon = 0.01 \). Figure 4.2 depicts the eigenfunction \( Z_\epsilon(x) \), and \( v_\epsilon(x) = -\ln(Z_\epsilon(x)) \) for \( \epsilon = 0.01 \). The eigenfunction \( Z_\epsilon(x) \) achieves local maximum at the following set of points:

\[
S \doteq \{0, \frac{1}{8}, \frac{1}{4}, \frac{3}{8}, \frac{1}{2}, \frac{5}{8}, \frac{3}{4}, \frac{7}{8}, 1\}.
\]

It is conjectured that the optimal control works by directing trajectory towards these local maximum points of the
eigenfunction $Z_\epsilon(x)$. We recall that the optimal closed loop dynamics are given by (see (4.12)):

$$q^*(x'|x) = \frac{p(x'|x)Z_\epsilon(x')}{k(x)}.$$  \hfill (4.27)

For a fixed $x \in X$,

$$\begin{align*}
\arg \max_{x' \in X} q^*(x'|x) &= \arg \max_{x' \in \text{supp}(p(x'|x))} Z_\epsilon(x'), \\
\arg \min_{x' \in X} q^*(x'|x) &= \arg \min_{x' \in \text{supp}(p(x'|x))} Z_\epsilon(x'),
\end{align*}$$

because $p(x'|x)$ is uniform. As a result, control works by increasing the probability of transition to a local maximum in the support of $p(x'|x)$.

The points in the set $S$ are significant because mod-2 map sends these points to 0/1 in the smallest number of transitions: $T^0(0) = T^0(1) = 0$, $T^1(1) = T^2(1) = T^2(\frac{1}{2}) = 0$, $T^3(\frac{1}{4}) = T^3(\frac{3}{8}) = T^3(\frac{5}{8}) = T^3(\frac{7}{8}) = 0$. The optimal control thus works by causing the trajectory to go towards these points from where it is easy to reach 0.

It is conjectured that the number of local maximum points of eigenfunction $Z_\epsilon(x)$ depend upon the spread $w$ of uniform disturbance. In the limit as $w \to 0$, the set $S$ is given by

$$S = \{x \in X : x = \frac{k}{2^n} \text{ for } 0 \leq k \leq 2^n - 1, \quad n, k \in \mathbb{N}\}$$

For the unperturbed map, these points in $S$ reach 0 in at most $n$ iterations.

\footnote{Here, $T^2(x) = T(T(x)), T^3(x) = T(T(T(x)))$ and $T^0$ is the identity map.}

Figure 4.1: Plots of (a) $J_\epsilon^*$ and (b) $\lambda_\epsilon$ as function of $\epsilon$
A detailed analysis of this optimal control as a function of $w$ and $\varepsilon$ is a subject of future investigation.

4.3.4 Example 4: Non-ergodic Dynamics

The fundamental limitations in control arise on account of non-ergodic open-loop dynamics. In this section, we revisit the example discussed in Section 1.3.1:

$$x_{t+1} = \alpha(x_t) + d_t = T^{(d)}(x_t),$$

where

$$\alpha(x) = \begin{cases} a \cdot x & \text{for } |x| < L, \\ \text{sgn}(x)aL & \text{otherwise}, \end{cases}$$

(4.28)

where $a > 1$. The disturbance $d_t$ is uniform in the interval $[-w, w]$. We set $X = [-(aL+w), aL+w]$, so $T^{(d)} : X \rightarrow X$.

We have two limiting cases to consider:

1. In the limit of $w \rightarrow 0$, the dynamics are non-ergodic with two attractors near $-L$ and $L$.

2. In the limit of $w \rightarrow \infty$, the dynamics are ergodic.

In the remainder of this section, we summarize results of the numerical solution of the eigenvalue problem (4.15). We fix $a = 2$ and $L = 6.4$ and solve for possible $\lambda_0$ and $Z_0(x)$ as the width $w$ of the uniform disturbance varies. For each fixed value of $w$, the discretization of Markov operator $U$ is obtained by dividing $X$ into $N = 600$ equi-spaced points. Figure 4.3 depicts eigenfunctions for the two limiting case, where $w = 0.4$ and $w = 4.0$, respectively.

It is observed that the spectrum of the Markov operator is qualitatively different in the two limits:
Figure 4.3: (a) For $w = 0.4$, there are three non-negative eigenfunctions with eigenvalues $\lambda_0 = 1, 1, \frac{1}{1}$. (b) For $w = 4.0$, there is only one non-negative eigenfunction with eigenvalue $\lambda_0 = 1$. The other two eigenfunctions change sign on $X$.

1. If $w$ is very small, there are three non-negative eigenfunctions, two for eigenvalue $\lambda_0 = 1$ and one for eigenvalue $\lambda_0 = 0.5$. The corresponding $J_0^* = -\ln(\lambda_0) = \ln2$.

2. If $w$ is very large, there is only one non-negative eigenfunction $\lambda_0 = 1$. The other two eigenfunctions change sign on $X$. The corresponding $J_0^* = -\ln(\lambda_0) = 0$.

Further analysis on this problem is a subject of future work.

4.4 Conclusion

The main conclusions of the Chapter are:

1. The fundamental limitations arise only if the open-loop dynamics are non-ergodic. In particular, $J_0^* = 0$ if the open-loop dynamics are ergodic.

2. For LTI systems with Gaussian noise, the limitations are given by $J_0^* = \sum \ln|p_k|$, where $\ln|p_k|$ are the positive Lyapunov exponents, as in the Bode formula. In particular, $J_0^* = 0$ if the open-loop LTI system is asymptotically stable.

3. For nonlinear systems with Gaussian noise, $J_0^* = 0$ under rather mild assumption on dynamics (contractivity for large $x$). This suggests that the fundamental limitation result for the LTI case is fragile with respect to certain types of nonlinearities.
4. With the aid of mod-2 example in Section 4.3.3, we show that positive Lyapunov exponents may not be central to the analysis of fundamental limitations in the nonlinear case. The optimal control solution in these case is reminiscent of the control of chaos literature where similar points have been made.
Chapter 5

Optimal Sensor Location Design for Tracking Agents with Uncertain Dynamics

5.1 Introduction

Surveillance and monitoring systems with spatially distributed sensors are becoming increasingly common [143, 144, 145, 99]. A prototypical application is the estimation of location of mobile agents during emergency evacuation (egress) in a building; Figure (5.1) describes the layout of a single office floor in a building with sensors (video cameras) in the corridors. The feed from a number of video cameras as well as the measurements from light, CO$_2$, and motion sensors in a building can be used to monitor the movement of the building occupants [94]. Similar monitoring systems are also being put to use in tracking the traffic in large street networks [146, 145]. Complexity is a common feature in such applications, arising from both the uncertain dynamic nature of agent movement, and the large number of sensors [95, 96]. This makes the task of finding an “optimal” locations of the sensors a challenging problem.

Historically, the problem of choosing a sensor configuration which delivers best performance was studied by the chemical process control community in the 70’s (see [147, 148] and references therein). Their focus was on processes with linear dynamics, with performance measures such as process observability and robustness to sensor faults. In recent years, this problem is of interest to the wireless sensor networks community [97, 98, 99]. In [98], the authors propose an approach to optimize sensor locations for localization of a target at a fixed location. In [97], certain heuristics are proposed for choosing sensor location that leads to maximum entropy reduction of the posterior target location distribution. In [100, 99], combinatorial optimization based approaches are considered for choosing sensor locations in order to maximize mutual information while maintaining constraints on communication quality among sensors.

In much of this recent work, the focus has been on sensing processes that are either in steady- or near steady-state (say temperature distribution over a given area) or have simple linear models of dynamics. There are several important surveillance and monitoring applications, however, where transient nonlinear and uncertain dynamics are central to the performance objective. For example, in estimation of agents during building evacuation, only the transient dynamics of agent movement during egress are useful. In the steady-state, the building is empty so there is nothing to monitor.

Motivated by the estimation of agent movement in the building evacuation problem, we consider models of dy-
Figure 5.1: A floor of a building with four hallways discretized into 400 cells. The motion of a mobile agent through the building is modeled as a Markov chain evolving over 400 states, each cell being a possible state of the process.

Given system dynamics (a Markov model) and sensor configuration (sensor locations in this chapter), Bayesian estimation can be used to obtain an estimate on the agent location given the history of past observations from sensor readings. The locations of the sensors crucially affects the information-content of the sensor readings and thus the quality of the estimates obtained. We measure the quality of an estimate at a certain time in terms of uncertainty – conditional entropy of the state given the history of past observations. To measure the performance of a given choice of sensor locations, we propose the time-cumulative uncertainty in the state estimates. One important feature of this metric is that it is algorithm-independent: it provides a lower bound on uncertainty for any algorithmic implementation of the estimator. Computation cost of this metric, however, is in general high since it involves entropy rates of Hidden Markov Model (HMM)s, which are costly to compute [107]. To address this issue, we derive certain upper bounds that are much easier to compute. These bounds are tight under certain conditions on the dynamics that are relevant to the building evacuation problem. Numerical investigations show that even when the bounds are not tight, they are close to the true metric, so that optimal sensor locations can be designed by optimizing over the bound. Computation of the bound takes a fraction of the time needed to estimate the true metric using Monte Carlo simulations.

The remainder of this chapter is organized as follows. In section 5.2, an abstraction of the problem in terms of Markov chain on finite graphs is described. The performance metric $J$ is proposed and its bound $\bar{J}$ constructed for the single-sensor case on arbitrary graphs, along with extension to multi-sensor case on a 1-D graph. In section 5.3 design of sensor locations with the aid of these bounds is illustrated using examples. Conclusions and directions for future work appear in Section 5.4.
5.2 Discrete Graph Formulation

We consider dynamics that can be described by a Markov chain over finite state space. To further reduce the complexity, we only consider binary sensors such that a sensor’s output is either 1 or 0. This model of dynamics and sensing is general enough to cover a wide variety of situations, such as agent movement in buildings monitored by wireless sensor networks [149], monitoring of highway traffic from loop detectors [145], etc.

**Dynamics over a graph:** The building is divided into a finite number of cells, each cell is called a node. We denote the successive locations of the agent by \{x(0), x(1), \ldots, x(t)\}. Let the sequence \{1, 2, \ldots, N\} denote the nodes in the building that can be occupied by the agent (N = 400 states for the model shown in Figure 5.1). The behavior of the agent is assumed to be Markovian: for each \(i, j,\) and each \(k \geq 0,\)

\[
P(i, j) = \Pr(x_{k+1} = j \mid x_k = i) = \Pr(x_{k+1} = j \mid x_{k-1} = i; x_k = i). \tag{5.1}
\]

The Markov transition matrix is used to model the preference of a typical agent. The building is now a graph \(G = (\mathcal{V}, \mathcal{E})\), where each element of the set \(\mathcal{V} = \{1, 2, \ldots, N\}\) corresponds to a value that the state \(x\) can take, and each element \((i, j)\) of \(\mathcal{E}\) corresponds to a possible transition from \(i\) to \(j\) in one time step. The elements of \(\mathcal{V}\) are called nodes and those of \(\mathcal{E}\) are called edges of the graph. As a result, the dynamics now evolves over the nodes of the graph \(G\). Equation (5.1) represents an approximation of true agent dynamics.

We assume that the graph has a well-defined entrance node – whose index is usually taken as node 1 – and an exit node – whose index is usually taken as \(N\). The agent enters the graph via the entrance node, so that \(x_0 = 1\). The fact that the agent eventually exits the graph is ensured by requiring the exit node \(N\) to be an absorbing state. The remaining nodes are assumed to be transient. For any sample trajectory, we have \(\lim_{k \to \infty} x_k = N\). For the Markov chain \(P, e_N = [0, \ldots, 0, 1]\) is the unique steady state distribution.

**Sensing:** The possible locations of a sensor are the nodes of the graph \(\mathcal{G}\), and the number of sensors is denoted by \(m\). The sensors are assumed to be binary: the reading of the \(j^{th}\) sensor at time \(k\) – denoted by \(y^{(j)}_k\) (where \(y^{(j)}_k \in \{0, 1\}\) for \(j \in \{1, \ldots, m\}\) for every \(k\)) – is 1 if and only if the agent at time \(k\) is at the node where the sensor \(j\) is located. The node of \(\mathcal{G}\) where the \(j^{th}\) sensor is located is denoted by \(\ell(j) \in \mathcal{V}\). We further assume the sensors are reliable that do not have false readings. We denote the vector of sensor observations at time \(k\) as \(y_k = (y^{(1)}_k, \ldots, y^{(m)}_k)\).

For a given sensor locations, we are interested in estimating the state based on history of past observations from sensor readings. The design objective is to obtain the locations of the sensors so that the estimation performance is the best possible.

**Performance metric:** For a given graph \(\mathcal{G} = (\mathcal{V}, \mathcal{E})\), dynamics \(P\), and sensor locations \(\{\ell(1), \ldots, \ell(m)\} \subset \mathcal{V}\), we
propose the following performance metric

\[ J := \sum_{k=0}^{\infty} H(x_k|y_0^k, x_0 = 1) \]  

(5.2)

where \( x_k \) denotes the agent location at time \( k \), and \( y_0^k = \{y_0, \ldots, y_k\} \) denotes the history of past observations. \( H(x_k|y_0^k, x_0 = 1) \) denotes the conditional entropy [150]. It is obtained by considering the so-called belief process which is denoted by \( \pi_k(x) \equiv p(x_k|y_0^k) \). It represents one’s belief in the current state given the history of past observations [16]. The conditional entropy \( H(x_k|y_0^k, x_0 = 1) \) is a measure of the average uncertainty at time \( k \). Hence, \( J \) is a measure of the cumulative uncertainty regarding the agent’s location summed over all times. The series (5.2) converges because the Markov chain is assumed to be absorbing.

Since the entropy \( H(x_k|y_0^k) \) reflects the uncertainty in the optimal estimate of the state. When additional constraints are present, such as bandwidth limitations and delay in transmitting data from sensors to a fusion center, or due to distributed processing of data, the resulting estimate will have a higher uncertainty (in an expected sense) at every time \( k \), no matter what estimation algorithm is used. As a result, the metric defined in (5.2) represents an algorithm-independent lower bound on the cumulative uncertainty associated with the estimate \( \hat{x}_k \) of the state \( x_k \) over time.

5.2.1 Entropy Bound for a Single Sensor

In this section, we describe an upper bound on \( J \), and an algorithm to compute it, when there is a single sensor \( (m = 1) \). The location (node index) of the sensor is denoted by \( \ell \). The bound will be exact for a certain class of Markov chains. The bound uses the concept of first hitting time of a Markov chain [151].

Let \( \tau_1 \) be the first hitting time of the sensor location \( \ell \), i.e., \( \tau_1 \) is the minimum \( k \) such that \( x_k = \ell \). We denote the distribution of \( \tau_1 \) as \( p(\tau_1) \). For a Markov chain \( P \) over any connected graph, this distribution can be computed in a straightforward manner. We omit the details in the interest of brevity. The bound is provided in Theorem 5.2.2, which requires the computation of two quantities that are described below.

1. Define

\[ \mathcal{H}_1(\tau_1 = k') \equiv \sum_{k=1}^{k'-1} h(\mu_k) \]  

(5.3)

where \( \mu_0 = e_1 \) and \( \mu_k \) is the conditional distribution of \( x_k \) given that \( \tau_1 > k \), i.e., conditioned on the event that the sensor hasn’t detected the agent until time \( k \). In other words, for \( i = 1, \ldots, N \), \( \mu_k(i) = \Pr(x_k = i|y_0^k = 0, x_0 = 1) \), where
\( \mathbf{0} \) is the vector of all 0's. Also define
\[
\tilde{\mu}_k(i) = \Pr(x_k = i|y_0^{k-1} = \mathbf{0}, x_0 = 1) = \Pr(x_k = i|x_0 = 1, x_1 \neq \ell, \ldots, x_{k-1} \neq \ell).
\]

Let us first compute \( \mu_1 \). Clearly, \( \mu_1(\ell) = 0 \). For \( i \neq \ell \),
\[
\mu_1(i) = \Pr(x_1 = i|x_1 \neq \ell, x_0 = 1) = \frac{\Pr(x_1 = i, x_1 \neq \ell|x_0 = 1)}{\Pr(x_1 \neq \ell|x_0 = 1)} = \frac{\tilde{\mu}_1(i)}{1 - \tilde{\mu}_1(\ell)}.
\]

It is now straightforward to see that \( \mu_k \) can be computed recursively with the following algorithm:

1. \( \mu_0 = e_1 \), \( \tilde{\mu}_0 = e_1 \).
2. \( \tilde{\mu}_r = \mu_{r-1} P \).
3. \( \mu_r(\ell) = 0 \) and for \( i \neq \ell \), \( \mu_r(i) = \frac{\tilde{\mu}_r(i)}{1 - \tilde{\mu}_r(\ell)} \).

2. Consider one sample path of the process and let \( \tilde{k} \) denote the time at which the agent leaves the sensor node for the first time. That is,
\[
\tilde{k} = \min_k \text{ such that } x_k = \ell, x_{k+1} \neq \ell.
\]

Denote \( z_r = x_{\tilde{k}+r} \) for \( r \geq 0 \). Define
\[
\mathcal{H}_{\text{exit}} = \sum_{k=\tilde{k}}^\infty H(x_k) = \sum_{r=0}^\infty H(z_r) = \sum_{r=0}^\infty h(\pi_r)
\]
where \( \pi_r = \theta P^r \), where \( \theta \) denotes the probability distribution of \( z_0 \). To determine \( \theta \), note that \( \theta(\ell) = 0 \). For \( i \neq \ell \), we have
\[
\theta(i) = \Pr(x_{\tilde{k}} = i|x_{\tilde{k}} \neq \ell) = \frac{\Pr(x_{\tilde{k}} = i, x_{\tilde{k}} \neq \ell)}{\Pr(x_{\tilde{k}} \neq \ell)} = \frac{\Pr(x_{\tilde{k}} = i)}{1 - \Pr(x_{\tilde{k}} = \ell)}
\]
where we have used the fact that \( \{x_{\tilde{k}} = i\} \cap (\{x_{\tilde{k}} = \ell\})^c = \{x_{\tilde{k}} = i\} \) since the events \( x_{\tilde{k}} = i \) and \( x_{\tilde{k}} = \ell \) are mutually exclusive for \( i \neq \ell \). The unconditional probabilities \( \Pr(x_{\tilde{k}} = i) \) are simply the entries of \( e_1 P \). Thus we have
\[
\theta(i) = \begin{cases} 0 & \text{if } i = \ell, \\ \frac{\rho(i)}{1 - \rho(\ell)} & \text{otherwise} \end{cases}
\]

Before we present the result, we need to define strongly biased Markov chains for D graphs. A 1-dimensional (1-
D) graph with node set \( V = \{1, \ldots, N\} \) as shown in Figure 5.2. Such graphs describe spatial discretization of single routes. The entrance node represents the start of the route and the exit represents the end of the route. For egress type applications mentioned in the introduction, there is a particularly important class of Markov chains in which the movement is always towards the exit (e.g. egress problem in a building):

**Definition 5.2.1.** Consider a Markov chain \( P \) on a one-dimensional graph \( V = \{1, \ldots, L\} \) where \( 1 \) is the entrance node and \( L \) is the exit node. We say \( P \) is strongly biased if \( P(i, j) = 0 \) whenever \( i < j \).

The next theorem provides a bound on \( J \) in terms of the quantities defined above that is useful for choosing the location of the sensor \( \ell \).

**Theorem 5.2.2.** Consider a graph \( G = (V, E) \) with dynamics \( P \) and a single sensor at location \( \ell \in V \). Let \( \tau_1 \) denote the first hitting time for this sensor and \( p(\tau_1) \) denote its distribution. Define

\[
J \triangleq \mathbb{E}_{p(\tau_1)}[\mathcal{H}_1] + \mathcal{H}_{exit}
\]

where \( \mathcal{H}_1 \) and \( \mathcal{H}_{exit} \) are defined by (5.3) and (5.4). We then have

\[
J \leq \bar{J}
\]

where the equality holds when \( G \) is a 1-D strongly biased Markov chain. \( \square \)

**Remark 5.2.3.** Note that \( \mathcal{H}_{exit} \) can be approximated by \( \sum_{r=0}^{R} H(\pi_r) \) for sufficiently large \( R \). Similarly, \( \mathbb{E}_{p(\tau_1)}[\mathcal{H}_1] \) can be approximated by \( \sum_{k=1}^{K} \mathcal{H}_1(\tau_1 = k') \Pr(\tau_1 = k') \) for sufficiently large \( K \). Thus, Theorem 5.2.2 offers a way of evaluating an upper bound on \( J \) that is computationally more tractable than computing \( J \) directly.

**Remark 5.2.4.** This tightness shows that for strongly biased Markov chains, we can exactly capture the overall uncertainty about agent position using the bound. Design of optimal sensor placement can now be carried out by optimizing over the bound \( \bar{J} \) which is easier to compute than \( J \). Thus, numerical search algorithms can be effectively utilized for optimal sensor placement. Although currently we define strongly biased chains only for 1D graphs, extensions to more general graphs where the motion is predominantly towards a certain direction, seems feasible.

**Proof.** Using (5.2), we have

\[
J = \sum_{k=0}^{\infty} H(x_k|y_0^k, x_0 = 1) = \sum_{k=0}^{\infty} \mathbb{E}_{p(\tau_1)}[H(x_k|y_0^k, x_0 = 1; \tau_1 = k')] = \sum_{k=0}^{\infty} \left\{ \sum_{k'=1}^{\infty} H(x_k|y_0^k, x_0 = 1; \tau_1 = k') p(\tau_1 = k') \right\}
\]
Now,
\[
\sum_{k=0}^{\infty} H(x_k | y_0, x_0 = 1, \tau_1 = k') = \sum_{k=0}^{k-1} H(x_k | y_0, x_0 = 1, \tau_1 = k') + \sum_{k=k'}^{\infty} H(x_k | y_0, x_0 = 1, \tau_1 = k') \quad (5.8)
\]
Reversing the order of summation in (5.7), plugging (5.8) into it, and using (5.3), we get
\[
J = E_{p(\tau_1)}[H_1] + E_{p(\tau_1)}[\sum_{k=k'}^{\infty} H(x_k | y_0, x_0 = 1, \tau_1 = k')]
\quad (5.9)
\]
The sum \(\sum_{k=k'}^{\infty} H(x_k | y_0, x_0 = 1)\) is equal to \(\sum_{k=k'}^{\infty} H(x_k | y_0, x_0 = 1)\) since when \(k' \leq k < \tilde{k}\) we have \(y_k \equiv 1\) which means \(x_k = \ell\). For this case, \(H(x_k | y_0, x_0 = 1) = 0\). Next
\[
\sum_{k=k'}^{\infty} H(x_k | y_0, x_0 = 1) \leq \sum_{k=k'}^{\infty} H(x_k) = H_{\text{exit}}
\]
where the inequality holds because conditioning always serves to reduce uncertainty. Now 5.9) gives us
\[
J \leq E_{p(\tau_1)}[H_1] + E_{p(\tau_1)}[H_{\text{exit}}] = E_{p(\tau_1)}[H_1] + H_{\text{exit}} = \bar{J}
\]
where the equality follows since \(H_{\text{exit}}\) is a constant with respect to \(\tau_1\) (which can be seen from the last series in (5.4)). The equality \(J = \bar{J}\) holds when the chain is strongly biased, which concludes the proof.

5.2.2 Entropy Bound for Multiple Sensors

For multiple sensor location design cases, we limit ourselves to 1-D graphs in this chapter. Extensions to more general graphs will be carried out in the future. We assume \(m\) sensors with locations \((\ell(1), \ldots, \ell(m))\) and an ordering whereby \(\ell(j) < \ell(j')\) whenever \(j < j'\). The \(m\) sensor readings at time step \(k\) form a vector \(y_k\). To obtain a bound, we first define \(\tau_j\) with respect to the sensor location \(\ell(j)\). \(\tau_1\) is the first hitting time of the sensor 1. For \(j > 1\), \(\tau_j\) is defined as the time elapsed after the agent first leaves the sensor node \(\ell(j-1)\) and the sensor \(\ell(j)\) first detects the agent. The assumption that an agent is always detected by each sensor together with the ordering of sensors ensure that \(\tau_j \geq 0\).

Due to the ordering, the considerations of multi-sensor case are analogous to the single sensor case. We reserve the notation \(k_j\) to denote time of first detection by sensor \(j\) (for one sample path), and \(\tilde{k}_j\) to denote time of agent first leaving sensor \(j\). The distribution of \(\tau_j\) is denoted by \(p(\tau_j)\). Computing \(p(\tau_j)\) is straightforward, but we omit the details for the sake of brevity. Similar to the 1-sensor case, derivation of a bound on \(J\) requires defining \(H_1\) and \(H_{\text{exit}}\), which are described below.
1. Define
\[ H_j(\tau_j = k') = \sum_{k=0}^{k'-1} h(\mu_k) \]  \hspace{1cm} (5.10)

where \( \mu_k \) is the conditional distribution of \( x_{j-1+k} \) given all past sensor readings. It can be computed using a recursive algorithm quite similar to the one described preceding Theorem 5.2.2, which we omit due to space limitations.

2. Define
\[ H_{\text{exit}} = \sum_{k=\tilde{k}_m}^\infty H(x_k) = \sum_{k=0}^\infty h(\pi_k) \]  \hspace{1cm} (5.11)

where \( \pi_k = \theta P^k \), and \( \theta \) here is defined as the probability distribution of agent at time \( \tilde{k}_m \). The distribution \( \pi_k \) can be computed in a manner similar to that described earlier for the 1-sensor case.

The following theorem gives a bound on \( J \) for the multi-sensor case. The proof is provided in the appendix.

Theorem 5.2.5. Consider a one-dimensional graph \( G = (\mathcal{V}, \mathcal{E}) \) with dynamics given by \( P \) and \( m \) sensors located at \{\( \ell(1), \ell(2), \cdots, \ell(m) \} \subset \mathcal{V} \). Denote
\[ \bar{J} = m \sum_{j=1}^m E_{P(\tau_j)}[H_j] + H_{\text{exit}} \]  \hspace{1cm} (5.12)

where \( H_j \) and \( H_{\text{exit}} \) are defined by (5.10) and (5.11), respectively. We then have
\[ J \leq \bar{J} \]  \hspace{1cm} (5.13)

with equality if \( P \) is strongly biased.

Proof. The proof follows the same line as in 1-sensor case. We first obtain bounds of accumulated uncertainty for a given sample path of observation sequence \( \{y_k^j\} \), and take expectation at the end. A key observation is that, after agent reach sensor \( j-1 \) for the first time (at \( k_{j-1}' \)), there is no uncertainty until it leaves at \( \tilde{k}_j \). To evaluate the sum \( \sum_{k=0}^\infty H(x_k|y_0^k, x_0 = 1) \), only non-zero terms need to be considered. We then have
\[ \sum_{k=0}^\infty H(x_k|y_0^k = y_0^k, x_0 = 1) = \sum_{j=1}^m (\sum_{k=\tilde{k}_j-1}^{k_j'-1} H(x_k|y^k_0, x_0 = 1)) + \sum_{k=\tilde{k}_m}^\infty H(x_k|y_0^k = y_0^k, x_0 = 1) \]

For each \( j \), using Markov property, we get
\[ \sum_{k=\tilde{k}_j-1}^{k_j'-1} H(x_k|y_0^k = y_0^k, x_0 = 1) = \sum_{k=\tilde{k}_j-1}^{k_j'-1} H(x_k|y_{\tilde{k}_j-1}^k = y_{\tilde{k}_j-1}^k, x_0 = 1) \]
Figure 5.2: A 1 dimensional graph with 10 nodes. Node 1 on the left is the entrance and node 10 on the right is the exit. Two nodes are connected by an edge if and only if the transition probability between them is non-zero.

because when \( k'_{j-1} \leq k \leq \hat{k}_{j-1} - 1 \), sensor \( j-1 \) always reads '1', indicating \( x_k = \ell(j-1) \).

For the convenience of notation, we define \( \{y_j(k)\}_k^{k_j} \) to be the reading of sensor \( j \) from time \( k \) to time \( r \). From definition of \( H_j \), it can be shown that

\[
H_j(\tau_j = k') = \sum_{k=k_j-1}^{k'-1} H(x_k|\{y_j(k)\}_k^{k_j-1} = \emptyset) \geq \sum_{k=k_j-1}^{k'-1} H(x_k|y_j(k)_{k_j-1}^{k'-1} = y_j^{k'}_{k_j-1}-1)
\]

The inequality hold because for any sample path, \( y_j^{k'}_{k_j-1-1} \) must satisfy \( \{y_j(k)\}_k^{k_j} = \emptyset \) when \( k < k' \) (meaning sensor \( j \) does not detect the agent during this period). However, other elements of \( y_k \) can be 1, which serve to provide information about \( x_k \) and further reduce uncertainty.

Recall we also have

\[
\sum_{k_m} H(x_k|x_0 = 1) \leq \sum_{k_m} H(x_k) = H_{exit}
\]

Put these together, for any given sample path of \( \{y_0^k\} \),

\[
\sum_{k=0}^{\infty} H(x_k|x_0^0 = y_0^k, x_0 = 1) \leq \sum_{j=1}^{m} H_j + H_{exit}
\]

by arguments similar to that used in 1-sensor case, on taking expectation w.r.t \( p(\tau_j) \), \( 1 \leq j \leq m \), (5.12) is obtained.

This bound comes as a natural extension of the bound in 1-sensor case: first divide the movement of agent into \( m \) stages, then bound the uncertainty in each stage. We now provide several examples using the bound \( J \) for sensor location design.

### 5.3 Design Using Bounds

#### 5.3.1 Single Sensor Location Design

**Example 5.3.1.**

The first example involves designing the location of a single sensor in the 1-D graph with 10 nodes shown in Figure 5.2. The transition probability matrix for this graph is
Figure 5.3: Designing a sensor’s location in a 1-D graph by minimizing $J$. The performance metric $J$ (estimated from 8000 MC simulations) and the bound $\bar{J}$ (computed from the formula (5.6)) are plotted against the 10 possible sensor locations. We see that the bound $\bar{J}$ closely matches the true value $J$, and is minimized by placing the sensor at the 6th node (the entrance at the left is node 1).

$P = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
0.1 & 0.9 & \cdots & 0 \\
0 & 0.1 & 0.9 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0.1 & 0.9 \\
0 & 0 & \cdots & 0 & 1
\end{bmatrix}_{10 \times 10}$

(5.14)

This Markov chain is strongly biased, with node 1 as the entrance and node 10 as the exit. We compute the $J$ and $\bar{J}$ for the 10 possible sensor locations. The value of the performance metric $J$ is estimated using Monte Carlo simulation of 8000 runs. Figure 5.3 shows that:

1. $\bar{J} = J$ for every choice of sensor location. This is consistent with Theorem 5.2.2 since the chain is strongly biased.

2. The choice of sensor location that minimizes estimation uncertainty according to the metric $J$ is node 6, so the optimal sensor location is node 6.

Example 5.3.2.

This example is on selecting a sensor’s location in a 2-D graph. A single floor of a building can be realistically modeled as a 2-D graph. The uncertain motion of an agent is now described by a Markov chain that is defined over this graph. Consider the 2-D graph $\mathcal{G}$ and corresponding transition matrix $P$ as in Fig. 5.4. Assume node 1 as entrance and node 9 as exit. For the 9 possible sensor locations, we computed performance metric $J$ by Monte Carlo simulation of 4000 runs and its bound $\bar{J}$ following Theorem 5.2.2.
Figure 5.4: A 2-D graph with 9 nodes and the associated transition probability matrix $P$.

![2-D graph with 9 nodes and the associated transition probability matrix $P$.](image)

Table 5.1: Average running time comparison for computing $J$ and $\bar{J}$

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Example 5.3.2</th>
<th>Example 5.3.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monte Carlo</td>
<td>15.0977</td>
<td>&gt;300</td>
</tr>
<tr>
<td>Bound $\bar{J}$</td>
<td>0.0556</td>
<td>0.0528</td>
</tr>
</tbody>
</table>

Figure 5.5 shows that:

1. $\bar{J} > J$ for every choice of sensor location.

2. The choice of sensor location that minimizes estimation uncertainty according to the metric $J$ (and the bound $\bar{J}$) is node 5, which complies with intuition.

These two examples show that in many cases, the bound $\bar{J}$ can serve as a criterion for sensor location design instead of the true metric $J$. Of course, a more extensive comparison with larger graphs is needed before general conclusions can be drawn. The advantage of using the bound $\bar{J}$ instead of $J$ lies in the low computation cost. In table 5.1, the average time required for computing $J$ and $\bar{J}$ for all possible sensor locations on the given 2-D graph are compared. These results are obtained from 10 repeated runs of MATLAB simulation of each algorithm. It can be observed that using Monte Carlo method to get a reasonable approximation of $J$ requires much more time than computing the bound $\bar{J}$.

5.3.2 Design of Multiple Sensors’ Locations

Example 5.3.3.

Consider an 1-D graph of 10 nodes shown in Figure 5.2, where the task is now to choose the locations of two sensors. We consider the same transition matrix (5.14), so that the chain is strongly biased. The initial position of the agent is at node 1 and the exit node (node 10) is an absorbing state. We compute the values of $J$ and $\bar{J}$ for every
possible configuration of these two sensors in the graph. \( \bar{J} \) is computed through Monte Carlo simulation of 8000 runs. Figure 5.6 shows the surfaces of \( J \) and \( \bar{J} \) as a function of sensor configuration. Consistent with Theorem 5.2.5, \( J \) and \( \bar{J} \) gives the same surfaces (since the chain is strongly biased). We see from the figure that the optimal design is to put the two sensors at nodes 4 and 8, respectively. Monte Carlo simulation gives the minimum \( J = 2.3108 \) while the value of the bound computed as \( \bar{J} = 2.3117 \).

The computation times for this simulation are given in table 5.1. Again using Monte Carlo method to get a reasonable approximation of \( J \) requires much more time than computing the bound \( \bar{J} \).

5.4 Conclusion

In this chapter we presented an entropy-based metric \( J \) to quantify the algorithm-independent performance limit of multi-sensor systems used to monitor processes with complex dynamics. A stochastic framework was used to represent the dynamics as a Markov chain on a finite graph. Since computation of the performance metric involves computing the entropy rate of a HMM, which is intractable for all but the simplest cases, we obtained upper bounds \( \bar{J} \) on \( J \) that are easier to compute. Illustrative numerical examples show the effectiveness of the proposed methodology.

There are several aspects of the problem that need further work, such as extension of the definition of strongly biased Markov chains to general graphs. For an extension of the bound \( \bar{J} \) to general graphs with multiple sensors, we can find the order by which agent hit each sensor (along with the corresponding probability) and obtain \( \bar{J} \). For graphs with a large number of nodes, choosing sensor locations by optimizing over all possible sensor configurations might be prohibitive. In that case we can use state aggregation techniques for Markov chains (see, e.g., [152]) to do
Figure 5.6: The performance metric $J$ and its upper bound $\bar{J}$ for the 2-sensor case in an 1-D graph. The minimum $J$ is achieved for the sensor locations as nodes 4 and 8. Since the chain is strongly biased, as predicted by Theorem 5.2.5, both $J$ and $\bar{J}$ produces the same surface.

Another possibility is to start with an initial design and refine it by developing numerical search algorithms to optimize $\bar{J}$. In practice, there are constraints on where sensors can be placed. This limits the search space for optimal sensor placement, which helps in such numerical search based methods.
Chapter 6

Convergence Rate For Distributed Optimization Methods: Novel Bounds and Distributed Step Size Computation

6.1 Introduction

In this chapter we consider the following convex optimization problem defined on a network of \( n \) agents:

\[
\min_{x \in C} \frac{1}{n} \sum_{i=1}^{n} f_i(x),
\]

(6.1)

where \( x \in \mathbb{R}^m \) is the decision variable, \( C \) is a convex constraint set, and all the functions \( f_i : \mathbb{R}^m \rightarrow \mathbb{R} \) are assumed to be convex. Each \( f_i(x) \) is associated to a particular agent \( i \) in the network, and is unknown to all other agents. We refer to \( f_i(x) \) as the local objective function of agent \( i \). The global objective function is defined as their summation \( f(x) = \sum_{i=1}^{n} f_i(x) \) and the optimal value is \( f(x^*) \). The optimal solution set in \( C \) is denoted as \( X^* \) and assumed to be non-empty, so that \( x^* \in X^* \). The topology of the network is specified by an undirected graph \( G = (V,E) \), where \( V = \{1,2,\ldots,n\} \) represents agents and \( E \subseteq V \times V \) represents the communication links between them.

Such networked optimization problem arises in a broad range of applications, e.g., in distributed estimation [112, 113, 114], resource allocation in communication networks [115, 116, 117, 118], distributed Model Predictive Control [119], etc. There has been considerable interest in devising distributed algorithm for solving (6.1). With a distributed algorithm, agents can find the optimizer utilizing local computation and local communication only – thus such algorithms are scalable as the number of agents grows, feature that is desirable when operating in large-scale networked environments. On the contrary, a centralized algorithm tends to overburden the central nodes/fusion centers, and is less resilient to node failures.

One popular algorithm for solving (6.1) is to use subgradient methods. It is easy to implement and can handle non-differentiable objective functions. There are two types of subgradient algorithms: 1) the incremental subgradient algorithm [153, 154, 155, 156], where an estimate of the optimal solution is passed around the network, either on a deterministic path or in some random fashion. 2) the consensus subgradient one [108, 109, 110, 111], where each agent maintains an estimate of the solution and updates it iteratively by exchanging messages with neighbors. In this chapter we focus on the latter.
In the consensus subgradient algorithm, the update is essentially a combination of a subgradient iteration and an averaging algorithm (that is governed by a Markov chain on the graph). In this regard it is closely related to the consensus averaging, where the goal is for all agents to reach consensus on the average of their initial values (see Vicsek et al. [157], Jadabaie et al. [158], Olfati-Saber and Murray [159]). A well-known result in consensus averaging literature is that the convergence rate to consensus is determined by the spectral properties of the graph. Therefore, for consensus subgradient algorithm, it is natural to expect similar results.

Our goal here is to understand and explore the impact of graph topology on the convergence rate of consensus subgradient algorithm. In a recent work on distributed dual averaging algorithm [120], Duchi et al. obtained a bound for the convergence rate explicitly in terms of the spectral gap of the network. In this chapter we establish similar results for unconstrained consensus subgradient algorithm, where the step size is constant. We start by following the proof techniques in [120] and split the error in distributed subgradient iterations into two parts, one related to subgradient update, the other related to consensus averaging. A tighter bound on the second term is then provided using the spectral gap of the graph.

This tighter bound is used to determine a suitable value of the step size in a distributed fashion by the agents. This of course requires the estimation of the spectral gap of the graph in a distributed fashion. Although there are algorithms for the computation of the eigenvalues (and thus of the spectral graph) of a symmetric matrix, see for example [160], they rely on consensus based approaches and thus are slow to converge (proportional to the mixing time of the Markov chain). In order to speed up the computation of the step size, we describe a novel distributed algorithm based on the simulation of the wave equation on a graph. This algorithm is in general much faster than consensus based algorithms, and provides provably correct estimates of the spectrum of a graph [121, 122].

Although the proposed bound compares favorably to previous results [108, 109], it still tends to be quite conservative, especially for large networks with poor connectivity. In such situations, the common practice of bounding the $\ell_1$-norm distance between the stationarity and the current probability distribution:

$$
\|A^t(i, \cdot) - \frac{1}{n}\|_1 \leq \sqrt{\lambda_t^n}
$$

is overly conservative (c.f. Section 6.2.3). Based on the observation that such Markov chains usually mix faster for small $t$, we proposed to use an alternative expression to approximate the $\ell_1$-norm distance (it actually bounds the $\ell_1$-norm distance for very general situations). Using this result the slackness in our bound is greatly reduced and more importantly, the dependence on $n$ is eliminated.

Despite the fact that the choice of the step size is based on a conservative bound, the proposed approach is a simple and viable way to fully distribute computation over a multi-agent system.

---

1 Refer to the Notation subsection below for an explanation of the notation.
The rest of the chapter is organized as follows. In Section 6.2 we describe the consensus subgradient algorithm and provide an estimate of the convergence rate for fixed step size case. The sources of conservativeness in our result are analyzed. We discuss a refined heuristic in Section 6.2.3. Section 6.3 describes the wave propagation based algorithm for distributed computation of the proposed bound. In particular, we show that the distributed computation of the second eigenvalue of the Markov chain, provides a way to estimate the overall instantaneous error by each agent, as well as compute in a distributed way a suitable step size value. Examples and simulation results are provided in Section 6.4.

Notation. We denote with \( \mathbb{1} \) the vector with all entries equal to 1. For a matrix \( A \), we use \( a_{ij} \) or \( [A]_{ij} \) to denote the \((i, j)\) entry of the matrix. The \( i \)th row and the \( j \)th column of a matrix \( A \) are denoted \( A(i, \cdot) \) and \( A(\cdot, j) \), respectively. We also use \( [A]_i \) and \( [A]_j \) when there is no risk of confusion. A square matrix \( A \) is said to be stochastic if \( \mathbb{1}^T A = \mathbb{1}^T \) and doubly stochastic if \( \mathbb{1}^T A = \mathbb{1}^T \). For such matrix \( A \) we denote with \( \lambda_j(A) \) the \( j \)-th eigenvalue, ordered in descending value so that \( 1 \geq \lambda_2(A) \geq \ldots \geq \lambda_j(A) \geq \ldots \). For a convex function \( f: \mathbb{R}^m \to \mathbb{R} \), we use \( \partial f(x) \) to represent its subgradients at \( x \). A vector \( g \in \partial f(x) \in \mathbb{R}^m \) is a subgradient of \( f \) at \( x \) if \( f(x) + g(x)^T (y-x) \leq f(y) \) for all \( y \).

6.2 Problem Formulation

Let \( C = \mathbb{R}^m \), then the problem (6.1) becomes

\[
\min_{x \in \mathbb{R}^m} \frac{1}{n} \sum_{i=1}^{n} f_i(x) .
\]

(6.2)

In the following, we focus on the analysis of the consensus subgradient method for solving this problem.

6.2.1 Consensus Subgradient Method

At time step \( k = 1 \), each agent \( i \) starts from its initial estimate of an optimal solution of problem (6.2), denoted as \( x_i(1) \). At every subsequent discrete time instance, this estimate is updated according the following iteration, generating a sequence of estimates \( x_i(1), \ldots, x_i(k), \ldots \)

\[
x_i(k+1) = \sum_{j \in \mathcal{N}_i} a_{ij}(k) x_j(k) - \alpha g_i(k),
\]

(6.3)

where \( \mathcal{N}_i \) is the set of neighboring agents of agent \( i \). The matrix \( \{a_{ij}(k)\} = A(k) \in \mathbb{R}^{n \times n} \) is a doubly stochastic matrix, \( \alpha \in \mathbb{R} \) is the constant scalar step size, and \( g_i(k) \in \partial f_i(x_i(k)) \). The matrices \( A(k) \) respect the structure of the underlying network model \( G \), i.e. \( a_{ij} = a_{ji} = 0 \) whenever \((i, j)\) is not an edge in \( E \). In the following discussion, we assumes that \( A(k) \equiv A \) is time-invariant, although our results can be extended to time-varying matrix case with little extra effort,
under proper conditions to enforce “average” connectivity over time.

At each time step, the estimates of agent \( i \) is updated by combining two parts: the estimates \( x_j \) it received from its neighbors through averaging algorithm, and the local subgradient information of \( f_i(x) \) evaluated at \( x_i \). Intuitively, the subgradient step optimizes the local objective function whereas the averaging algorithm “diffuse” information about local objective functions to the other agents, and bring estimates of all agents together.

The evolution of estimates \( x_i(k) \) at each agent can be represented with the help of a transition matrix, which is defined as

\[
\Phi(k, s) = A(k-1)A(k-2)\cdots A(s), \quad \Phi(s, s) = I
\]

which for a constant matrix \( A \) reduces to

\[
\Phi(k, s) = A^{k-s}. \quad (6.4)
\]

To obtain estimate of convergence rate, it is important to understand the evolution of \( x_i(k) \) given in (6.4). For constant \( A \), \( [\Phi(k+1, s)]_{ij} = [A^{k-s+1}]_{ij} \) and \( [\Phi(k+1, r+1)]_{ij} = [A^{k-r}]_{ij} \). Not surprisingly, the asymptotic behavior of \( x_i(k) \) is closely related to the spectral properties of the double stochastic matrix \( A \).

The spectral gap of \( A \) is defined as \( 2 \lambda_2(A) \). In a consensus averaging setup it is well known that the spectral gap controls the rate of exponential decay to the stationary distribution [161]. We are interested in establishing a connection between the convergence rate (bound) of algorithm (6.3) and the spectral gap of matrix \( A \).

### 6.2.2 Convergence Rate Analysis

The following assumptions are made on the set of subgradients of function \( f_i(x) \).

**Assumption 6.2.1.** For any \( x \in \mathbb{R}^m \) and for any \( f_i(x) \), the subgradient \( g_i \in \partial f_i(x) \) is bounded

\[
\|g_i\| \leq L,
\]

where \( \| \cdot \| \) is the \( \ell_2 \)-norm.

At time step \( k \), we define the average estimate among all agents as \( \bar{x}(k) = \frac{1}{n} \sum_{i=1}^{n} x_i(k) \). For agent \( i \), the running local average up to time \( T \) is defined as \( \hat{x}_i(T) = \frac{1}{T} \sum_{k=1}^{T} x_i(k) \). Under the assumption on subgradient bound, we have the following result.

\(^{2}\)We assume that \( \lambda_2(A) \) is a simple eigenvalue of \( A \).
Lemma 6.2.2. Let Assumption 6.2.1 hold, and let us further assume that the set \( X^* \) of optimal solutions is nonempty, then at any node \( i \in V \), the sequence \( \{x_i(k)\}_{k=1}^{\infty} \) generated by recursion (6.3) with step size \( \alpha > 0 \) satisfies

\[
f(\hat{x}_i(T)) - f(x^*) \leq \frac{L T}{2} \sum_{k=1}^{T} \|x_i(k) - \bar{x}(k)\| + \frac{\|\bar{x}(1) - x^*\|^2}{2\alpha T} + \frac{\alpha L^2}{2},
\]

where \( \| . \| \) indicates the Euclidean \( \ell_2 \)-norm.

Proof. See appendix. \( \square \)

The following theorem improves an earlier result in [109] and the convergence bound is expressed explicitly in terms of spectral gap of the matrix \( A \).

Theorem 6.2.3. Under the conditions of Lemma 6.2.2, we have

\[
f(\hat{x}_i(T)) - f(x^*) \leq \frac{\alpha L^2 (\log n + 1)}{1 - \lambda_2(A)} + \frac{\|\bar{x}(1) - x^*\|^2}{2\alpha T} - \frac{3\alpha L^2}{2}.
\]

Proof. See appendix. \( \square \)

Note the right hand side of inequality (6.6) is always positive because

\[
\frac{(\log n + 1)}{1 - \lambda_2(A)} > \frac{3}{2},
\]

for any \( n \geq 2 \). The first term of the bound is proportional to the reciprocal of spectral gap \( 1 - \lambda_2(A) \). When the number of agents in the network \( n \) is large, the bound in (6.6) scales as \( \log n \), thus dominating over the other terms.

6.2.3 An Approximate Bound Independent of \( n \)

Examining the proof of Theorem 6.2.3, we can see the dependence on \( n \) arises from inequality (C.11):

\[
\|\Phi(k+1, r+1)_i - \frac{1}{n}\|_1 = \sqrt{n}(\lambda_2(A))^{k-r},
\]

which results from the following inequalities (recall the fact \( \Phi(k+1, r+1)_i = A^{k-r}(i, \cdot) \)):

\[
\|A^t(i, \cdot) - \frac{1}{n}\|_1 \leq \sqrt{n}\|A^t(i, \cdot) - \frac{1}{n}\|_2 \leq \sqrt{n}\lambda_2^t.
\]

Note that \( \|A^t(i, \cdot) - \frac{1}{n}\|_1 \leq \sqrt{n}\lambda_2^t \) is a good bound asymptotically, but when \( t \) is small it is very conservative, especially for large \( n \).
This conservativeness is not desirable when we have to bound the term $\sum_{r=1}^{k-1} \|\Phi(k+1, r+1)\|_1 - 1/n\|_1$ in (C.10). In our proof of Theorem 6.2.3, we break the above sum at the cutoff time into two addends, and bound them separately. Although this helps improving the scaling from $\sqrt{n}$ to $\log n$, it is still a major source of conservativeness in the bound (6.6).

Therefore, we need a sharper estimate on the convergence rate of $\|A'(i, \cdot) - 1/n\|_1$ than $\sqrt{n}\lambda^2_2$. Essentially, bounding $\|A'(i, \cdot) - 1/n\|_1$ is equivalent to bounding the total variance mixing time of the Markov chain $A$, which is a topic that has attracted a lot of research interest, see for example [162] and references therein. It is well known that asymptotically in $t$ the spectral gap provides a good bound, whereas for small $t$ it is in general difficult to get a tight bound. Many techniques has been proposed to give sharper bounds: average conductance, Nash inequality, log-Sobolev, evolving set method, spectral profile, etc (for more details see [162, 161]). Several of these techniques use the fact that the Markov chain usually mixes faster in the early state. They can provide much tighter bound but usually not easy to compute.

In the following we propose to use $2\lambda_2^4$ as a heuristic of the $\ell_1$-norm, so that

$$\|A'(i, \cdot) - 1/n\|_1 \sim 2\lambda_2^4,$$

where 2 is the upper bound on $\|A'(i, \cdot) - 1/n\|_1$ for any $x$ and $t$. This heuristic is much easier to compute in practice and it provides a large improvement over $\sqrt{n}\lambda^2_2$.

As we will see in the following, for many cases, it can serve as a practical bound. This is because of the following fact:

1. Asymptotically the convergence rate of $\|A'(i, \cdot) - 1/n\|_1$ is given by $\lambda_2$ [161].

2. Convergence at the beginning is often much faster than the rate characterized by $\lambda_2$ [162].

**Example 6.2.4.** Consider the lazy random-walk on a $n$-cycle. The transition probability of the Markov Chain is

$$A(i, j) = \begin{cases} 
1/4 & \text{if } j = i \pm 1 \mod n \\
1/2 & \text{if } j = i \\
0 & \text{otherwise}
\end{cases}$$

Let $n = 14$, the plot in Figure 6.1(a) shows the convergence of $\|A'(1, \cdot) - 1/n\|_1$ as compared to $\sqrt{n}\lambda_2^2$ and $2\lambda_2^4$. It can be observed that $2\lambda_2^4$ is indeed a better bound here. Note the fast decrease of $\|A'(1, \cdot) - 1/n\|_1$ for $t < 10$; Figure 6.1(b) is for $n = 50$, it can be observed that $2\lambda_2^4$ is a much tighter bound than $\sqrt{n}\lambda_2^2$. The instantaneous decrease rate of
Figure 6.1: Bounds comparison for graph with ring-topology

Figure 6.2: Instantaneous decrease rate profile for a ring with \( n = 50 \).

\[
\| A^t (1, \cdot) - \frac{1}{n} \|_1 \text{ is defined as}
\]

\[ R(t) = \frac{\| A^{t-1} (1, \cdot) - \frac{1}{n} \|_1}{\| A^t (1, \cdot) - \frac{1}{n} \|_1}, \quad t \geq 1. \]

For the ring with \( n = 50 \) it is depicted in Figure 6.2. At early stage of the random walk \( (t < 150) \), \( R(t) \) is much larger than its asymptotic value \( 1/\lambda_2 \), indicating a faster convergence. These plots are generated for \( x_1(1) = 1 \) and \( x_{j\neq1}(1) = 0 \). Other initial states lead to similar plots.

Example 6.2.5. Consider a “dumbbell” graph where two complete graphs of the same size \( n/2 \) are connected by an edge. Let \( A \) be a Markov chain associated with the graph. For a random walk starting from any point \( i \) on the graph, we expect a fast local mixing and very slow global mixing.

Let \( n = 5 \) and with a randomly generated \( A \), the plot of \( \max_i \{ \| A^t (i, \cdot) - \frac{1}{n} \|_1 \} \) are compared to \( \sqrt{n} \lambda_2^t \) and \( 2 \lambda_2^t \) in Figure 6.3.
\textbf{Figure 6.3:} Bounds comparison for graph with “dumb-bell” topology.

Note that the convergence of $\max_i \{ \| A^t(i, \cdot) - 1/n \|_1 \}$ demonstrates two time scales, as expected. The slow global convergence rate is characterized by $\lambda_2$ and $2\lambda_2^2$ is indeed a bound. More generally, we can consider graphs where nodes form clusters with strong intra-connection and weak inter-connections. Such graphs always have two time-scales: fast local convergence and slow global convergence. For such cases $2\lambda_2^2$ usually serve as a practical bound.

A real world example could be the sensor networks, which comprises a large number of nodes, with interactions that are local because of the limited communication range of each node. This can lead to a local diffusion that is faster than global convergence given by $\lambda_2^2$.

With the proposed heuristic

$$\| A^t(i, \cdot) - 1/n \|_1 \sim 2\lambda_2^2,$$

we can provide, in the following lemma, an estimate of the convergence of the subgradient method. Its proof is similar to that of Theorem 6.2.3 and is omitted here.

\textbf{Lemma 6.2.6.} Under the conditions of Lemma 6.2.2, we further assume the bound $\| A^t(i, \cdot) - 1/n \|_1 \leq 2\lambda_2^2$ hold for any initial state $x(0)$, then the following inequality hold:

$$f(\hat{x}(T)) - f(x^*) \leq \frac{2\alpha T^2}{1 - \lambda_2} + \frac{\| \hat{x}(1) - x^* \|_2^2}{2\alpha T} + \frac{\alpha T^2}{2}. \quad (6.7)$$

\textbf{Remark 6.2.7.} This estimate does not explicitly scale with network size $n$.

The bound (6.6) and approximation result (6.7) characterizes a trade-off between the accuracy of the solution and the convergence speed, i.e. the number of iterations needed to achieve a certain accuracy. It is thus desirable to choose the step-size $\alpha$ such that the best accuracy is achieved within a pre-set number of iterations.
For example, the optimal step-size $\alpha$ for $T$ iterations would be

$$
\alpha^*(T) = \sqrt{\frac{\|\bar{x}(1) - x^*\|^2(1 - \lambda_2(A))}{4TL^2}} = \frac{\sqrt{1 - \lambda_2(A)}}{2L\sqrt{T}}\|\bar{x}(1) - x^*\|.
$$

(6.8)

### 6.3 Distributed Computation of the Bound

As mentioned before, the advantage of consensus based subgradient algorithm (6.3) is that it provides a distributed solution to the optimization problem (6.1). Therefore it is desirable that the bound (6.6) and approximation (6.7) are computed in a distributed manner. This could be important for each agent to evaluate how good its current estimate of $x^*$ is, or decide when to stop in the absence of a fusion/command center. It is also possible to choose the optimal step size $\alpha^*$ as in equation (6.8) at each agent.

We consider the distributed computation of the approximation (6.7). To simplify the discussion, we assume that $L$, the bound of subgradients, can be obtained from a priori knowledge of the target function $f(x)$. Also assume that a bound of $\|\bar{x}(1) - x^*\|$, denoted as $M$, is known a priori. Clearly, depending on the problem these values could be conservative. Note however that the term depending on the initial condition becomes smaller as the time increases and, for large networks where agents have very limited communication ranges, the first term dominates. To estimate the first term, the second largest eigenvalue $\lambda_2(A)$ needs to be computed.

Distributed algorithms for computing the eigenvalues and eigenvectors of an undirected graph has been reported in many previous works [160, 163]. In a recent paper [121, 122], the authors proposed a wave-equation based method for distributed computation of eigenvalues and eigenvectors of a graph. The idea is to simulate, in a distributed fashion, the propagation of a wave over a graph and capture the frequencies at which the graph “resonates”. From such frequencies, the eigenvalues and eigenvectors of the graph Laplacian can be recovered using local frequency estimators. This method is faster than the diffusion based eigenvalue/eigenvector computation by order of magnitudes.

We employ this wave-equation method to compute $\lambda_2(A)$. After each agent obtained their local estimate of $\lambda_2(A)$, the convergence bound (6.6) or approximation (6.7) can be computed. The wave-equation method is described as follows, for more details see [121, 122]. Consider the normalized Laplacian

$$
\mathcal{L} \triangleq I - D^{-1}A
$$

in which, in our case, the normalizing diagonal matrix $D^{-1} = I$, as $A$ is a doubly stochastic matrix. Consider the wave

---

3Note, however, that all agents needs to stop at the same time, otherwise those who stop late will get biased results

4This is always conservative since we are optimizing according to the bound.
\[
\frac{\partial^2 u}{\partial t^2} = c^2 \Delta u, \quad u \in \mathbb{R},
\]

its discretization on the graph \(G\) is given by

\[
u_i(t) - 2u_i(t - 1) + u_i(t - 2) = -c^2 \sum_{j \in \mathcal{N}(i)} L_{ij} u_j(t - 1).
\]

In the RHS of the equation, \(\sum_{j \in \mathcal{N}(i)} L_{ij} u_j(t - 1)\) comes from the discretization of \(\Delta u\). On the LHS the terms are the discretization of \(\partial^2 u / \partial t^2\). Note that node \(i\) only requires the value of \(u_j(t - 1)\) at its neighbors, weights on its edges \(L_{ij}\) and previous values of \(u_i\) to update its current state. The initial conditions are such that \(u_i(-1) = u_i(0)\), chosen randomly in the interval \([0, 1]\). Each agent run the wave equation iteration and collects the values \(u_i(1), \ldots, u_i(T_{\text{max}})\).

On this time series an FFT is performed and from the frequencies eigenvalues of \(\mathcal{L}\) are recovered solving

\[
\omega_j^2 = -c^2 / 4(c^2 \lambda_j^2 - 4 \tilde{\lambda}_j)
\]

where \(\omega_j\) is the \(j\)-th frequency. The time \(T_{\text{max}}\) is the time (iterations) needed to compute the eigenvalues. It turns out that

\[
T_{\text{max}} = O \left( \frac{\arccos \left( \frac{2 + c^2(e^{-1/\tau} - 1)}{2} \right)}{\sqrt{\tau}} \right) \approx O(\sqrt{\tau}/c),
\]

where \(c < \sqrt{2}\) and where \(\tau\) is the mixing time of the random walk on the graph specified by the Markov chain \(A\).

The algorithm is summarized in the following table.

**Algorithm 1** Wave equation based eigenvalue computation for node \(i\)

\[
\begin{align*}
u_i(0) &\leftarrow \text{Random}\{0, 1\} \\
u_i(-1) &\leftarrow u_i(0) \\
t &\leftarrow 1 \\
&\text{while } t < T_{\text{max}} \text{ do} \\
&\quad u_i(t) \leftarrow 2u_i(t - 1) - u_i(t - 2) - c \sum_{j \in \mathcal{N}(i)} L_{ij} u_j(t - 1) \\
&\quad t \leftarrow t + 1 \\
&\text{end while} \\
Y &\leftarrow \text{FFT}\{\{u_i(1), \ldots, u_i(T_{\text{max}})\}\} \\
&\text{for } j \in [1, \ldots, k] \text{ do} \\
&\quad \omega_j \leftarrow \text{FrequencyPeak}(Y, j) \\
&\text{end for} \\
\tilde{\lambda}_i &\leftarrow \text{Solve}(\omega_j^2 = -c^2 / 4(c^2 \lambda_j^2 - 4 \tilde{\lambda}_j))
\end{align*}
\]

The second largest eigenvalue \(\tilde{\lambda}_2(A)\) of \(A\) is then obtained as \(\lambda_2 = 1 - \tilde{\lambda}_2\).
6.4 Simulations

Example 6.4.1. Figure 6.4 shows a randomly generated graph $G$ in the square $[0,1] \times [0,1]$ with 100 nodes. We generate the double stochastic Markov chain $A$ on $G$ with second largest eigenvalue equal to 0.975, implying very slow mixing. To each agent we associate a quadratic function of the following form $f_i(x) = a_i x + b_i (x - c_i)^2$, where coefficients $a_i$ and $c_i$ are randomly chosen from interval $[-1.5, 1.5]$, $b_i$ is randomly chosen from interval $[0, 1.5]$. The plot in Figure 6.5 compares $\sqrt{n} \lambda_2$ and $2 \lambda_2$ to the point-wise maximum of $\|A'(i, \cdot) - \frac{1}{n}\|_1$ over all $x$. It can be observed that $2 \lambda_2$ indeed serves as a tighter bound of $\|A'(i, \cdot) - \frac{1}{n}\|_1$ in this case.

The bounds in Theorem 6.2.3 and Lemma 6.2.6 for a typical agent $i$ are shown in Figure 6.6, where $f(\hat{x}_i) - f(x^*)$ is also plotted as ground truth for comparison. It demonstrates the improvement of Lemma 6.2.6 over Theorem 6.2.3.
Figure 6.6: Comparison of our results in Theorem 6.2.3, Lemma 6.2.6 and the ground truth

and the conservativeness for both results. As illustrated in Figure 6.5, our approximation of $\|A'(i, \cdot) - \frac{1}{n}\|_1$ is already good. One source of the conservativeness in the final result is that we replaced subgradients of any agent at any time by their upper bound $L$ in inequality (C.10). For some special choices of function, our bound is less conservative, as we will see in the next example.

Example 6.4.2. Let us consider another $A$ for the same example as before with second largest eigenvalue equal to 0.911. The plot in Figure 6.7 shows that $2\lambda_2^2$ is a much better approximation of $\|A'(i, \cdot) - \frac{1}{n}\|_1$ in this case.

Figure 6.7: Comparison of our results in Theorem 6.2.3, Lemma 6.2.6 and the ground truth

To each agent we associate a scalar function of the following form $f_i(x) = |x - s_i|$ and coefficients $s_i$ is the shift amount randomly chosen from interval $[-1.5, 1.5]$. Note that for any $x \neq s_i$, the subgradient of $f_i(x)$ is always 1 or
The bounds in Theorem 6.2.3 and Lemma 6.2.6 are plotted in Figure 6.8. For this example our bounds are less conservative.

![Figure 6.8: Comparison of our results in Theorem 6.2.3, Lemma 6.2.6 and the ground truth](image)

6.5 Conclusion

In this chapter we derived a new bound on the convergence of a consensus based subgradient algorithm. This bound explicitly captures the spectral property of the underlying graph, and compare favorably to previous results. Exploring the source of conservativeness in our bound, we proposed an approximate of the optimization error that does not scale with the size of the graph. We also described an algorithm, based on the wave equation over graphs, to compute our bound in a distributed manner useful to: 1) chose the step size in a distributed fashion and 2) estimate the current error. Some simulations results show the comparison of the proposed bound with ground truth data.
Appendix A

Proofs and Numerical Examples in Chapter 2

A.1 Application

The classical Bode formula (2.1) for LTI systems is given in terms of sensitivity function. Depending upon whether the noise affects the input or the output, the sensitivity can be defined with respect to the input or the output. In our setup, we have considered noise at the output. The motivation for us arises from problems in flow and combustion control where performance of output signals (such as pressure response in ACIC [124], or acoustic velocity perturbations in cavity flow [125]) is of primary interest:

Example A.1.1. Figure A.1 depicts a feedback inter-connection of the active combustion instability control (ACIC) problem; cf., [124]. A lumped model for this can be expressed as

\[
\begin{align*}
    x^{(a)}_{n+1} &= \alpha_1(x^{(a)}_n) + q(x^{(c)}_n), \\
    x^{(c)}_{n+1} &= \alpha_2(x^{(c)}_n) + u_n, \\
    y_n &= c_1(x^{(a)}_n) + d_n,
\end{align*}
\]

where \( x^{(a)}_n \) are the states of the thermoacoustic model, \( x^{(c)}_n \) are the states of the combustion model, \( y_n \) is the pressure response output, \( d_n \) is a model of noise due to turbulence, and \( u_n \) is a fuel control input. Denoting \( x_n = [x^{(a)}_n, x^{(c)}_n] \), one obtains the form (2.3)-(2.5) for any static nonlinear control \( u_n = k(y_n) \). If one has a dynamic controller instead, one would augment the controller states into \( x^{(c)}_n \) and again obtain the same form – as long as the additive structure of control input is preserved.

The analysis and results of Chapter 2 can also be easily extended if one considered input noise instead of the output noise (so, \( y_n = c(x_n) \) and \( u_n = k(y_n) + d_n \)). For example, in the contractive case (see Section 2.3) with input noise alone, one would obtain \( \mathcal{H}(u) = \mathcal{H}(d) \).
A.2 Entropic stability of LTI system with general disturbance

Consider a LTI system

\[
\begin{align*}
x_{n+1} &= Ax_n + Bu_n \quad \text{(A.1)} \\
y_n &= Cx_n + d_n \quad \text{(A.2)}
\end{align*}
\]

where \(x_n \in \mathbb{R}^m\), \(u_n\), \(y_n\) and \(d_n \in \mathbb{R}^1\), and \((A,C)\) is observable. We assume that all the eigenvalues of \(A\) are outside unit circle, the disturbance has bounded uncertainty \(H(d) < \infty\), and \(u_n\) is stabilizing control. Denote

\[
\begin{align*}
\mathcal{T} &= \begin{bmatrix} 0 & 0 & \cdots \\ CB & 0 & 0 & \cdots \\ & \vdots \\ CA^{m-2}B & CA^{m-3}B & \cdots & CB & 0 \end{bmatrix} \\
\mathcal{O} &= \begin{bmatrix} C, CA, \ldots, CA^{m-1} \end{bmatrix}' \\
\mathcal{Y} &= [y_{n-m+1}, y_{n-m+2}, \ldots, y_n]' \\
\mathcal{U} &= [u_{n-m+1}, u_{n-m+2}, \ldots, u_n]' \\
\mathcal{D} &= [d_{n-m+1}, d_{n-m+2}, \ldots, d_n]' 
\end{align*}
\]

We have

\[
\mathcal{O} \cdot \begin{bmatrix} x_{n-m+1} \end{bmatrix}' = \begin{bmatrix} y_{n-m+1} \end{bmatrix}' - \mathcal{T} \cdot \mathcal{U} - \mathcal{D},
\]

where \(\mathcal{O}\) is invertible because \((A,C)\) is observable. Since \(\mathcal{Y}\) is observed and \(\mathcal{U}\) is control (depends deterministically on \(\mathcal{Y}\)), uncertainty in state arises only due to disturbance and can be bounded as:

\[
H(x_{n-m+1} | y_{n-m}^n) \leq H(x_{n-m+1} | y_{n-m+1}^n) \leq m \cdot H(d) + \ln |\mathcal{O}^{-1}|
\]
for n > m. Using (A.1), we have

\[ H(x_0|y^n_1) \leq \ln|A|^m + m \cdot H(d) + \ln|\mathcal{D}^{-1}| < \infty, \]

i.e., asymptotic uncertainty of the state can be apriori bounded.

### A.3 Calculations for Theorem 2.2.4

The Markov operator (corresponding to \( \Pi \)) first introduced in (2.19) is obtained by considering the conditional pdf

\[
p(\hat{r}|r) = \begin{cases} 
\frac{2\hat{r}}{a^2dr}, & 0 \leq \hat{r} < ar \\
(1 - \frac{r}{\hat{r}})\delta(\hat{r} - ar), & \hat{r} = ar \\
0, & \text{otherwise}
\end{cases} \tag{A.3}
\]

if \( d \geq r \):

\[
p(\hat{r}|r) = \begin{cases} 
\frac{2\hat{r}}{a^2dr}, & 0 \leq \hat{r} < ad \\
(1 - \frac{r}{\hat{r}})\delta(\hat{r} - ad), & \hat{r} = ad \\
0, & \text{otherwise}
\end{cases} \tag{A.4}
\]

if \( r \geq d \):

The invariant density (corresponding to \( \mu \)) is the fixed-point:

\[
p(\hat{r}) = \int_0^{ad} p(\hat{r}|r)p(r)dr
\]

\[
= \hat{r} \int_\frac{a}{d}^{ad} \frac{2r}{a^2d} \frac{\rho(r)}{r} dr + \frac{1}{|a|} \rho(\frac{\hat{r}}{a})(1 - \frac{\hat{r}}{ad}) + \delta(\hat{r} - ad) \int_d^{ad} (1 - \frac{d}{r})\rho(r)dr, \tag{A.5}
\]

where

\[
\int_0^{ad} \rho(r)dr = 1. \tag{A.6}
\]

To obtain the solution, we consider a decomposition:

\[
p(r) = s(r) + b_0\delta(r - ad), \tag{A.7}
\]
where $c \in [0, 1]$ is a constant and $s(r)$ denotes the regular part. In this co-ordinate, the integral equation (A.5) leads to a coupled set of equations:

\[ s(\hat{r}) = \frac{2c}{a^3d^2} + \frac{1}{|a|} s(a^2)(1 - \frac{\hat{r}}{ad}) + \frac{2\hat{r}}{a^2d} \int_{a}^{ad} s(r) \frac{dr}{r} \]  
\[ b_0 = a \int_{a}^{ad} (1 - \frac{d}{r}) s(r) dr. \]  

(A.8)  
(A.9)

Now, one can verify that the regular solution $s(r)$ to the integral equation (A.8) can be expressed as series

\[ s(r) = \sum_{n=1}^{\infty} b_n r^n \]  

(A.10)

where the coefficients $b_n$ satisfy the iteration

\[ b_{n+1} = -\frac{n+2}{nd(a^{n+2} - 1)} b_n. \]

(A.11)

One can thus express $b_n$ in terms of $b_1$ as

\[ b_n = (-1)^{n-1} \frac{n(n+1)}{2d^{n-1} \prod_{i=1}^{n-1} (a^{i+2} - 1)} b_1 \]  
for $n \geq 2$.

Substituting the series for $s(r)$ in (A.9) gives the value of $b_0$ in terms of $b_1$. The normalization constant $b_1$ is determined from using (A.6).

Next, we describe calculations for the entropy rate. From (2.22)

\[ \mathcal{H}(y) = \int_{0}^{ad} h(r,d) \rho(r) dr, \]  

(A.12)

where $\rho(r)$ is the invariant density and $h(r,d)$ is given by (2.21). Substituting (A.7)-(A.9) in (A.12) gives:

\[ \mathcal{H}(y) = \ln(a) + \ln(d) + E, \]  

(A.13)

where,

\[ E = \int_{0}^{d} \frac{r}{2d^2} (r) dr + \int_{d}^{ad} \frac{s(r)}{2} dr + \int_{d}^{ad} \frac{\int_{0}^{s(u)} du}{r} dr. \]  

(A.14)

On substituting the series expression (A.10) in the right-hand side of Eq. (A.14), we have

\[ E = \sum_{n=1}^{\infty} b_n d^{n+1} \left[ \frac{1}{2(n+2)} - \frac{d^{n+1} - 1}{n+1} \left( \frac{1}{n+1} - \frac{1}{2} \right) \right]. \]
and using (A.11), we have \( E = 0 \). The Bode entropy (2.23) formula follows.

To use the integral formula (A.12), the invariant density \( \rho(r) \) must be unique. This is true here because \( V(r) = \frac{1}{r} \) is a Lyapunov function on \([0, ad]\). Using (A.3)-(A.4), it is readily verified that

\[
\int_0^{ad} p(\hat{r}|r) V(\hat{r}) d\hat{r} = \frac{1}{a} V(r) + \frac{1}{ad}.
\]

Since \( \frac{1}{a} < 1 \), \( V(r) \) is a Lyapunov function. The existence of a Lyapunov function implies that the Markov operator (A.5) has a unique invariant density, \( \rho(r) \) in this case [126].

### A.4 Calculations for part (1) in the Proof of Theorem 2.4.2

Suppose \( \lambda \) is a simple eigenvalue of matrix \( A \) with an eigenvector \( v \) so \( Av = \lambda v \). If \( P \succeq 0 \) is a semi positive-definite solution of the DARE (2.36) then

\[
(1 - |\lambda|^2)v' P^\vartheta = -|\lambda|^2 v'(PCPC' + rI)^{-1}CP^\vartheta
\]

Now if \( |\lambda| < 1 \) then this implies \( v' P^\vartheta \leq 0 \). By positive semi-definiteness of \( P \), we have \( P^\vartheta = 0 \). Thus the restriction of \( P \) to stable eigenspace \( \mathbb{R}^{m_s} \) is 0 and on account of symmetry,

\[
P = \begin{pmatrix} O & O \\ O & P_u \end{pmatrix},
\]

where \( P_u \) satisfies the DARE

\[
P_u = A_u(P_u - P_u C(I - rI)^{-1}CP_u)A_u'.
\]

For repeated eigenvalues, a proof may be constructed in a standard manner by constructing an appropriate sequence.

### A.5 Calculation for Theorem 2.5.1

We denote the general distribution \( f(x) \) in (2.48) as a tuple \((p_1, r, p_2)\). The distribution can be one of the four types:

\((p_1, L, p_2)\), \((p_1, r, 0)\), \((0, r, p_2)\), \((0, r, 0)\), where \(0 < r < L\) (see Fig. A.2 (b)). For these four types, the entropy function \( h_\pi(\pi) \) is as follows:
1. For $f = (p_1, L, p_2)$,

$$h_\gamma(\pi) = -\int_0^L \left( \frac{p_1}{d} + \frac{p_3}{dL} x \right) \ln \left( \frac{p_1}{d} + \frac{p_3}{dL} x \right) dx - \frac{1}{d} \int_0^L \left( \frac{p_2}{d} + \frac{p_3}{dL} x \right) \ln \left( \frac{p_2}{d} + \frac{p_3}{dL} x \right) dx,$$

(A.15)

2. For $f = (p_1, r, 0)$,

$$h_\gamma(\pi) = -\int_0^r \left( \frac{p_1}{d} + \frac{p_3}{dr} x \right) \ln \left( \frac{p_1}{d} + \frac{p_3}{dr} x \right) dx - \frac{1}{d} \int_0^r \frac{p_3}{dr} x \ln \left( \frac{p_3}{dr} x \right) dx,$$

(A.16)

3. For $f = (0, r, p_2)$, the formula is symmetric to the case 1) with $f = (p_1, r, 0)$.

4. For $f = (0, r, 0)$, we have

$$h_\gamma(\pi) = \ln(d) + \frac{r}{2d},$$

(A.17)

where $d$ is assumed to be large and in particular larger than $L$.

We show the estimate (2.49) for (A.16):

$$h_\gamma(\pi) = \frac{1}{d} \left[ \int_0^r \left( \frac{p_1}{d} + \frac{p_3}{r} x \right) \ln \left( \frac{p_1}{d} + \frac{p_3}{r} x \right) dx + \frac{\ln(d)}{d} \left[ \int_0^r \left( \frac{p_1}{d} + \frac{p_3}{r} x \right) dx + \int_0^r \frac{p_3}{r} x dx - r \right] \right] + \ln(d)$$

$$= -\frac{C_1}{d} + \frac{C_3 \ln(d)}{d} + \ln(d).$$

For other cases, the calculation is entirely analogous.
A.6 Entropy rate formula for the discrete counterpart of Theorem 2.2.4

In discrete settings, the spaces $X$ and $Y$ are discrete and obtained by discretizing (quantizing) $X$ and $Y$ respectively; the underline notation is used to distinguish discrete and continuous variables. The setup is as follows:

1. The partition $X = \{D_i\}_{i=1}^L$ is obtained by taking a uniform partition of $X$, where each $D_i = [(2i-2L)\epsilon, (2i-L)\epsilon]$ has length $\epsilon$. $\epsilon$ is positive but otherwise arbitrary. As $\epsilon \downarrow 0$, one obtains a finer partition of the state space $X$ and a better approximation of the (continuous) Markov operator $P_c$ [49].

2. The dynamics are given by (2.15) where $a$ is assumed to be odd. In this case, $X$ defines a Markov partition for the dynamics (see Sec. 15.1 in [47]). This ensures that one can obtain an accurate estimate of entropy by considering the discrete problem.

3. The counterpart of uniform i.i.d. disturbance is defined with respect to the partition: For $x_n \in D_i$, the output $y_n \in D_j$ with probability (w.p.) $1/d$ if $|j-i| < \frac{d}{2}$. Here, $d$ is taken to be a positive odd integer and represents the spread of the disturbance (see Fig. A.3).

4. The discrete output $y_n \in Y = \{0, \pm \epsilon, \pm 2\epsilon, \ldots\}$ is obtained by quantizing $y_n$.

5. The control $u_n = k(y_n)$, where the control space $U = \{0, \pm \epsilon, \pm 2\epsilon, \ldots\}$.

We assume a control $k(\cdot)$ is chosen so $T_c: X \rightarrow X$. $\pi_n$ denotes the belief (now a probability vector) at time $n$ and $f_n$ is assumed uniform and $r_n$ and $\hat{r}_n$ denote the number of cells in the support of $f_n$ and $\hat{f}_n$ respectively. One can verify that these are also uniform probability vectors. We have $\hat{r}_n < \min(r_n, d)$ so $\hat{r}_n$ can take $d$ possible values $\{1, 2, \ldots, d\}$ and

$$r_n = |a|\hat{r}_{n-1},$$

so $r_n$ can also take $d$ possible values $\{a, 2a, \ldots, ad\}$. This results in $d$ possible types of $f_n$ and hence of $\pi_n$. We partition the support of limiting measure $\mu$ (in $V_2$) into $d$ disjoint sets $\{\mathcal{D}_1, \mathcal{D}_2, \ldots \mathcal{D}_d\}$ according to these types. Note that the entropy $h_i(\pi)$ is determined entirely by the type and we use

$$h_i = h_i(\pi) = \frac{i|a| - d + 1}{i|a|} \ln(i|a|) - 2 \sum_{n=1}^{d-1} \frac{n}{i|a|d} \ln\left(\frac{n}{i|a|d}\right)$$ (A.18)

to denote entropy for all $\pi \in \mathcal{D}_i$, where $i = 1, 2, \ldots, d$. Using the integral formula (2.14):

$$\mathcal{H}(y) = \int_{V_2} h_i(\pi) d\mu = \frac{1}{2} \sum_{i=1}^{d} h_i \mu_i,$$ (A.19)
Figure A.3: The discrete uniform partition of $X \subset \mathbb{R}^1$. The arrows indicate transition probabilities (for initial state in cell $[-\frac{\epsilon}{2}, \frac{\epsilon}{2}]$) due to dynamics and disturbance for $\alpha(x) = 3x$ ($a = 3$) and $d = 5$.

where $\mu_i = \mu(D_i)$. The invariant measure is obtained by considering the Markov operator $\Pi$ (now a matrix) with entries

$$\Pi_{ij} = \text{Prob}(\pi_{n+1} \in D_j | \pi_n \in D_i)$$

giving transition probability between types. The calculation of these probabilities is entirely analogous to the calculation in the continuous case. With $d \leq a$,

$$\text{Prob}(\pi_{n+1} \in D_j | \pi_n \in D_i) = \begin{cases} \frac{2j}{md} & j < d \\ \frac{(ia-d+1)}{md} & j = d \end{cases}$$

and the invariant measure is

$$\mu = (\mu, 2\mu, \ldots, (d-1)b, \mu_d), \quad (A.20)$$

where $e = \frac{2}{(|a|-1)d^2+d}$ and $\mu_d = \frac{(|a|-2)d^2+2d}{(|a|-1)d^2+d}$. Using (A.19), one obtains

$$H(y) = \sum_{i=1}^{d} h_i \mu_i = \ln(|a|) + \ln(d).$$

We omit the case $d > a$ because even though the approach is the same, the calculations for the Markov matrix and the invariant measure are a bit more involved.

Next, we employ stochastic simulations to verify the results of the discrete formulation with the choice of $\alpha(x) = 3x$ ($a = 3$) and $d = 5$. The uniform partition along with transition probabilities is shown in Fig. A.3. We summarize the results with two choice of control. In the first case, we assume a stabilizing linear control

$$u_n = -3y_n.$$
After 10,000 iterations, the belief process converges to a set \( \mathcal{A} \in \nabla \Sigma \) with six distinct points, denoted as \( \{ \pi_1, \ldots, \pi_6 \} \).

Since \( d = 3 \), these are split into three types as follows:

\[
\begin{align*}
    h_y(\pi_4) = h_y(\pi_5) = h_y(\pi_6) &= 2.1972, \\
    h_y(\pi_2) = h_y(\pi_3) &= 2.8911, \\
    h_y(\pi_1) &= 3.3740
\end{align*}
\]

consistent with formula (A.18). Note that the distinct distributions (say \( \pi_4, \pi_5, \pi_6 \)) with the same type have the same width \( r \) but different supports in \( \Sigma \). The invariant measure of the belief process was numerically verified to be

\[ \mu = (0.0952, 0.1905, 0.7143), \]

that is consistent with (A.20). Finally,

\[ H(y) = \sum_i \mu_i h_i = 3.1699 = \ln(a) + \ln(d). \]

One important observation is that \( h_y(\pi) < \ln(a) + \ln(d) \) for types 1 and 2, and \( h_y(\pi) > \ln(a) + \ln(d) \) for type 3. So the entropy rate is really a measure of average uncertainty.

In the second set of simulations, we chose a control \( u_n = \begin{cases} 0, & 0 < |y_n| < 4\varepsilon \\ -3y_n, & \text{otherwise} \end{cases} \) that is not locally stabilizing but keeps the trajectories bounded. For this choice of control, the belief process converges to a set \( \mathcal{A} \in \nabla \Sigma \) with 21 distinct distributions. Even though the invariant attracting set \( \mathcal{A} \) depends upon the choice of control, the invariant measure \( \mu \) is only a function of \( d \) types that are independent of control. Numerically, we obtained the same entropy rate.
A.7 Entropy estimates for a GES stable control Markov chain example

Consider three control Markov chains shown in Figure A.4. The state space $\mathbb{X} = \{0, -1, 1\}$ and control space $\mathbb{U} = \{0, -1, 1\}$. The three Markov chains are given by

$$P_{0} = \begin{bmatrix} 1 & 0 & 0 \\ \frac{1}{2} & \frac{1}{2} & 0 \\ \frac{1}{2} & 0 & \frac{1}{2} \end{bmatrix}, \quad P_{-1} = \begin{bmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad P_{1} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{bmatrix}.$$  

The observation space $Y = \{0, -1, 1\}$ is the same as $\mathbb{X}$ and $C = \text{Prob}(Y | \mathbb{X})$ is used to denote the $3 \times 3$ emission matrix. With no disturbance, $C = I$, the identity matrix.

A stabilizing control law is taken to be:

$$y \quad \quad u = k(y)$$

<table>
<thead>
<tr>
<th>y</th>
<th>0</th>
<th>-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>-1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

(A.21)

In the absence of disturbance, $\{x_n\}$ is Markov with the closed-loop matrix

$$P_c = \begin{bmatrix} 1 & 0 & 0 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{bmatrix}.$$  

We note that both the open-loop dynamics ($P^{(0)}$) and the closed-loop dynamics ($P_c$) are exponentially stable with the invariant measure supported on $0 \in \mathbb{X}$. Now, lets assume that observations are noisy modeled by

$$C = \begin{bmatrix} 1 - \gamma & \gamma & 0 \\ 0 & 1 - \gamma & \gamma \\ \gamma & 0 & 1 - \gamma \end{bmatrix}.$$  

In effect, the disturbance has entropy $H(d) = -\gamma \ln(\gamma) - (1 - \gamma) \ln(1 - \gamma)$. Clearly, $H(y) \geq H(d)$. Figure A.5 shows that the inequality is in fact strict for $\gamma > 0$. 
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Figure A.4: The three control Markov chains

Figure A.5: Plot of numerically computed entropy rate $\mathcal{H}(y)$ as a function of $\gamma$ (for comparison $\mathcal{H}(d)$ is also shown).

An explanation of this is as follows. For any observation sequence $y_{n-1}^n$, $H(y_n | y_{n-1}) = H(y_n | f_n)$ where $f_n$ is the belief at time $n$. Now, the latter $H(y_n | f_n) \geq \mathcal{H}(d)$ with equality if and only if $f_n$ is a delta function (i.e., one has perfect knowledge of the state). Without observation noise, this is indeed asymptotically the case. With observation noise, control can cause state to go into a region of state-space where positive uncertainty results. For the particular case at hand, one can verify that if $f_{n-1} = \delta(x-1)$ then one observes $y_{n-1} = 0$ w.p. $\gamma$. Using control law (A.21), this results in control $u_{n-1} = 0$ and $f_n = \left[\frac{1}{2}, 0, \frac{1}{2}\right]$. So $H(y_n | f_n) = \mathcal{H}(d) + (\ln(2) - \frac{1}{\gamma} \mathcal{H}(d))$, and additional uncertainty results on account of dynamics. The plot in Fig. A.5 depicts the entropy rate, numerically obtained as time-average over 50,000 iterations.

A.8 Numerical computation of entropy rate for (2.47)

Consider the scalar example (2.47) with $a = 3$ for expansion and $L = 9$ for saturation. For computational purposes, we chose here a locally stabilizing control

$$u_n = \begin{cases} -3(y_n), & 0 < |y_n| < 6 \\ -18 \cdot \text{sgn}(y_n), & \text{otherwise.} \end{cases}$$
We carried out closed-loop simulations with a range of disturbance $d$. For each of these simulations, we numerically computed the entropy rate $\mathcal{H}(y)$ by constructing an empirical approximation of the limiting measure $\mu$ for the belief process. Figure A.6 depicts the numerically obtained plot of $\mathcal{H}(y) - \mathcal{H}(d)$ as a function of the $d$. The convergence was found to be very slow, but consistent with the results of this section, $\mathcal{H}(y)$ asymptotes to $\mathcal{H}(d) = \ln(d)$ for large $d$. Note that with small disturbance ($d = 3$ in the figure) and the choice of control, the closed-loop system state is never saturated and $\mathcal{H}(y) = \ln(a) + \ln(d)$ in such a case. The uncertainty arise due to both dynamics and disturbance. However, the uncertainty due to dynamics decreases as disturbance increases on account of saturation in the value of state and hence its belief. As $d \to \infty$, one gets uncertainty only due to the disturbance. These observations are also consistent with the experimental results of [124].
Appendix B

Proofs in Chapter 4

B.1 Proof for Lemma 4.2.2

The eigenvalue problem (4.12) is given by

\[ Z_\varepsilon(x) = \frac{e^{\varepsilon^2 - \kappa^2}}{\sqrt{2\pi\sigma^2}} \int Z_\varepsilon(x') e^{-\frac{(x' - ax)^2}{2\sigma^2}} dx'. \] (B.1)

We consider the ansatz \( Z_\varepsilon(x) = e^{-\kappa x^2} \) (so the relative value function \( v(x) = \kappa x^2 \)). Substituting the ansatz in (B.1), we obtain

\[ e^{-\kappa x^2} = \frac{e^{\varepsilon^2 - \kappa^2}}{\sqrt{2\pi\sigma^2}} \int e^{-\kappa x'^2} e^{-\frac{(x' - ax)^2}{2\sigma^2}} dx', \]

which simplifies to

\[ \exp\{ -\kappa x^2 \} = \exp\{ J_\varepsilon^* - \varepsilon x^2 - \frac{\kappa a^2 x^2}{1 + 2\sigma^2 \kappa} - \frac{1}{2} \ln(2\sigma^2 \kappa + 1) \}. \]

Collecting coefficients with the same power, we obtain \( \frac{a^2 \kappa}{1 + 2\sigma^2 \kappa} = \kappa - \varepsilon \), and \( J_\varepsilon^* = \frac{1}{2} \ln(2\sigma^2 \kappa + 1) \).

B.2 Proof for Theorem 4.2.3

From Lemma 4.2.2, we have \( Z_\varepsilon(x) = e^{-\kappa x^2} \). In the limit as \( \varepsilon \to 0 \), \( \kappa \) is a solution of

\[ \frac{a^2 \kappa}{1 + 2\sigma^2 \kappa} = \kappa \] (B.2)

and \( J_0^* = \frac{1}{2} \ln(2\sigma^2 \kappa + 1) \). The equation B.2 has two solutions: \( \kappa = 0 \) for which \( Z_0(x) = 1(x) \), and \( \kappa = \frac{a^2 - 1}{2\sigma^2} \) for which \( Z_0(x) = e^{\frac{k^2}{2\sigma^2}} \).

If \( |a| < 1 \), then the only bounded eigenfunction is \( Z_0(x) = 1(x) \), and \( J^*_0 = 0 \).

If \( |a| > 1 \), then \( Z_0(x) = e^{\frac{k^2}{2\sigma^2}} \) for which \( J^*_0 = \frac{1}{2} \ln(2\sigma^2 \kappa + 1) = \ln |a| \).
B.3 Proof for Theorem 4.3.3

The proof is similar to the scalar case. The eigenvalue problem is given by

\[ Z_\varepsilon(x) = \frac{e^{J_* - \varepsilon^2 \Gamma_x}}{(2\pi)^{n/2}|R|^{1/2}} \int_{\mathbb{R}^n} Z_\varepsilon(x') e^{-\frac{1}{2}((x' - Ax)^T R^{-1}(x' - Ax))} dx'. \] (B.3)

We use the ansatz \( Z_\varepsilon(x) = e^{-x^T V x} \) so the relative value function \( v(x) = x^T V x \). Substituting this ansatz in (B.3), we obtain

\[
\frac{x^T A^T R^{-1}(R - (R^{-1} + 2V)^{-1})R^{-1}Ax}{2} - x^T V x + \varepsilon x^T \Gamma x = J_\varepsilon^* - \frac{1}{2} \ln |I + 2RV|.
\]

This implies

\[
A^T R^{-1}(R - (R^{-1} + 2V)^{-1})R^{-1}A \quad \text{and} \quad -V + \varepsilon \Gamma = 0
\]

and

\[
J_\varepsilon^* = \frac{1}{2} \ln |I + 2RV|
\] (B.5)

We consider the limit as \( \varepsilon \to 0 \). Using the Woodbury matrix identity, equation (B.4) is simplified to

\[ A^T (R + (2V)^{-1})^{-1}A = 2V. \]

Taking determinant on both sides, we have

\[ |A|^2 = |R + (2V)^{-1}| \cdot |2V| = |2RV + I|. \]

Substituting this in (B.5), we obtain

\[ J_0^* = \frac{1}{2} \ln |I + 2RV| = \frac{1}{2} \ln |A|^2 = \ln |A|. \]
Appendix C

Proofs in Chapter 6

C.1 Proof of Lemma 6.2.2

First observe that

\[
f(\hat{x}(T)) - f(x^*) = f\left(\frac{1}{T} \sum_{k=1}^{T} x_i(k)\right) - f(x^*)
\leq \frac{1}{T} \sum_{k=1}^{T} (f(x_i(k)) - f(x^*))
= \frac{1}{T} \sum_{k=1}^{T} (f(x_i(k)) - f(\bar{x}(k))) + \frac{1}{T} \sum_{k=1}^{T} \{f(\bar{x}(k)) - f(x^*)\}.
\]  

(C.1)

The first term in RHS of (C.1) can be bounded as

\[
\frac{1}{T} \sum_{k=1}^{T} \{f(x_i(k)) - f(\bar{x}(k))\} = \frac{1}{T} \sum_{k=1}^{T} \left(\frac{1}{n} \sum_{j=1}^{n} (f_j(x_i(k)) - f_j(\bar{x}(k)))\right)
\leq \frac{1}{nT} \sum_{k,j} \{L||x_i(k) - \bar{x}(k)||\}
= \frac{L}{T} \sum_{k=1}^{T} ||x_i(k) - \bar{x}(k)||.
\]  

(C.2)

For the second term, we start from

\[
||\bar{x}(k+1) - x^*||^2 = ||\bar{x}(k) - \frac{\alpha}{n} \sum_{i=1}^{n} g_i(k) - x^*||^2
= ||\bar{x}(k) - x^*||^2 - \frac{2\alpha}{n} \sum_{i=1}^{n} g_i(k)(\bar{x}(k) - x^*) + \frac{\alpha^2}{n^2} (\sum_{i=1}^{n} g_i(k))^2
\leq ||\bar{x}(k) - x^*||^2 - 2\alpha(f(\bar{x}(k)) - f(x^*)) + \frac{\alpha^2}{n^2} (\sum_{i=1}^{n} g_i(k))^2.
\]  

(C.3)
The last inequality is valid because

\[
 f(\bar{x}(k)) - f(x^*) = \frac{1}{n} \sum_{i=1}^{n} \{f_i(\bar{x}(k)) - f_i(x^*)\} \\
 \leq \frac{1}{n} \sum_{i,j=1}^{n} \{f_i(x_j(k)) - f_i(x^*)\} \\
 \leq \frac{1}{n} \sum_{i,j=1}^{n} \{g_i(k)(x_j(k) - x^*)\} \\
 = \frac{1}{n} \sum_{i=1}^{n} \{g_i(k)(\bar{x}(k) - x^*)\}. 
\]

Inequality (C.3) implies that

\[
 0 \leq \|\bar{x}(T + 1) - x^*\|^2 \\
 \leq \|ar{x}(1) - x^*\|^2 - 2\alpha \sum_{k=1}^{T} (f(\bar{x}(k)) - f(x^*)) + \frac{\alpha^2}{n^2} \sum_{k=1}^{T} \sum_{i=1}^{n} \{g_i(k)\}^2. 
\]

This in turn gives

\[
 \sum_{k=1}^{T} (f(\bar{x}(k)) - f(x^*)) \leq \frac{\|ar{x}(1) - x^*\|^2 + \frac{\alpha^2}{n^2} \sum_{k=1}^{T} \sum_{i=1}^{n} \{g_i(k)\}^2}{2\alpha}. 
\]

Dividing both sides by \(T\), we obtain a bound for the second term in RHS of (C.1)

\[
 \frac{1}{T} \sum_{k=1}^{T} (f(\bar{x}(k)) - f(x^*)) \leq \frac{\|ar{x}(1) - x^*\|^2 + \frac{\alpha^2}{n^2} \sum_{k=1}^{T} \sum_{i=1}^{n} \{g_i(k)\}^2}{2\alpha T} \\
 \leq \frac{\|ar{x}(1) - x^*\|^2 + \frac{\alpha^2}{2\alpha n^2 T} T(nL)^2}{2\alpha T} \\
 = \frac{\|ar{x}(1) - x^*\|^2 + \frac{\alpha^2}{2\alpha^2 T} + \frac{\alpha L^2}{2}}{2\alpha}. \tag{C.4}
\]

Combining (C.2) and (C.4) we get Lemma (6.2.2).

### C.2 Proof of Theorem 6.2.3

The key is to bound RHS of (C.2). We start by following similar arguments as in [120]. When \(\alpha(k) \equiv \alpha\), let \(s = 1\), the equation (6.4) becomes

\[
 x_i(k + 1) = \sum_{j=1}^{n} [\Phi(k + 1, 1)]_{ij} x_j(1) - \alpha g_i(k) - \alpha \sum_{r=1}^{k-1} \sum_{j=1}^{n} [\Phi(k + 1, r + 1)]_{ij} g_j(r). 
\]
The evolution of $\bar{x}(k)$ is given by

$$\bar{x}(k) = \frac{1}{n} \sum_{i=1}^{n} x_i(k) = \frac{1}{n} \sum_{i=1}^{n} \left( \sum_{j=1}^{n} a_{ij}(k-1)x_j(k-1) - \alpha g_i(k-1) \right)$$

\hspace{1cm} (C.5)

$$= \bar{x}(k-1) - \frac{\alpha}{n} \sum_{i=1}^{n} g_i(k-1)$$

\hspace{1cm} (C.6)

$$= \bar{x}(1) - \frac{\alpha}{n} \sum_{k=1}^{k-1} \sum_{j=1}^{n} g_j(s).$$

\hspace{1cm} (C.7)

Equality (C.6) used the fact that $A(k-1)$ is double stochastic. In equation (C.7) we changed subindices from $i$ to $j$, we obtain $\bar{x}(k+1) - x_i(k+1) = $

$$\{\bar{x}(1) - \sum_{j=1}^{n} [\Phi(k+1,1)]_{ij}x_j(1)\} + \alpha \sum_{r=1}^{k-1} \sum_{j=1}^{n} ([\Phi(k+1, r+1)]_{ij} - \frac{1}{n})g_j(r) + \frac{\alpha}{n} \sum_{j=1}^{n} (g_i(k) - g_j(k)).$$

\hspace{1cm} (C.8)

Assume $x_i(1) = \bar{x}(1) = 0$, the first term is gone. Use bound $\|g_i(k)\| \leq L$, we get

$$\|\bar{x}(k+1) - x_i(k+1)\| \leq \alpha L \sum_{r=1}^{k-1} \| [\Phi(k+1, r+1)]_{ij} \| - \frac{1}{n} \| \|_1 + 2\alpha L. $$

\hspace{1cm} (C.9)

Now we break the sum in (C.10) into two terms.

$$\|\bar{x}(k) - x_i(k)\| \leq \alpha L \sum_{r=1}^{k-1-k} \| [\Phi(k+1, r+1)]_{ij} \| - \frac{1}{n} \| \|_1 + 2\alpha L + \alpha L \sum_{r=k-k}^{k-1} \| [\Phi(k+1, r+1)]_{ij} \| - \frac{1}{n} \| \|_1.$$  \hspace{1cm} (C.10)

Note that $\Phi(k+1, r+1) = A^{k-r}$. For small $r$, $\Phi(k+1, r+1)$ is close to uniform:

$$\| [\Phi(k+1, r+1)]_{ij} \| - \frac{1}{n} \| \|_1 \leq \sqrt{n} \lambda_2(A)^{k-r}. $$

\hspace{1cm} (C.11)

We use this fact to bound the first term as

$$\alpha L \sum_{r=1}^{k-1-k} \| [\Phi(k+1, r+1)]_{ij} \| - \frac{1}{n} \| \|_1 \leq \alpha L \sum_{r=1}^{k-1-k} \sqrt{n} \lambda_2(A)^{k-r} < \alpha L \sqrt{n} \sum_{r=k-k}^{\infty} \lambda_2(A)^r = \alpha L \sqrt{n} \frac{\lambda_2(A)^{k+1}}{1 - \lambda_2(A)}. $$

\hspace{1cm} (C.12)

Therefore, if we choose cutoff time-step $k$ such that

$$\lambda_2(A)^{k+1} = \frac{1}{\sqrt{n}}$$

the first term is bounded by $\alpha L / (1 - \lambda_2(A))$.

For the second term, $r$ is relatively large, so $\| [\Phi(k+1, r+1)]_{ij} \| - 1 / \| \|_1$ is simply bounded by 2. We can get a bound
of the second term as \(2\alpha L\hat{k}\). By the choice of \(\hat{k}\),

\[
2\alpha L\hat{k} = -2\alpha L \frac{\log \sqrt{n}}{\log \lambda_2(A)} - 2\alpha L \leq 2\alpha L \frac{\log \sqrt{n}}{1 - \lambda_2(A)} - 2\alpha L.
\]

Collecting the bounds together, we have the following result

\[
\|x_i(k) - \bar{x}(k)\| \leq \frac{\alpha L(\log n + 1)}{1 - \lambda_2(A)} - 2\alpha L.
\]

Plugging into Equation (6.5) we get

\[
f(\hat{x}_i(T)) - f(x^*) \leq \frac{\alpha L^2(\log n + 1)}{1 - \lambda_2(A)} - 2\alpha L^2 + \frac{\|\bar{x}(1) - x^*\|^2}{2\alpha T} + \frac{\alpha L^2}{2}
\]

\[
= \frac{\alpha L^2(\log n + 1)}{1 - \lambda_2(A)} + \frac{\|\bar{x}(1) - x^*\|^2}{2\alpha T} - 3\alpha L^2, \quad (C.13)
\]

which is inequality (6.6).
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