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Abstract

With the advance of technology, current systems are becoming much more powerful in computation, much faster in data transfer and much more abundant in data storage. However, what have been left behind are the system reliability and manageability. Current systems still fail quite often in the field. Understanding the characteristics of system failures is a prerequisite to come up with effective solutions to address these system problems. This thesis focuses on the failures introduced by incorrect bug fixes (a.k.a, buggy patches) and configuration errors.

Bug fixing is done by humans, therefore it can also introduce mistakes, which are incorrect fixes. These incorrect fixes not only further aggravate the damage to end users, but also poison software vendors’ reputation. Therefore, we did one of the most comprehensive characteristic studies on incorrect bug-fixes from four large operating system code bases, including a commercial OS project. We studied the ratio and impact of incorrect fixes, and found incorrect fix is a significant problem that requires special attention. We also studied the common patterns of mistakes made during bug fixing that can be used to alert the programmers as well as to design detection tools to catch these incorrect fixes. We finally studied the code knowledge of developers and found inadequate code knowledge may increase the chance of incorrect fixes.

Configuration error (i.e., misconfigurations) is another dominant cause of system failures. Unfortunately, the characteristics of misconfigurations have been rarely studied in the past. Therefore, we took the initiative to conduct a real-world misconfiguration characteristic study. We studied a total of 546 misconfiguration cases, including 309 cases from a commercial storage system deployed at thousands of customers and 237 cases from four widely used open source systems (CentOS, MySQL, Apache HTTP Server, and OpenLDAP). Our study covers several dimensions of misconfigurations, including types, causes, impact, and system reactions. Some of our major findings include: 1) a majority of misconfigurations are due to mistakes in setting configuration parameters; however, non-parameter mistakes are still sizable. 2) 38.1%~53.7% of parameter mistakes are caused by illegal parameters that clearly violate some format or rules, motivating the use of an automatic checker to detect them. 3) a significant percentage (12.2%~29.7%) of parameter-based mistakes are due to inconsistencies between different parameter values.
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Chapter 1

Introduction

With the advance of technology, current systems are becoming much more powerful in computation, much faster in moving bits and much more abundant in data storage. However, what have been left behind are the system reliability and system manageability. Current systems (especially enterprise systems) are not only non-trivial to manage, but still fail quite often in the field. The stories [11, 37, 47, 89, 21, 63, 18, 7, 31, 14, 67] that relate to crashes, hangs, data corruptions or large-scale system outage can be easily found in the headline of some technical news.

As one recent example [11], on February 16th 2010, a small ISP network (called Supronet) performed a configuration change to shift traffic from one of its links to another ISP. The modification resulted in routing updates that have a very long AS Path. Though these updates could be correctly handled by the MikroTik routers deployed in Supronet. Unfortunately, Cisco routers contained a bug that would cause them to reboot when receiving a long AS Path. Worse still, after rebooting, Cisco routers would try to receive those “unexpected” updates again and reboot again, triggering continuous oscillations. While Supronet, which is in the Czech Republic, performed this configuration change around midnight, it was mid-day/early evening in east Asia and U.S. when the fault occurred. The result was a hundred-fold increase in instability, traffic loss, and outages affecting nearly every country in the world.

Therefore, it is critical to find solutions to deal with system failures, considering that they not only bring huge financial costs to both system vendors and users [63, 7], but sometimes lead to irreversible damages such as human causality [1]. With the trend of cloud computing, the responsibility of maintaining desirable system reliability and manageability will be largely shifting to the cloud service providers and cloud infrastructure providers. On one hand, the clients are becoming thinner and thinner and they will have much less to worry about. But, on the other hand, the systems inside cloud will become even more complex. Then it will be more difficult to manage these cloud systems and to guarantee their reliability. This shift will definitely create new challenges for the whole industry to fight against system failures.

To prevent systems from failing, it is important to first have a comprehensive understanding on the characteristics of the failures. Generally, system could fail due to three major causes: hardware faults,
software bugs and operator errors.

Hardware faults are still a major issue that causes system to fail especially when we are pushing the limits of circuit for better performance. However, with the advance of technology, the current hardware is much more reliable than it was several tens of years ago and there have already been many systematic and mature solutions (e.g., hardware verification [53], redundant design [88], error correcting code, fault injection [46], etc.) to handle these faults. Therefore, we will not discuss the system failures due to hardware faults in this thesis.

With the dip in hardware faults, the reliability of a system is more and more affected by the other causes. One of them is software bug. Software failures greatly reduce system dependability. Since software programming involves great human efforts, as software becomes more and more complex, it is inevitable that human will make mistakes and introduce bugs into the system. Understanding the characteristics of bugs can help us to explore more effective software testing, debugging and diagnosis techniques and come up with better software engineering methods to minimize the number of bugs that escape into production runs. A substantial amount of research efforts have been spent with the outcome of a series of insightful bug characteristic studies [32, 94, 95, 57, 60, 104]. In this thesis, we will not try to conduct yet another general bug characteristic study. Instead, we will dive in a sub-domain of software bugs that are both important and not well studied by looking from another perspective. These are the bugs that happen during bug fixing (i.e. incorrect fixes). These incorrect fixes are even worse than the original bugs, since they further aggravate the damage to end users and poison software vendors’ reputation.

Unlike software bugs that are mostly introduced during developing (or fixing) the system, the other major cause to system failures is introduced while using the system. They are called operator errors. For example, a user can accidentally turn off his computer by mistake or misconfiguring the system to let it malfunction. Operator errors are very challenging to handle since users can use the system in very diversified ways. It usually takes a lot of efforts to diagnose an operator error in the field. Therefore, Understanding the characteristics of operator errors is rather crucial for us to design better tools to detect and diagnose them, or even give us insights on how to improve system design to avoid operator errors fundamentally. Though operator errors are of various types, a major source of operator errors come from misconfigurations. Misconfigurations refers to that a user configures, arranges, or organizes the system (or different system components) in a wrong way which leads to the malfunction or failures of the system. Though people had studied techniques that can handle certain types of misconfigurations [103, 25, 101, 99, 24, 110, 92, 54, 93, 50] in the literature, there has not been a comprehensive characteristic study on misconfigurations yet. In this thesis, we will try to take the initiative to conduct such a study.
1.1 The Characteristic Study on Incorrect Fixes

As a man-made artifact, software suffers from various errors, referred to as software bugs, which cause crashes, hangs or incorrect results and significantly threaten not only the reliability but also the security of computer systems. Once a bug is discovered, developers usually need to fix it. In particular, for bugs that have direct, severe impact on customers, vendors usually have to release timely patches as soon as possible in order to minimize the amount of system unavailable time.

Unfortunately, since bug fixing is also done by human, human mistakes are inevitable. Some fixes either do not fix the problem completely or can even introduce new problems. For example, in April 2010, McAfee released a patch which incorrectly identified a critical Windows system file as a virus [31]. As a result, after applying this patch, thousands of systems refused to boot properly, had lost their network connections, or both. In order to compensate the customers who had suffered from this buggy patch, besides making a public apology on its website, McAfee agreed to reimburse the victims for the costs to repair their computers. In 2005, Trend Micro also released a buggy patch which introduced severe performance degradation [63]. The company received over 370,000 calls from customers about this issue and eventually spent more than $8 million to compensate customers. The above two incidents are not the only cases in recent history. As a matter of fact, there were many other similar events [18, 47, 67, 21] in the past which put the names of big companies such as Microsoft, Apple and Intel under spotlight.

We had also studied the security patches released by Microsoft in its security bulletin [8] since January 2000 to April 2010. Surprisingly, out of the total 720 released security patches, 72 of them were buggy when they were first released. They had either introduced new problems or had not fixed the old problem completely, resulting in updated patches. Considering the fact that these patches were expected to “heal” some severe problems and were typically applied automatically to millions of users immediately once released, such incorrect fixes, especially those introducing new problems, just like broken promise, would have enormous impacts and damages to end users as well as software vendors’ reputation.

Few recent studies had been conducted on certain aspects of incorrect fixes [27, 90, 82, 44]. For example, Śliwerski et al. [90] studied the incorrect fix ratios in Eclipse and Mozilla. They found that large fixes are more error-prone and developers are easier to make mistakes during bug fixing on Friday. Purushothaman et al. [82] studied the incorrect fix ratio in a switching system from Lucent, but their focus was on the impact of one-line changes. Gu et al. [44] studied the incorrect fix ratio in three Apache projects, but they focused on providing a new tool to validate the patch.

While these studies have revealed some interesting findings, most of them focused more on incorrect fix ratios and studied only open source code bases. This thesis goes much beyond prior work, studying
both commercial and open source, large operating system projects, and investigating not only incorrect fix percentages, but also other characteristics such as mistake patterns during bug fixing, types of bugs that are difficult to fix correctly, as well as the potential reasons in the development process for introducing incorrect bug fixes.

To the best of our knowledge, this thesis presents one of the most comprehensive characteristic studies on incorrect fixes from large OSes including a mature commercial OS developed and evolved over the last 12 years and three open-source OSes (FreeBSD, OpenSolaris and Linux). The details of study, including the methodology, the major findings and the threats to validity are presented in Chapter 2.

1.2 The Characteristic Study on Misconfigurations

There are uncountable numbers of systems in the world that need to be configured in order to work normally and deliver the right functionality. However, most of these systems can not be configured automatically so that substantial human efforts have to be invested to do the configuration. As discussed previously, human errors will inevitably arouse during this process, which leads to misconfigurations.

Misconfigurations (i.e., configuration errors) have a great impact on system availability. For example, a recent misconfiguration at Facebook prevented its 500 million users from accessing the website for several hours [37]. Last year, a misconfiguration brought down the entire "se" domain for more than an hour [89], affecting almost 1 million hosts.

Not only do misconfigurations have high impact, they are also prevalent. Gray’s pioneering paper on system faults [43] stated that administrator errors were responsible for 42% of system failures in high-end mainframes. Similarly, Patterson et al. [79] also observed that more than 50% of failures were due to operator errors in telephone networks and Internet systems. Usually a majority of operator errors (or administrator errors) are misconfigurations [75, 71]. Besides being prevalent, configuration errors are also expensive to troubleshoot. Kappor [48] found that 17% of the total cost of ownership of today’s desktop computers goes towards technical support and a large fraction of that is troubleshooting misconfigurations.

To ultimately solve the misconfiguration problem, substantial efforts and breakthrough in multiple related directions, including misconfiguration detection, misconfiguration diagnosis, misconfiguration tolerance and misconfiguration testing, are needed. Recently, the study on misconfigurations has been making applaudable progress with a series of excellent research work such as [99, 103, 25, 92, 54, 50]. To just name a few, Peerpressure [99] uses statistics methods on a large set of configurations to identify single configuration parameter errors. Chromus [103] periodically checkpoints disk state and automatically searches for
configuration changes that may have caused the misconfiguration being troubleshooting. Confail [25] uses data flow analysis to trace the configuration error back to a particular configuration entry. AutoBash [92] leverages a speculative OS kernel to automatically try out fixes from a solution database in order to find a proper solution for a configuration problem. Kardo [54] adopts machine learning techniques to extract misconfiguration solutions out of users’ UI sequences. Conflag [50] provides a very useful framework with which users can inject configuration errors of three types: typos, structural mistakes and semantic mistakes. This framework has already been used in Confail [25].

Many of these work rely on some patterns or assumptions on misconfiguration errors which are not validated with a large amount of real world data. Furthermore, still some of fundamental questions about misconfigurations remain unanswered. These situations make the research on misconfigurations like “sailing in the mist”. Therefore, a comprehensive real world misconfiguration characteristic study could greatly benefit all the above research directions and tools. Moreover, understanding the major types and root causes of misconfigurations may help guide developers to better design configuration logic and requirements, and testers to better verify user interfaces, thereby reducing the likelihood of configuration mistakes by users.

Unfortunately, in comparison to software bugs that have well-maintained bug databases and have benefited from many software bug characteristic studies [33, 60, 94, 95, 57, 104], a misconfiguration characteristic study is much harder, mainly because historical misconfigurations usually have not been recorded rigorously in databases. For example, developers record information about the context in the code for bugs, the causes of bugs, and how it was fixed; they also focus on eliminating or coalescing duplicate bug reports. On the other hand, the description of misconfigurations is user-driven, the fixes may be recorded simply as pointers to manuals and best-practice documents, and there is no duplicate elimination. As a result, analyzing and understanding misconfigurations is a much harder, and more importantly, manual task.

In this thesis, we take on the first attempts to study real world misconfigurations in both commercial and open source systems, using a total of 546 misconfiguration cases. The commercial system that we chose is the COMP-A\(^1\) storage system deployed at thousands of customers. It has a well-maintained customer issue database. The open source systems that we chose include the widely used system software CentOS, MySQL, Apache and OpenLDAP. We carefully examined the 546 misconfigurations, and discussed our results with developers, support engineers and system architects of these systems to ensure that we correctly understood these cases. Our study was approximately 21 person-months of effort, excluding the help from several COMP-A engineers and open-source developers. The study has revealed some interesting findings which we will discuss in Chapter 3 in detail.

\(^1\)We are required to keep the company’s identity confidential.
Eort 2

The Characteristics on Incorrect Fixes

2.1 Overview

The existence of software bugs creates a huge threat to the reliability of all kinds of systems. Many bug detection tools [2, 56, 59] had been developed in recent years to help reducing the number of bugs. Unfortunately, there are still an unlimited supply of bugs in software systems. To cure the buggy systems, bugs have to be fixed. Therefore, software developers usually allocate a significant amount of time in bug fixing and sometimes their work performance would even be evaluated by how many bugs they have fixed. Given the objectives and prevalence of bug fixing in software industry, it is a sad story that bug fixing could be incorrect. It can either introduce new problem or fail to fix the original problem completely. For customers, incorrect fixes are even harmful than the original errors. A single incorrect fix can be enough to cause severe damage to both customers and software vendors. Customers will be upset if the fix can’t fix the problem, and they will be outrageous if the fix even breaks some functionality which was working previously. For software vendors, incorrect fixes not only let them suffer big financial loss, but also tarnish their image dramatically.

In Chapter 1, we had already discussed the importance of studying the characteristics of incorrect fixes. While there is one question that needs to be discussed first: what are the reasons for incorrect fixes?

![Figure 2.1: An incorrect fix example from FreeBSD. A part of the first fix appended a console message with some additional information, unfortunately introducing a buffer overflow (The added lines are in bold while the deleted lines are crossed out.)](image)

Mistakes in bug fixes may be caused by many possible reasons. First, bug fixing is usually under very
tight time schedule, typically with deadlines in days or even hours, definitely not weeks. Such time pressure can cause fixers\textsuperscript{1} to have much less time to think cautiously, especially about the potential side-effects and the interaction with other parts of the system. Similarly, such time pressure does not leave enough time for testers to conduct thorough regression tests before releasing the fix. Figure 2.1 shows a real world example from FreeBSD, the original bug fix appended a log message with additional information. Unfortunately, the fixer did not pay attention to the buffer length that was defined 52 lines upwards in the same file and introduced a buffer overflow mistake.

![Figure 2.2: An incorrect fix example from FreeBSD.](image)

Second, bug fixing usually has a narrow focus (e.g., just removing the bug) comparing to general development. As such, the fixer regards fixing the target bug as the sole objective and the major accomplishment to be evaluated by his/her manager. Therefore, he/she would pay much more attention to the bug itself than the correctness of the rest parts of the system. Similarly, such narrowly focused mindset may also be true for the testers: tester may just focus on whether the bug symptom observed previously is gone, but forget to test some other perspectives, in particular how the fix interacts with other parts and whether it introduces new problems. As shown in Figure 2.2, the fixer just focused on removing the data race bug by adding locks. Though the data race bug was indeed removed, the fix unfortunately introduced a new bug: a deadlock. This deadlock was obviously not caught by the reviewers and not discovered during regression testing.

![Figure 2.3: An incorrect fix that hadn’t fixed the problem completely.](image)

\textit{This example is from the large commercial OS we evaluated.} The first fix tried to address a semantic bug by modifying the if condition. Unfortunately, the revised condition was still not restrictive enough.

\textsuperscript{1}we will refer the developer who fixes the bug as the “fixer” in the rest of the thesis.
Table 2.1: Our major findings of real world incorrect bug fix characteristics and their implications. Please take our methodology and potential threats to validity into consideration when you interpret and draw any conclusions.

Third, the two factors above can be further exacerbated if fixers or reviewers are not familiar with the related code. While an ideal fixer could be someone with the most knowledge about the related code, in reality it may not always be the case to assign such person to be the fixer. Sometimes, it may be difficult to know who is the right person to do the fix. Even if such person is known, he/she may be busy with other tasks or has moved to other projects, and is therefore unavailable to perform the fix. Sometimes, it is due to the development and maintenance process. Some software projects have separate teams for developing and maintaining software (for example, the latter is usually done by a sustaining engineer team). All these
real world situations can lead to the case that the fixer does not have enough knowledge about the code he/she is fixing, and consequently increases the chance of an incorrect fix. This might help explaining the incorrect fix shown in Figure 2.3 from the commercial OS that we evaluated. When we measure the fixer’s knowledge based on how many lines he had contributed to the file involved in the patch, we found that he had never touched this file in the past, indicating that he may not have enough code knowledge to fix the bug correctly.

Regardless what is the reason for introducing these errors during bug fixing and why they were not caught before release, their common existences and severe impacts on users and vendors have raised some serious concerns about the bug fixing process. In order to come up with better process and more effective tools to address this problem, we need to first thoroughly understand the characteristics of incorrect fixes, including:

- **What are the reasons for errors during bug fixing?** Are there any unique characteristics for bug fixing comparing to writing general code?

- **How significant is the problem of incorrect fixes?** More specifically, what percentages of bug fixes are incorrect? Comparing to code added for features, is code for fixing bugs more likely to introduce bugs? How severe are the problems caused by incorrect fixes? Are the answers to the above questions the same for both commercial and open source software projects?

- **What types of bugs are difficult to fix correctly?** Are some types of bugs just more difficult to fix correctly so that fixers, testers and code reviewers for these types of bug fixes should pay more attention and effort to avoid mistakes?

- **What are the common mistakes made in bug fixes?** Are there any patterns among incorrect bug fixes? If there are some common patterns, such knowledge would help alerting developers to pay special attention to certain aspects during bug fixing. Additionally, it may also inspire new tools to catch certain incorrect fixes automatically.

- **What aspects in the development process are correlated to the correctness of bug fixing?** For example, is fixers and reviewers’ relevant knowledge related to incorrect fixes?

In this thesis, we did a comprehensive characteristic study on incorrect bug-fixes from large operating system code bases including Linux, OpenSolaris, FreeBSD and also a mature commercial OS (NetApp’s OS for its storage systems) developed and evolved over the last 12 years. More specifically, from these four OS code bases, we carefully examined each of the 970 randomly selected fixes for post-release bugs and identified the incorrect fixes. To gain a deeper understanding of what types of bugs are more difficult to fix correctly
as well as the common mistakes made during fixing those bugs, we further sampled another set of 320 fixes on certain important types of bugs. We further studied the possible human reasons in the development and bug fixing process. Our major findings are summarized in Table 2.1. These findings provide useful guidelines for patch testing and validations as well as bug triage process. For example, inspired from our findings, the large software vendor whose OS code was evaluated in our study is building a tool to improve its bug fixing and code review process.

While we believe that the systems and fixes we examined well represent the characteristics in large operating systems, we do not intend to draw any general conclusions about all the applications. In particular, we should note that all of the characteristics and findings in this study are associated with the types of the systems and the programming languages they use. Therefore, our results should be taken with the specific system types and our methodology in mind.

In Chapter 2.2, we present the background of our work and the related work. We then discuss the methodology used in our study and threats to validity in Chapter 2.3. After that we present our detailed results on the incorrect fix ratio in Chapter 2.4. Then we further study which types of bugs are more difficult to fix in Chapter 2.5 and what common mistakes could be made in Chapter 2.6. After that we study the human factors which could lead to incorrect fixes in Chapter 2.7.

2.2 Background

Studying incorrect fixes  As briefly discussed in Chapter 1.1, several previous studies [27, 90, 82, 44] had also studied incorrect fixes. Our work is complementary to these previous studies. First, we focus on large OS projects, while previous studies focused on certain types of applications. Second, we study both commercial and open source code bases, while previous work studied only either open source or commercial code bases. Third, previous studies more focused on measuring incorrect fix ratios, while we went much beyond and also studied what types of bug fixes are more error-prone, the common mistake patterns, as well as the possible human reason in the development process for introducing incorrect fixes.

Sliwerski et al. [90] proposed an effective way to automatically locate fix-inducing changes by linking a source code repository to a bug database. They studied the incorrect fix ratio in Eclipse and Mozilla and also found developers are easier to make incorrect changes on Friday. Purushothaman et al. [82] studied the incorrect fix ratio in a switching system from Lucent, but their focus was just the impact of one-line changes. Gu et al. [44] studied the incorrect fixes in three Java applications, while their focus is to present a tool which can be used to verify patches. Baker et al. defined incorrect fixes as fix-on-fix and visualized
the fix-on-fix rates of the different modules inside a switch system of AT&T in [27]. However, their work focused on visualization. Besides, Beattie et al. [28] pointed out security patches could contain bugs.

**Human factors** Human factors can play an important role in software quality. The influence of code knowledge on general code changes had been explored in [84, 68]. Mockus et al. [68] found that changes made by more experienced developers were less likely to induce failures. Rahman et al. [84] found file owner with higher knowledge is less associated with fix-inducing code. Our study focused on bug fixes and measured the knowledge of the fixers who made the incorrect fixes in commercial and widely used open source OSes. We also found knowledge has impact on the quality of fixes, which is complimentary to their results. We found 27% of the incorrect fixes are made by fixers with zero knowledge, suggesting there might be some flaws in the overall bug assignment process. Fritzky et al. [41] studied whether a programmer’s activity can be used to build a knowledge model about a code base. Some work [20, 65] also studied human factors for designing recommendation systems. Anvik et al. [20] suggested to assign fixer based on bug history. McDonald et al. [65] suggested to find the person who last modified the code. We proposed to assign fixer/reviewer based on code knowledge defined at line level. Besides, other aspects of human factors had also been studied. Meneely et al. [66] found that independent developer groups were more likely to introduce a vulnerability. Bird et al. [29] found that a binary might be more buggy if more developers are working on it. Nagappan et al. [70] studied the organizational structure and used it to build model to predict the failure proneness in Windows Vista. Latoza et al. [55] studied developers’ typical activities and found that developers spend nearly half of their time fixing bugs. Aranda [23] studied which coordination patterns are essential to the solution of the bug.

**Taming incorrect fixes** There are different ways to solve the problem of incorrect fixes including predicting or isolating buggy changes [91, 52, 64, 100], patch validation [44, 96], automatic patching [80] and regression testing [87, 76]. Sliwerski et al. built a plug-in for Eclipse which shows the risk of changing a particular code location based on previous revision information. Kim et al. [52] also leveraged the historical source repository data to train models for predicting the correctness of a future change. McCamant et al. [64] compared operational abstractions generated from the old component and the new component to predict the safety of a component upgrade. Zeller et al. [109] proposed automated delta debugging to locate the bug introducing changes. ClearView [80] automatically generates patches without human intervention, which can reduce the chance of incorrect fixes. Tucek et al. [96] used the techniques of delta execution which can validate patches on-line efficiently. Besides, regression testing [87, 76] is also a common practice to ensure patches don’t break the previously working functionalities. Our study discovered some incorrect fix patterns which are helpful for detecting/exposing/avoiding incorrect fixes. We studied what mistakes programmers
should be aware of during bug fixing, which are also useful to design new detection tools to detect errors in fixes. Besides, we also proposed a bug assignment process based on code knowledge, which is being implemented by a large software vendor.

2.3 Methodology

2.3.1 Software Projects under Study

<table>
<thead>
<tr>
<th>System</th>
<th>LoC</th>
<th>SCM</th>
<th>Open Src?</th>
</tr>
</thead>
<tbody>
<tr>
<td>The commercial OS</td>
<td>confidential</td>
<td>confidential</td>
<td>N</td>
</tr>
<tr>
<td>FreeBSD</td>
<td>9.97M</td>
<td>svn</td>
<td>Y</td>
</tr>
<tr>
<td>Linux</td>
<td>10.94M</td>
<td>git</td>
<td>Y</td>
</tr>
<tr>
<td>OpenSolaris</td>
<td>12.99M</td>
<td>hg</td>
<td>Y</td>
</tr>
</tbody>
</table>

Table 2.2: The four OSes that our study uses. SCM is the Software Configuration Management system each OS uses. We also list the SCM used by each code base.

Table 2.2 lists the four code bases we studied, including a commercial, closed-source OS from a large software vendor (NetApp) and three open-source OSes (FreeBSD, Linux and OpenSolaris). We chose to study OS code because they are large, complex and their reliability is critically important. Additionally, as OS code is developed by many programmers, contains lots of components, uses a variety of data structures and algorithms, it could provide us a broad base to understand incorrect fix examples.

The four OSes have different architectures. The commercial OS is especially designed for high-reliability systems with many enterprise customers like big financial companies and government agencies. It has evolved for almost 12 years. Its bug tracking system keeps the links to corresponding changes and its source code repository also keeps the reversed links, which provides great convenience to our study. Additionally, its bug tracking system has a field to record the customer impact when a bug causes failure at customer side and is reported by customers. This field is not available in the bug tracking systems for open source projects and it is very useful since it reveals the bugs which have real impact in the field. The other three open-source OSes have different origins. FreeBSD originates from academia (Berkeley Unix). It is a large OS project with a long history. The project started in 1993 and currently is working on its 9.0 series. FreeBSD is known for embracing a different design from UNIX and also famous for its high reliability and security guarantee. OpenSolaris originates from a commercial OS. It is based on Solaris [13] which is a closed-source operating systems created by Sun Microsystems. Its origin is the UNIX System V Release 4 (SVR4) developed by Sun Microsystems and AT&T in the late 1980s. Linux completely originates from the open-source community.

\(^2\)Due to confidentiality agreement, we can neither mention the commercial OS's name, SCM nor its LoC.
It is a leading server operating system, and runs the 10 fastest supercomputers in the world [6]. In addition, more than 90% of today’s supercomputers run some variant of Linux [10]. We think the variety in data sources would help us find general software laws or interesting specificities.

These OSes usually have multiple branches (series) in their OS families. We focus on those branches which are both stable and widely deployed. For the commercial OS, we chose the branch which is most widely deployed. For FreeBSD, we chose FreeBSD 7 series. For Linux, we chose Linux 2.6 series. For OpenSolaris, it has a different release model so we just studied the releases since its 2008.5 version.

In order to further preserve the privacy and reputation for the software vendor, we anonymized the results in Chapter 2.4, 2.5, 2.6 and 2.7. The four code bases will be just referred as A, B, C and D without the mapping information disclosed. We know that such anonymization may prevent us from making some interesting comparison between open source and commercial code bases, but fortunately we can still make many other findings like the ones summarized in Table 2.1.

2.3.2 Finding Incorrect Fixes

The definition of incorrect fix: A bug fix $f_x$ is defined as an incorrect fix if there is another following bug fix $f_y$ that fixes either a new problem introduced by $f_x$, or the original problem that was not completely fixed by $f_x$.

One thing that we want to emphasize is that we consider only fixes to bugs, not any general or non-essential changes [49] (e.g., feature addition or renaming). This is identified by checking whether a fix is associated with a bug report. This screening criteria is important to the fidelity of our study since bug reports often contain rich information which is important for us to understand the fix. It is hard to obtain a complete picture from the bug fix itself alone.

Unfortunately, the link between fixes and bug reports is not always systematically maintained [26]. For the commercial OS and OpenSolaris, the SCM (software configuration management) systems record the link between every bug report and every code change. However, for FreeBSD and Linux, such links are only documented voluntarily by developers in an unstructured way. To identify such links, we use a method similar to the methods used in [39, 90, 98]. The main idea is to leverage the verbal information in the bug reports or change logs to reconstruct the links. For example, developers may write “the bug is fixed by change 0a134fad” in a bug report. Then we can link the bug to the change 0a134fad.

After the above process, we will have a set of bug fixes linked with bug reports. We then randomly select a target number of bug fixes and then semi-automatically check whether each one is an incorrect fix or not. We call the process semi-automatic because we use a two-step process: first step automatically selects
potential incorrect fix candidates, while the second step manually verifies each candidate.

Two techniques are used in the first step to automatically identify potential incorrect fix candidates. First, we look at the source code overlap between changes. This technique is similar to the methods used in [90, 82]. If there is source code overlap between two changes, then the latter change may be made to correct the previous change. There are explicit overlap and implicit overlap. The examples in Figure 2.1 and Figure 2.3 demonstrate the cases for explicit overlap, where the `sprint` in first fix was explicitly overwritten by the `snprintf` in the second fix. The example in Figure 2.2 illustrates the case for implicit overlap where the latter change only adds some code in the proximity of the previous change. In Figure 2.2, three new lines of code were added without deleting or overwriting the code from the first fix. Therefore, we check source code overlap as follow: if a latter change $f_y$ overwrites or deletes the code written in the previous change $f_x$ or $f_y$ just adds code in the proximity (+/-25 lines) of $f_x$, we regard $f_x$ as an incorrect fix candidate for manual examination. The second technique is to search for specific keywords in the bug report and change log of each fix that may suggest an incorrect fix. For example, if we find “this patch fixed a regression introduced by the fix in Bug 12476” in the bug report linked with $f_y$, we regard the fix in “Bug 12476” as an incorrect fix candidate. In general, we find the first technique to be more comprehensive.

Please note that the first step is only identifying candidates. We still need to manually examine each candidate, which is the unique challenge in our study. This step is the part in our study where we spent the most of the time. We examined all the relevant code related to each fix. In many cases, the relevant code has a much bigger code size than the fix alone, and can cover other files which are not included in the fix. We also examined the bug reports and change logs to get proof from developer’s explanation. For some fixes, we even discussed with developers of these systems to ensure the correct understanding on them. Then based on all the evidences we got, we finally decided whether a fix is incorrect or not. Figure 2.4 showcases the whole process.

Also note that the first step may prune a few incorrect fixes out, especially for those incorrect fixes whose subsequent fixes are in a completely different location without any overlap at all (i.e. beyond the +/-25 lines proximity). But we expect such incorrect fixes are very rare as two subsequent fixes to the same problem usually has good location proximity in terms of code changes. And we did try to relax the proximity requirement to be “within” the same file but did not find more incorrect fixes.

### 2.3.3 The Target Bugs to Study

In this study we used two sets of bug fixes with different focuses.

**Sample set 1:** To get this sample set, we first randomly sampled a total of 2,000 bug fixes (500 from each
OS) that are associated with bug reports. From these 2,000 bug fixes, we further selected only those fixes to post-release bugs. Selecting such post-release bug fixes allows us to focus on fixes to bugs that made high impacts to both customers and vendors. Post-release bugs are selected after the random sampling instead of before the sampling because the manual effort in verifying all bug fixes would be too huge. We then used the process described previously to identify and study incorrect fixes.

**Sample set 2:** This sample set is used to further zoom in certain bug types observed in *sample set 1* whose fixes are most error-prone. Specifically, we chose to study the fixes to memory leak, buffer overflow, data race and deadlock bugs. However, it is difficult to reuse the bugs in *sample set 1*, since there are not statistically sufficient number of bug fixes for these types of bugs. Therefore, we deliberately sampled more bug fixes focusing on these four types. Specifically, we used all the related keywords to search for the bug fixes of a specific type. Keyword search is enough to get these bug fixes since there are only limited ways to name them. Then we randomly selected 20 from each type for each code base. In total, we sampled 320 fixes which provide us a richer base-set to study the incorrect fixed patterns. This set is only used in Chapter 2.5 and 2.6.
2.3.4 Measuring Code Knowledge

To understand why a programmer cannot fix a bug correctly, we also dive deeper into his/her knowledge about the relevant code. In this study, we measure code knowledge by checking the cumulative “authorship” of each line of code at a particular version, which can be systematically measured. From SCM, we obtain the authorship of each line for a file at a given version by using commands such as “svn annotate”. Assume a developer \( d \), a file \( F \), a function \( f \) and a version \( v \), we calculate code knowledge at two levels of granularity:

\[
K_{\text{File}}(d, F, v) = \frac{\text{The LcC written by } d \text{ for } F \text{ at } v}{\text{The total LcC in } F \text{ at } v}
\]

\[
K_{\text{Func}}(d, f, F, v) = \frac{\text{The LcC written by } d \text{ for } f \text{ in } F \text{ at } v}{\text{The total LcC in the } f \text{ at } v}
\]

Then we can calculate a developer’s \( K_{\text{File}} \) and \( K_{\text{Func}} \) for each file and each function at a particular version. We use percentage as the unit of \( K_{\text{File}} \) and \( K_{\text{Func}} \). For example, “\( K_{\text{File}}(d, F, v) = 75\% \)” means 75\% of code lines in \( F \) at version \( v \) are written by \( d \). \( d \) does not need to contribute all his code in one version and he may write these code lines in any version that is not later than \( v \). Both fixers’ and reviewers’ knowledge are measured in our study in this way.

2.3.5 Threats to Validity

Real world empirical studies are all subject to validity problems, so is our study. Potential threats to the validity of this study are the representativeness of the selected software projects, the representativeness of the incorrect fix samples, our classification process and evaluation methodology.

Representativeness of software: Both commercial and open-source software are covered in this study. So we believe that we have a good coverage for at least OS code. We do not intend to draw any general conclusions about incorrect bug-fixes in all software, but some of the findings such as fixers and reviewers’ knowledge would also apply to other applications.

Representativeness of bug fix samples: We studied only those bug fixes that could be linked to a bug report. The set of fixes \( F_n \) that cannot be linked were not covered, and some of our findings might not hold in \( F_n \). Fortunately, the results from the commercial OS and OpenSolaris are immune to this threat since every bug fix is linked to a bug report. Since the results from FreeBSD and Linux show a similar trend as the commercial OS and OpenSolaris, which may ease the concern on this threat for the other two OSe. As discussed earlier, there is also a potential problem in our automatic filtering process, i.e., we can potentially filter out an incorrect fix if its subsequent fix does not have any proximity in code location. Fortunately our exercises of relaxing the proximity constraint did not discover any more incorrect fixes, which indicates that
the amount of missed incorrect fixes should be very low.

**Threats of manual classification:** Our study involves manual classification on bug reports and fixes which can not be replaced by automatic techniques. Therefore, subjectivity is inevitable. However, we tried our best to minimize such subjectivity by using double verification. For every incorrect fix candidate, we examined all the information sources we could have, including source code, bug reports, change logs, etc. Besides, for some fixes we also discussed with developers of these systems to ensure the correct understanding on them. Since we manually examined each incorrect fix candidate and classify it as incorrect only if we have concrete evidence, we are confident that the number of false positives should be very low.

**Limitation in measuring the knowledge:** The way we measure code knowledge is relatively preliminary since we only want to check the fixers and reviewers’ knowledge in a coarse-grain, qualitative way. A more sophisticated knowledge model might provide us more accurate results in Chapter 2.7, which remains as our future study.

## 2.4 Is Incorrect Fix Really a Significant Problem?

The ratio of incorrect fixes among all bug fixes and the impact of bugs introduced by incorrect fixes are important for us to accurately understand whether incorrect bug fix is a significant problem. As described in Chapter 2.3, we first randomly sampled 2,000 bug fixes from the four OSes (500 from each OS), among them 970 are fixes to post-release bugs. The reason we focus on fixes for post-release bugs is that those bugs hit the end users and generally have higher impact, hence software vendor and developers may spend more efforts in fixing them. On the other hand, the code base is usually not stable before release. Thus the ratio of incorrect fixes for before-release bugs may not represent the exact efforts that developers put into fixing bugs.

<table>
<thead>
<tr>
<th>System</th>
<th># of Post-release bug fixes</th>
<th># of Incorrect fixes</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>189</td>
<td>39</td>
<td>20.6%±3.0%</td>
</tr>
<tr>
<td>B</td>
<td>309</td>
<td>46</td>
<td>14.8%±2.9%</td>
</tr>
<tr>
<td>C</td>
<td>267</td>
<td>41</td>
<td>15.3%±2.6%</td>
</tr>
<tr>
<td>D</td>
<td>205</td>
<td>50</td>
<td>24.4%±3.7%</td>
</tr>
</tbody>
</table>

Table 2.3: The ratio of incorrect fixes on post-release bugs in the four OSes. A 95% confidence interval is used.

Table 2.3 shows the ratio of incorrect fixes is 14.8%~24.4% among the four OSes. As discussed in Chapter 2.3.5, this is only a lower-bound estimation. Considering that the fixes on post-release bugs would be applied by a lot of customers and users, even the ratio can still have significant impact on them as well.
as the software vendors. Since regression testing had already been applied before releasing the fixes, it also indicates general testing techniques may need to be tailored to be more effective in capturing the errors in patches.

<table>
<thead>
<tr>
<th>System</th>
<th>$d_{fix}$</th>
<th>$d_{whole}$</th>
<th>$d_{whole}/d_{fix}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>171.4</td>
<td>6077.6</td>
<td>36x</td>
</tr>
<tr>
<td>B</td>
<td>840.6</td>
<td>4045.7</td>
<td>5x</td>
</tr>
<tr>
<td>C</td>
<td>561.2</td>
<td>6239.0</td>
<td>11x</td>
</tr>
<tr>
<td>D</td>
<td>712.7</td>
<td>3530.9</td>
<td>5x</td>
</tr>
</tbody>
</table>

Table 2.4: The bug density measured in how many LoC contain a bug. $d_{fix}$ and $d_{whole}$ represent the bug density in bug fixes and whole code base respectively.

We also compared the bug density in bug fixes with the whole code base. Table 2.4 shows this result. We found in all four OSes, the bug density in fixes is at least 5 times of the whole code base. In some OS project, the bug density in bug fixes can be 36 times of the whole code base. This indicates writing bug-fixing patches might be more error-prone. However, we used a simplified way to calculate the bug density. Therefore the results in Table 2.4 might not be accurate enough and should be taken with caution.

We further studied the impact of the bugs introduced by the examined incorrect fixes. We judge the impact based on the symptoms described in the bug reports. to see whether they could be “milder” or “more severe” than the original bugs. We found 14.0% of them introduced crash, 8.4% caused system to hang, 15.4% led to data corruption or data loss, 5.6% caused security problem, 7.0% degraded the performance, and 45.1% introduced incorrect functionality. Some bugs introduced are actually more severe than the original bugs. Moreover, for some bugs, they could even be incorrectly fixed for several times.

Finding: At least 14.8%~24.4% of the bug fixes are incorrect. Moreover, 43% of the incorrect fixes resulted in severe bugs that caused crash, hang, data corruption or security problems.

Implication: Incorrect fix is indeed a significant problem that requires special attentions from software vendors.

2.5 Which Types of Bugs Are More Difficult to Fix Correctly?

In this section, we study which types of bugs are more likely to introduce incorrect fixes. We classified all the 970 sampled fixes into three categories based on the bugs they fix: memory bug, concurrency bug or semantic bug. Semantic bugs are those bugs that can be classified as neither memory nor concurrency bug and are usually application specific problems. This classification is adopted from previous literature [57, 61].
<table>
<thead>
<tr>
<th>System</th>
<th>Concurrency</th>
<th>Memory</th>
<th>Semantic</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>4/13 (31%)</td>
<td>3/17 (18%)</td>
<td>32/159 (20%)</td>
</tr>
<tr>
<td>B</td>
<td>9/21 (43%)</td>
<td>5/44 (13%)</td>
<td>32/244 (13%)</td>
</tr>
<tr>
<td>C</td>
<td>7/19 (37%)</td>
<td>6/43 (14%)</td>
<td>28/205 (14%)</td>
</tr>
<tr>
<td>D</td>
<td>10/23 (44%)</td>
<td>5/30 (17%)</td>
<td>35/152 (23%)</td>
</tr>
<tr>
<td>Overall</td>
<td>30/76 (39%)</td>
<td>19/134 (14%)</td>
<td>127/760 (17%)</td>
</tr>
</tbody>
</table>

Table 2.5: The number of incorrect fixes among all the fixes and the incorrect fix ratio for the three categories of bugs in the four OSes.

Table 2.5 shows the ratio of incorrect fixes to each type of bug. In comparison, concurrency bugs have the largest incorrect fix ratio (39% overall), indicating concurrency bugs are the most difficult to fix. Semantic bugs and memory bugs have similar ratio, 17% and 14%, respectively.

We focus on studying concurrency bugs and memory bugs, while only providing some high level discussion on semantic bugs (Chapter 2.6.5). This is because semantic bugs are of very diverse root causes so that it is difficult to observe some general patterns from their fixes and the mistakes in the fixes. Also concurrency bugs and memory bugs usually have higher impact (e.g., causing crash or data corruption) than semantic bugs (e.g., causing functionality problem).

<table>
<thead>
<tr>
<th>Bug Types and Their Percentages</th>
</tr>
</thead>
<tbody>
<tr>
<td>data race</td>
</tr>
<tr>
<td>buffer overflow</td>
</tr>
<tr>
<td>uninitialized read</td>
</tr>
</tbody>
</table>

Table 2.6: The most observed bug types among all the concurrency bugs and memory bugs being fixed incorrectly. Only top six are shown.

To select the important types of bugs for a detailed study, we further zoomed into all the concurrency bugs and memory bugs that were fixed incorrectly to see which types are most observed. The result is shown in Table 2.6. Among all the bug types, data race (33%), deadlock (29%) are the top two types that have most incorrect fixes among concurrency bugs. Buffer overflow (8%) and memory leak (6%) are the top two types that have most incorrect fixes among memory bugs. Therefore, we just focused on the characteristics of bug fixes to these four types of bugs.

Table 2.7 further shows the ratio of incorrect fixes for these four types of bugs. The result is from 320 fixes only to these bug types (sample set 2 mentioned in Chapter 2.3.3), where for each type we randomly sampled 20 fixes from each code base. We use this data set instead of the one used above because among the original 970 fixes (sample set 1 mentioned in Chapter 2.3.3), there are not statistically sufficient number of bug fixes for these four types of bugs. In other words, in this study we deliberately sampled more bug fixes focusing on these four types. sample set 2 provides us a richer base-set of incorrect fixes to conduct our case studies in Chapter 2.6. As indicated in Table 2.7, fixes to data race and deadlock are most error-prone, with
Table 2.7: The number of incorrect fixes among the all the fixes and the incorrect fix ratio for the four important types of bugs from sample set 2. The format is “incorrect /all sampled fixes (ratio)”.

<table>
<thead>
<tr>
<th>System</th>
<th>race (%)</th>
<th>deadlock (%)</th>
<th>buf overflow (%)</th>
<th>mem leak (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>9/20 (45%)</td>
<td>5/20 (25%)</td>
<td>2/20 (10%)</td>
<td>1/20 (5%)</td>
</tr>
<tr>
<td>B</td>
<td>11/20 (55%)</td>
<td>6/20 (30%)</td>
<td>1/20 (5%)</td>
<td>3/20 (15%)</td>
</tr>
<tr>
<td>C</td>
<td>11/20 (55%)</td>
<td>8/20 (40%)</td>
<td>3/20 (15%)</td>
<td>0/20 (0%)</td>
</tr>
<tr>
<td>D</td>
<td>8/20 (40%)</td>
<td>9/20 (45%)</td>
<td>1/20 (5%)</td>
<td>4/20 (20%)</td>
</tr>
<tr>
<td>All</td>
<td>39/80 (49%)</td>
<td>28/80 (35%)</td>
<td>7/80 (9%)</td>
<td>8/80 (10%)</td>
</tr>
</tbody>
</table>

Finding: Concurrency bugs are the most difficult (39%) to fix right. Among concurrency and memory bugs which were fixed incorrectly, the four most observed bug types are: data race, deadlock, buffer overflow and memory leak.

Implication: Developers and testers should be more cautious when fixing concurrency bugs. The allocation of fixing and testing resources could consider the types of bugs to be fixed.

2.6 Incorrect Fix Patterns

After understanding which types of bugs are more difficult to fix right, it would be interesting to study the common mistakes (patterns) when fixing a particular type of bugs and the consequence introduced by those incorrect fixes. Though bug fix patterns had already been studied in [51, 78], few had studied the patterns of incorrect fixes before. In this section, we use the incorrect fix examples got from sample set 2. Generally, we find there are two types of incorrect fixes: incomplete fixes and introducing new problems, while each type of bug also has its own incorrect fix patterns. We also discuss techniques to detect or reveal these mistakes by either extending current techniques or suggesting new approaches.

2.6.1 Fixing Data Races

The most common practice for fixing data race is to add synchronization primitives (e.g., locks) to guard shared resources with mutual exclusion. However, delivering a correct fix requires deep reasoning on all the side-effects of the newly added synchronization, which is often error-prone.
Figure 2.5: **Incorrect fix to a data race introduced a deadlock.** The function `bus_teardown_intr` cannot be called with lock held, otherwise deadlock will be introduced.

Specifically, adding locks might introduce deadlock. This incorrect fix pattern is observed in all the four code bases we evaluated and in 16.4% (6 out of 39) of the incorrect fixes to data race bugs. Figure 2.5 shows one of the examples. In the first fix, a lock `sc` was added to avoid a race. However, the function `bus_teardown_intr` is not supposed to be called inside the critical section, since it can lead to deadlock. Unfortunately, developers were not aware of this rule and made the incorrect fix. To fix this deadlock, `bus_teardown_intr` was moved out of the critical section.

Figure 2.2 (in Chapter 2.1) is another example of this pattern that fixing data race introduces deadlock. The fixer forgot to release the lock via `SOCK_UNLOCK` before a `return` statement therefore a deadlock happened.

**Implications:** When adding synchronization primitives, fixers need to make sure the newly added primitives (e.g., lock) will not introduce deadlocks with the existing synchronization code. This can be checked by extending deadlock detectors to only focus on the synchronization primitives newly added. Besides, lock and unlocks should be added in pairs along all the execution paths in the newly formed atomic region. This can be checked automatically by extending some existing path-sensitive bug detection tools such as RacerX [35] or PR-Miner [58] to only scan the code regions touched by the fix.

Figure 2.6: **Fix to a data race was not complete.** The first fix only added locks to protect function `plpar_hcall9`, while forgot to protect `plpar_hcall9_norets` (which contains the access to the same shared objects in `plpar_hcall9`).

Fixing data races could be incomplete such that not all the data races are fixed. This incorrect fix pattern is observed in three of the code bases we evaluated and in 10.2% (4 out of 39) of the incorrect fixes to data race bugs. For example, as shown in Figure 2.6, when adding locks, the developer forgets to lock all the
places she should lock.

**Implications:** For a complete fix to data race, it is important to know all the accesses to the shared objects which could race with each others. While this task might be daunting for manual efforts, incomplete fixes as shown in Figure 2.6 can be detected by extending techniques such as [36] or PR-Miner [58] with the focus on the newly added lock. We can design checkers to detect where the same shared objects are protected by lock in some paths while unprotected in some others [36], and make these checkers focus only on checking the patched code.

### 2.6.2 Fixing Deadlocks

To fix a deadlock, developers may either reverse the order of locks, or even drop some locks. However, these means need to be applied with caution.

Figure 2.7: **Incorrect fix to a deadlock introduced a new deadlock.** The first fix reversed the order of locks to prevent deadlock, but forgot to release locks before taking a *goto* path.

Specifically, fixing deadlocks could still lead to deadlock bugs. This incorrect fix pattern is observed in three of the code bases we evaluated and in 14.3% (4 out of 28) of the incorrect fixes to deadlocks. Figure 2.7 shows such an example. The root cause of this incorrect fix is similar to the one in Figure 2.2. Therefore we can again extend some current path-sensitive bug detection tools to spot the deadlock.

Additionally, fixing deadlock may reveal some other bugs that were originally hidden by the deadlock, especially data race bugs. This incorrect fix pattern is observed in two of the code bases we evaluated and in 7.1% (2 out of 28) of the incorrect fixes to deadlocks. Though we only spotted 2 such cases, we think this is still an interesting pattern. Figure 2.8 shows one of the examples. There are two bugs in the original code: a deadlock caused by the wrong order of the two locks, and a data race caused by an unprotected shared variable in the second *for* loop. However, the data race is hidden by the existence of the deadlock since the execution would not even reach the second *for* loop due to the deadlock. The first fix exchanged the order
Figure 2.8: A fix to a deadlock exposed a hidden data race bug.

of two locks (\textit{stmf\_lock} and \textit{iss\_lock}) and resolved the deadlock. However, it also enables the execution to proceed so that the data race is much easier to manifest.

\textbf{Implications:} The hang introduced by deadlock bugs might prevent some execution paths from being exercised thoroughly, which could make some bugs hidden in those paths difficult to manifest. After removing deadlock bugs, fixers should further test those execution paths.

\subsection*{2.6.3 Fixing Buffer Overflows}

We also found some interesting incorrect fixes examples for memory bugs. However, since the total numbers of incorrect fixes to buffer overflows and memory leaks in \textit{sample set 2} is not statistically high enough (7 and 8 respectively), we do not claim those examples are frequently observed incorrect fix patterns. However, we assume these examples could be common for the incorrect fixes to buffer overflows and memory leaks (shown in Section 2.6.4) if we can further enlarge our sample set.

Common techniques to fix buffer overflow include: a) restrict the length of the data which will be stored into buffer by using safe string functions (\textit{e.g.}, \textit{snprintf}) or do bound checking; b) increase the buffer size statically from stack; c) allocate larger buffer dynamically from heap to replace a stack buffer.

Based on our observation, technique a) is usually safe and seldom introduces any further incorrect fixes since it eradicates the chance of a buffer overflow in the future. Precautions are needed for the use of bound checking. Bound checking is usually followed by \textit{return} or \textit{goto} statements for error handling. These statements may change the control flow of the original code and introduce some other mistakes.

\textbf{Implications:} The good practice to fix buffer overflow is to use safe string functions or do bound checking when possible.

Technique b) is potentially problematic if the developer cannot anticipate the input size accurately. The buffer size after increasing may still be not enough for an untested input in the future. As shown in Figure 2.9, the first fix was incomplete. After it increased the size of \textit{avail} to 20, \textit{avail} was still overflowed.
Figure 2.9: **Incorrect fix to a buffer overflow by increasing static buffer size.** The first fix enlarged the buffer size to 20, but the size was still not big enough. Under certain input, `avail` was still overflown.

later. Actually even the second fix might still be flawed. Since the developer does not add a bound check, a future input beyond the size 100 could still overflow `avail`.

**Implications:** Increasing the static buffer size can be dangerous if the input size cannot be accurately estimated.

Figure 2.10: **Incorrect fix to a buffer overflow by allocating heap memory.** The first fix allocated heap memory to replace stack buffer, but the return value of malloc was unchecked.

For technique c), developers need to be aware of the rules to use memory allocation functions. The memory allocated needs to be freed after use, otherwise it may introduce a memory leak. Besides, developers need to consider handling the case if memory allocation fails. As shown in Figure 2.10, the fixer did fix the buffer overflow, but introduced a potential invalid memory access. It replaced the stack buffer (`tempMail`) with a dynamically allocated buffer, but forgot to handle the case if `malloc` fails.

**Implications:** When allocating memory dynamically to fix buffer overflow, developers also need to follow the safety rules of using memory allocation functions.

### 2.6.4 Fixing Memory Leaks

Once a memory leak is detected, writing fixes may be straightforward, but mistakes can still be made.

Specifically, fixing memory leak can introduce dangling pointer or null pointer dereference if the pointer would still be accessed after the free. Figure 2.11 shows an example where a dangling pointer bug was introduced. After `p` is freed, it can still be dereferenced (after testing against NULL) out of the function. Hence, the second fix further nullifies the pointer before the function return.

**Implications:** It is a good practice to nullify the pointer after freeing it, which can avoid dangling pointer bugs.
Figure 2.11: **Incorrect fix to memory leak introduced a dangling pointer.** The pointer `p` was later used in function `find_blk_by_id` with null pointer check. However, the first fix simply freed `p` without nullifying it.

![Fixes for memory leak](image)

**First fix**
```c
void blk_online_work(online_t *p) {
    kmem_free(p);
    return;
}
```

**Second fix**
```c
void blk_online_work(online_t *p) {
    kmem_free(p);
    p = null
    return;
}
```

**Example Code**
```c
void blk_scan(){
    blk_online_work(info);
    find_blk_by_id(info, WIT_FS)
}
```

Figure 2.12: **Incorrect fix to a memory leak introduced data corruption.** The first fix freed the data indexed by `case_username` unconditionally. However, the data should be freed only under certain conditions.

Developer may also not be aware of the condition to free an object. They should only free an object when it is no longer used, not on those paths that it is still in use. If they overreact, they could mistakenly free an object still in use under certain conditions. Figure 2.12 shows such an example which led to data corruption.

**Implications:** Before fixing memory leak, developers should make sure when and what should be freed to avoid overreaction.

![Fixes for memory leak](image)

**First fix**
```c
......
acm_free(M_USM,case_username);
```

**Second fix**
```c
......
if (IS_DEFAULT(get_choices())) {
    acm_free(M_USM,case_username);
}
```

Figure 2.13: **Incomplete fix to a memory leak.** The first fix only freed `cat->set` but forgot to free its member `data`.

Besides, fixing memory leak can be incomplete. For some complex data structures, fixers may forget to free all their members. Figure 2.13 shows such an example.

**Implications:** For complex data structures, fixers should remember to free all their members.
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2.6.5 Fixing Semantic Bugs

Semantic bugs have very diverse root causes, so the ways to fix them are also diversified. However, we still observed one common incorrect fix pattern for semantic bugs: conditions (e.g., if condition) are difficult to fix correctly. As shown in Figure 2.3, the first fix to the if condition was still not restrictive enough. Though this pattern is frequently observed, it is not easy to leverage current techniques to detect them. We think fixing semantic bugs correctly may require more application specific knowledge from fixers.

2.6.6 General Approaches to Detect Incorrect Fixes

Understanding the impact of the change: A fundamental reason for developers to make mistakes during bug fixing is that they do not know all the potential impacts of the newly fixed code. For example, in Figure 2.5, the fixer was not aware that the newly added lock sc would deadlock with the function bus_teardown_intr. In Figure 2.1, the developer is not aware that buf will need to store an out-of-band string. If all such potential “influenced code” (either through control- or data-dependency) is clearly presented to developers, they may have better chances to detect the errors. More specially, a tool that can show which variables are affected, which def-use chains are modified, which paths are deleted, added or altered, and which preconditions and postconditions are altered (e.g. a function will be called with a lock held now) are highly expected. We envision compiler techniques such as program slicing [102, 42, 107] that take the dependencies to the patch as the slicing criterion can be extended to analyze such information and used to build such tools.

Apply checkers incrementally As discussed before, it is possible for some existing bug detection tools (checkers) [58, 35, 36] to detect some types of incorrect fixes. However, applying these tools directly on the full code base after the fix is not practical. It may take a very long time for them to scan the entire code base, which may be redundant with the original testing steps, or not always necessary. Also it may produce too many false positives. Instead, developers may want to check the code influenced by the patch first. One observation is that sometimes, just checking within the function boundary is enough to detect problems in the patch. For example, as shown in Figure 2.2, a path-sensitive checker that simply checks the rule “lock is always paired with an unlock” can easily detect the missed SOCK_UNLOCK by only scanning the function that the patch modified. Though sometimes we need inter-procedural analysis to attain more information, in many cases the current detection tools can be simplified to just check the changes in patches. Then these tools can be very lightweight so that developers would be more willing to using them.

Dealing with incomplete fixes Some incomplete fixes are introduced by the fact that fixers may forget
to fix all the buggy regions with the same root cause. This types of incomplete fixes can be mitigated by using technique [77, 72] which searches for other places that have the same patterns or usage scenarios in entire code. For example, in Figure 2.6, the first fix that suggested certain shared objects need to be protected. Then developers can try to find the other places where those objects are accessed without protection. However, this technique is less effective when a consistent pattern is difficult to learn. For instance, those incomplete fixes related to conditions (Figure 2.3 in Chapter 2.1) can not be solved by this technique. For these bugs, we think it is better to have more knowledge developers and reviewers in the loop so that incorrect fixes could be avoided. We will discuss this issue in Chapter 2.7.

2.7 Lack of Knowledge

In this section we study if programmers’ code knowledge is a factor to incorrect fixes. The correctness of a fix will be influenced by both fixer and reviewer. Therefore, we study the knowledge from both the fixers and reviewers’ perspective.

2.7.1 Fixer’s Knowledge

Intuitively, if a file is totally written by a developer recently, the developer might have fresh and complete knowledge on the file. Then there will be less problem if the developer is the one who fixes the bug in this file. On the contrary, if a developer knows nothing about a file and he needs to fix a problem within this file, there might be higher probability that he could introduce an incorrect fix.

<table>
<thead>
<tr>
<th>System</th>
<th>Actual Fixer for Incorrect Fixes</th>
<th>Actual Fixer for Correct Fixes</th>
<th>Potential Optimal Fixer</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K File</td>
<td>K Func</td>
<td>K File</td>
</tr>
<tr>
<td>A</td>
<td>13.2% (0.022)</td>
<td>18.3% (0.016)</td>
<td>18.3% (0.019)</td>
</tr>
<tr>
<td>B</td>
<td>9.5% (0.013)</td>
<td>11.5% (0.023)</td>
<td>15.4% (0.016)</td>
</tr>
<tr>
<td>C</td>
<td>12.8% (0.024)</td>
<td>16.1% (0.037)</td>
<td>17.2% (0.021)</td>
</tr>
<tr>
<td>D</td>
<td>7.9% (0.017)</td>
<td>12.5% (0.035)</td>
<td>15.5% (0.024)</td>
</tr>
<tr>
<td>AVG</td>
<td>10.9%</td>
<td>14.6%</td>
<td>16.6%</td>
</tr>
</tbody>
</table>

Table 2.8: The fixers’ average code knowledge on the buggy files/functions. The variance of the code knowledge is shown in the parentheses. Code knowledge is shown in the form of percentage (e.g., 13.2% means a knowledge value of 0.132). “Potential optimal fixer” is the developer with the most knowledge on the buggy files/functions but might not be always assigned the bug fixing task.

We first measured the $K_{File}$ and $K_{Func}$ (defined in Chapter 2.3.4) for the fixers who made the incorrect fixes. The results are shown in Table 2.8. We found that in general these fixers who made the incorrect fixes were not knowledgeable about the buggy files/functions. Specifically, they had only contributed on average 10.9% to the files and 14.6% to the functions involved in the patch before they made
the incorrect fix. In comparison, Table 2.8 also shows the fixers’ knowledge in correct fixes. Selecting correct fix set is also challenging, since to verify the correctness of a fix is not trivial. Some fix might be “correct” now but would be found incorrect later. Here we just assume the fixes in sample set 1 which are not classified as incorrect fixes are correct fixes. We found those fixers who made the correct fixes had contributed on average 16.6% to the files and 20.8% to the functions. In other words, the knowledge of the fixers who made the correct fixes is 1.5 times of that of the fixers who made the incorrect fix based on our code knowledge metrics, indicating source code knowledge could be a factor to incorrect fixes. We observed the knowledge of the fixers who made the correct fixes is also not significantly high. We suspect this is due to that the overall bug-report assignment process is not organized enough so that the developer who is the most knowledgeable about the code is usually not selected as a fixer.

But can we really find a developer who is more knowledgeable than the actual fixer of the incorrect fix? Table 2.8 also answered this question: surprisingly, by selecting the most knowledgeable developer who is still active in the development when the bugs need to be fixed as the fixer, the $K_{File}$ and $K_{Func}$ can reach as high as 63.1% and 70.8% respectively, which is 5~6 times of the knowledge of the actual fixers in incorrect fixes. It should be emphasized that these “potential optimal fixers” are still reachable when the bugs were opened. We decide this by examining the check-in history of each developer. Our result suggests that the current bug fixing and reviewing process is not always assigning the problem to the developers who could be most “knowledgeable” with the bug.

![Figure 2.14: The distribution of incorrect fixes in different knowledge scales.](image)

Figure 2.14 further studies why the $K_{File}$ and $K_{Func}$ in incorrect fixes are low by zooming into the distribution of incorrect fixes in different knowledge scales. We found the low $K_{File}$ and $K_{Func}$ are caused by a large portion of incorrect fixes that were made by fixers with zero prior knowledge to the buggy files/functions. As shown in Figure 2.14, 27.2% of the fixers had not contributed any lines to the file ($K_{File} = 0\%$) they were about to fix. It is even worse at the function level. 51.4% of fixers had not contributed any lines of code to the function they were about to fix. These “first touches” could be dangerous...
since the developer could have little knowledge about the particular part of code when they are about to fix.

Besides studying the effect of code knowledge in terms of $K_{File}$ and $K_{Func}$, we further studied the code knowledge in terms of whether the fixer actually fixed the the code previously written by him. The intuition behind this is that even though a fixer had written small amount of code (i.e., small $K_{File}/K_{func}$), as long as the fixer was modifying the code regions that he had written, he might be still considered as the knowledgeable person for the fix. Specifically, for each fix, if any code line modified by the fix was also previously written by the same fixer, we count this fixer is fixing his own code. In other words, we count the fixer is not fixing his own code only when none of the lines of code involved in the patch was written by him. The result is shown in Table 2.9.

<table>
<thead>
<tr>
<th>System</th>
<th>For Incorrect Fixes</th>
<th>For Correct Fixes</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>7.7%</td>
<td>26.2%</td>
</tr>
<tr>
<td>B</td>
<td>16.4%</td>
<td>44.8%</td>
</tr>
<tr>
<td>C</td>
<td>18.2%</td>
<td>25.9%</td>
</tr>
<tr>
<td>D</td>
<td>8.0%</td>
<td>24.1%</td>
</tr>
<tr>
<td>AVG</td>
<td>12.6%</td>
<td>30.3%</td>
</tr>
</tbody>
</table>

Table 2.9: The percentage of fixes that fixer is fixing his own code. For example, the number 7.7% in the first cell means: among all the incorrect fixes from OS A, 7.7% of them were actually fixed by developers who were fixing their own code.

Table 2.9 shows large difference between correct fixes and incorrect fixes. The ratio of the fixers who fixed their own code for correct fixes is 2.5 times of the ratio for incorrect fixes (30.3% v.s. 12.6%). This suggests fewer fixers (in term of ratio) are fixing their own code for incorrect fixes than for correct fixes, which further suggests that fixing code written by others might be prone to incorrect fixes.

Moreover, knowledge may decay as time goes by. After a developer hasn’t been working on a file for quite long, he may become unfamiliar with that file even if he had contributed a lot code to this file historically. To measure this perspective, we further did an experiment which tried to locate when was the developer’s last modification on the file before the developer modified a file to fix the bug, We calculated the time gap between two modification points to analyze the knowledge decay. The results are shown in Table 2.10. For 73.5%~86.2% of developers, their last modification on the file before their incorrect fix is one month ago. For 32.6%~58.0% of developers, this gap is even half year ago.

<table>
<thead>
<tr>
<th>System</th>
<th>More Than 1 Week</th>
<th>More Than 1 Month</th>
<th>More Than 3 Months</th>
<th>More Than Half Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>77.2%</td>
<td>73.5%</td>
<td>50.4%</td>
<td>32.6%</td>
</tr>
<tr>
<td>B</td>
<td>93.0%</td>
<td>74.8%</td>
<td>62.9%</td>
<td>48.2%</td>
</tr>
<tr>
<td>C</td>
<td>85.4%</td>
<td>78.1%</td>
<td>65.7%</td>
<td>58.0%</td>
</tr>
<tr>
<td>D</td>
<td>91.7%</td>
<td>87.2%</td>
<td>57.7%</td>
<td>43.3%</td>
</tr>
</tbody>
</table>

Table 2.10: The gap between the last modification and incorrect fix.
Inspired by our study in code knowledge, a software vendor is building a tool to find knowledgeable fixers and reviewers. Sometimes when the bug report just arrives it may be unclear which files/functions contain the bug. In these cases the knowledge is more useful to assign reviewers who are familiar with the files/functions involved in the fix after the fix is made. This knowledge can also be used in prioritizing patch testing efforts to pay more attentions to the patches fixed by less-knowledgeable fixers.

**Finding:** The fixers’ knowledge on the buggy files/functions in correct fixes is 1.5 times of the fixers’ knowledge in incorrect fixes. Fewer fixers (in term of ratio) are fixing their own code for incorrect fixes than for correct fixes. Moreover, nearly 27% of the incorrect fixes are made by developers who have not contributed a single line to the entire file they are about to fix. The potential “Optimal” developer who is most familiar with the buggy code has 5–6 times knowledge of that of the actual fixer in incorrect fixes.

**Implication:** It might be beneficial to assign the bugs to developers with more knowledge during the bug-triage process. The knowledge can also be considered as a factor in prioritizing the testing efforts on patches.

### 2.7.2 Reviewer’s Knowledge

Once the patch is made by the developer, the patch usually needs to pass a reviewing process before releasing to customers. Since at this time, the information about which files and functions are modified is already available, it is possible for us to select an optimal set of reviewers who have the best knowledge on that part of code. And when those knowledgeable reviewers are on duty, it might be easier for them to detect the problems hidden in the patch. Therefore we also measured $K_{File}$ and $K_{Func}$ for the reviewers on both the incorrect fixes and correct fixes to test our assumption. The results are also shown in Table 2.11.

<table>
<thead>
<tr>
<th>System</th>
<th>Reviewer for Incorrect Fixes</th>
<th>Reviewer for Correct Fixes</th>
<th>Optimal Reviewers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>K File</td>
<td>K Func</td>
<td>K File</td>
</tr>
<tr>
<td>A</td>
<td>19.7%</td>
<td>18.7%</td>
<td>19.7%</td>
</tr>
<tr>
<td>B</td>
<td>9.0%</td>
<td>11.2%</td>
<td>11.8%</td>
</tr>
<tr>
<td>C</td>
<td>13.1%</td>
<td>12.7%</td>
<td>7.6%</td>
</tr>
<tr>
<td>D</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>AVG</td>
<td>13.9%</td>
<td>14.2%</td>
<td>12.8%</td>
</tr>
</tbody>
</table>

Table 2.11: The reviewers’ average knowledge to the buggy code. “Optimal Reviewers” are the top two developers with the most knowledge to the buggy code, since usually there are two reviewers for each patch. For the code base D, we cannot find the information about reviewers from its bug database and SCM, so the entries are marked with “N/A”.

30
Most of the reviewers who reviewed the incorrect fixes also had little knowledge on the files and functions they reviewed. Comparing to the reviewers on correct fixes, the knowledge for reviewers on correct fixes is sometimes lower (for A) than the knowledge for reviewers on incorrect fixes, sometime higher (for B) and sometimes mixed (for C). The results don’t suggest reviewers’ knowledge don’t have influence on the correctness of fixes. Still we believe knowledgeable reviewers will be more helpful. We looked into the set of correct fixes. We found for correct fixes where fixers have low knowledge (less than 10%), the reviewers’ knowledge is usually higher than the reviewers’ average knowledge, which suggests the benefits of having knowledgeable reviewers.

To demonstrate the potential improvement we can achieve, we also did an enhanced assignment strategy which always try to select the most knowledgeable developers on that part of code when those people are available. Our results are still shown in Table 2.11 under the “Optimal Reviewer” columns. It shows a 6x-7x improvement on the knowledge of reviewers. Though future user study need to be conducted to evaluate the direct impact on the incorrect fix due to this knowledge improvement on reviewers, we think it is definitely good to adopt such changes.

<table>
<thead>
<tr>
<th>Finding:</th>
<th>The reviewers who review the incorrect fixes also might not have enough knowledge on the related code. However, there were developers with better knowledge on the code who were not assigned as reviewers.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Implication:</td>
<td>The reviewing process could be potentially improved.</td>
</tr>
</tbody>
</table>

### 2.7.3 Towards Building a Predictor

In previous sections, we had discovered that the code knowledge of fixers and reviewers could influence the chance of incorrect fixes. Then it is good to leverage such information to predict the probability that a fix could be incorrect. Here we want to emphasize that to predict is not to detect. A detector can usually pinpoint where the exact error is within a fix. A predictor can only tell if a fix is likely to be incorrect. Developers need to further look at the fix to verify the prediction. However, the process of bug fixing can still benefit from a good incorrect fix predictor. For software vendors, especially large vendors, there are always many bugs that they have fixed. However, the limited testing resources prevent them from carefully examining every bug fix. A good predictor can prioritize the code reviewing to those fixes that are more likely to be buggy.

To build a predictor, we need first select the features that could have relation with incorrect fixes. It is hard to have some prior knowledge on which features are most predictive before running any experiment, so we first select seven features based on our domain knowledge. Another reason we chose these features is
that they are relatively easy to measure. Some features, though might be related, are hard to measure or not documented. Therefore we did not include them in our selection. We do not claim this selection to be exhaustive. New features can be further added to refine the predictor.

The features we selected are:

- $kfi_{t1}$ if the fixer is the most knowledgeable developer (top1) of the file.
- $kfi_{t3}$ if the fixer is among the three most knowledgeable developers (top3) of the file.
- $kfi_{t1}$ if any reviewer is the most knowledgeable developer (top1) of the file.
- $kfi_{t3}$ if any reviewer is among the most knowledgeable developers (top3) of the file.
- last modify how long ago it is the fixer’s last modification to the file. If the fixer has never touched the file before, we used a default maximum value (e.g., 10 years).
- num of author how many authors have contributed to the file.
- loc the number of code lines in the file.

Here the first five features are all more or less related to the code knowledge. num of author can also influence code knowledge in an implicit way. Since if there are too many co-authors for a file, each author is less likely to be “very” knowledgeable about the file. loc is a widely used feature among various defect predictors [91, 52]. Including it may give us a reference on the predictive power of those knowledge related features.

We used Weka [15] to do the feature selection. We chose information gain as the evaluator and ranker as the search scheme. Besides, we also used a ten fold cross validation. Each fix can be represented as a vector of these seven features and is labeled as either “correct fix” or “incorrect fix”. For convenience, we ran the experiment on the data from the commercial company and the results are shown in Table 2.12.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Average Merit</th>
</tr>
</thead>
<tbody>
<tr>
<td>$kfi_{t1}$</td>
<td>0.213±0.032</td>
</tr>
<tr>
<td>$kfi_{t3}$</td>
<td>0.240±0.025</td>
</tr>
<tr>
<td>$kfi_{t1}$</td>
<td>0.141±0.048</td>
</tr>
<tr>
<td>$kfi_{t3}$</td>
<td>0.157±0.051</td>
</tr>
<tr>
<td>last modify</td>
<td>0.125±0.039</td>
</tr>
<tr>
<td>num of author</td>
<td>0.263±0.034</td>
</tr>
<tr>
<td>loc</td>
<td>0.128±0.041</td>
</tr>
</tbody>
</table>

Table 2.12: The average merit for the eight features when they are used to predict whether a fix is correct or not. Here for convenience, we just used the data from the commercial company.
As shown in the Table 2.12, num_of_author actually has the highest predictive power, followed closely by kfi_t3_f. It may be a little bit surprising that num_of_author ranks such top. We guess this suggested that it might not be good to have too many authors for a file. If that happens, it not only increases the complexity of management and communication, but also suppresses the average code knowledge. kfi_t3_f is more predictive than kfi_t1_f. This suggests that it will be too restrictive if we only look at if a fixer is the top1 knowledgeable developer. In order to achieve a good discrimination, we should relax the constraint a little. We also found generally the code knowledge of fixers are more important than that of reviewers. We think that this is because fixer is the direct factor that decides the correctness of a fix. Besides, reviewers may not spend all their efforts in reviewing the fix and some error in the fix might be hard to detect. This suggests that it might be more beneficial to find a knowledgeable fixer. loc and last_modify are the two least predictive ones. Actually loc is frequently used in a lot of defect predictors, but our experiment suggested that it might not be a good feature to predict incorrect fix.

Our experiment only shows the prospect of building a predictor for incorrect fixes including the features that relate to code knowledge. To build a more solid and reliable predictor will remain as our future work.
Chapter 3

The Characteristic Study on Misconfigurations

3.1 Overview

To study misconfigurations, first we need to fully understand what a misconfiguration is. Most previous work has just focused on errors in configuration parameters (i.e., entries in configuration files). Do misconfigurations only refer to configuration parameters? According to Federal Standard 1037C [16], “configuration” is defined as: “In communications or computer system, an arrangement of functional units according to their nature, number, and chief characteristics. Configuration pertains to hardware, software, firmware, and documentation.” Therefore, besides configuration parameter errors, misconfigurations also include other types.

In our study, we not only studied configuration parameters, but also looked into other types of configurations, such as how a system is organized and whether different modules are compatible with each other. Besides, we also briefly studied the miconfigurations that happen at hardware layer.

There are many attributes (questions) related to a configuration problem. We should choose those that can give us enough insights on solving the problem of misconfigurations, or even avoid the occurrence of misconfigurations fundamentally.

We think it would be useful to know the common root causes, mistake patterns, and impacts of misconfigurations. For example, how are misconfigurations introduced? What fraction of them are introduced due to software upgrades? For parameter-based misconfigurations, how many parameters are usually involved? What percentages of misconfigurations involve multiple machines or components? What percentages of misconfigurations violate the syntax or format requirements of configuration files, and what percentage of misconfigurations have perfectly legal parameter values and are simply not delivering the functionality intended by users? What kind of configurations are error-prone? What are the impacts of misconfigurations? Do they make systems fully or partially unavailable? The answers to the above questions are useful for building more effective tools to detect, diagnose or fix misconfigurations automatically.

Moreover, it would also be helpful to know how today’s systems react to misconfigurations. Do they
<table>
<thead>
<tr>
<th>Findings on High Level Questions (Chapter 3.4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Are configuration issues prevalent?</td>
</tr>
<tr>
<td>Are configuration issues severe?</td>
</tr>
<tr>
<td>Findings on Misconfiguration Types (Chapter 3.5)</td>
</tr>
<tr>
<td>What types of misconfigurations are there?</td>
</tr>
<tr>
<td>However, a significant portion (14.3%~30.9%) of the examined misconfigurations are caused by software compatibility and component configuration, which are not well addressed so far.</td>
</tr>
<tr>
<td>What types of parameter mistakes are there?</td>
</tr>
<tr>
<td>However, a large portion (46.3%~61.9%) of the examined parameter misconfigurations have legal parameters but do not deliver the functionality intended by users. These cases are more difficult to detect by automatic checkers and may require more user training or better configuration design.</td>
</tr>
<tr>
<td>Any special pattern?</td>
</tr>
<tr>
<td>Is a misconfiguration always within the application of interest?</td>
</tr>
<tr>
<td>System Reaction to Misconfigurations (Chapter 3.6)</td>
</tr>
<tr>
<td>Do systems detect the misconfig?</td>
</tr>
<tr>
<td>Mysterious reaction?</td>
</tr>
<tr>
<td>Possible to have better msgs?</td>
</tr>
<tr>
<td>Benefit of explicit msgs.</td>
</tr>
<tr>
<td>Findings on Causes of Misconfigurations (Chapter 3.7)</td>
</tr>
<tr>
<td>Did the system use to work?</td>
</tr>
<tr>
<td>Why did it work before, but now doesn’t?</td>
</tr>
<tr>
<td>Findings on Impact of Misconfigurations (Chapter 3.8)</td>
</tr>
<tr>
<td>How much impact do misconfigurations have?</td>
</tr>
</tbody>
</table>

Table 3.1: Our major findings of real world misconfiguration characteristics. Please take our methodology and potential threats to validity into consideration when you interpret and draw any conclusions.
detect misconfigurations and have explicit messages pointing out the configuration problem, or are they not well prepared for misconfigurations, or even worse, do they result in crashes, hangs or other types of failures that are very hard to diagnose and differentiate from other root causes (e.g., software bugs or hardware errors)? Some analysis of existing systems would help guide developers in implementing systems that are better prepared for misconfigurations and reduce the amount of time spent by support engineers in troubleshooting failures caused by configuration errors.

Finally, a misconfiguration characteristic study can also help developers design better configuration logic that is less prone to configuration errors. Misconfigurations are different from software bugs. The latter are introduced solely by developers; the former lie in a gray zone between developers and users because either party could be responsible for a misconfiguration. This undefined responsibility may confuse developers when they are designing the configuration logic, constraints and requirements of a system. Therefore, some “vulnerabilities” can be introduced into the configuration requirements which make users prone to configuration mistakes. Understanding the major types and root causes of misconfigurations may help guide developers to better design configuration logic and requirements, and reduce the likelihood of configuration mistakes by users.

All the above motivations are calling for a comprehensive characteristic study on real world misconfigurations. Unfortunately, in comparison to software bugs that have well-maintained bug databases and have benefited from many software bug characteristic studies [94, 95, 33, 60], a misconfiguration characteristic study is much harder, mainly because historical misconfigurations usually have not been recorded rigorously in databases.

In this thesis, we sampled over 3,000 custom reported cases from both commercial system (COMP-A’s system and open source systems (CentOS, MySQL, Apache and OpenLDAP). From the over 3,000 sampled cases, we manually identified 546 misconfiguration cases and studied their characteristics based on the questions we raised previously. Among these 546 cases, 309 cases are from the commercial system and the other 237 cases are from the four open source systems. Our major findings are listed in Table 3.1.

While we believe that the misconfiguration cases we examined well represent the characteristics in large system software, we do not intend to draw any general conclusions about all the applications. In particular, we should note that all of the characteristics and findings in this study are associated with the types of the systems. Therefore, our results should be taken with the specific system types and our methodology in mind (discussed in Chapter 3.3).
3.2 Background

Characteristic studies on operator errors: Several previous works have examined the contribution of operation errors or administrator mistakes [43, 69, 79, 75, 71, 73]. For example, Jim Gray found 42% of system failures are due to administration errors [43]. Patterson et al. [79] also observed a similar trend in telephone networks. Murphy et al. [69] found the percentage of failures due to system management is increasing over time. Oppenheimer et al. [75] studied the failures of the Internet services and found that configuration errors are the largest category of operator errors. Nagaraja et al. [71] also had similar findings from a user study.

To the best of our knowledge, very few studies have dived deeper into misconfigurations and examined the subtypes, root causes, impacts and system reactions to misconfigurations, especially in both commercial and open source systems with a large set of real world misconfigurations.

Detection of misconfigurations: A series of work [99, 101, 38, 17] in recent years tried to detect misconfigurations. The techniques used in Peerpressure [99] and its predecessor Strider [101] have been discussed in Chapter 1.2. RCC [38] checks the router configuration against an abstract model of BGP protocol to detect the misconfiguration mistakes. Microsoft Baseline Security Analyzer (MBSA) [17] detects common security-related misconfigurations by checking configuration files against predefined rules.

Diagnosis of misconfigurations: Besides detection, another series of work [103, 92, 24, 25] tried to diagnose problems after the errors happen. We have already discussed AutoBash [92], ConfAid [25], and Chronus [103] in Chapter 1.2. The applicability of Chronus depends on how many misconfigurations belong to the “used-to-work” category. A follow-up work to AutoBash by Attariyan et al. [24] leverages system call information to track the causality relation, which overcomes the limitations of the Hamming distance comparison used in AutoBash to further enhance accuracy. Similar to [24], Yuan et al. [106] uses machine learning techniques to correlate system call information to problem causes in order to diagnose configuration errors. Most of these works focused on parameter-related misconfigurations.

Tolerance of misconfigurations: Some research work [92, 30] can help fix or tolerate misconfigurations. In addition to AutoBash [92] (as discussed in Chapter 1.2), Undo [30] uses checkpoints to allow administrators to have a chance to roll back if they made some misconfigurations. Obviously it assumes that the system used to work fine, which is true for some cases but not all as our results have shown.

Avoidance of misconfiguration: One approach to avoid misconfiguration is to develop tools to configure the system automatically. SmartFrog [19] uses a declarative language to describe software components, configuration parameters and how they should connect to each other. Configurations can then be automat-
ically generated to greatly mitigate human errors. Similarly, Zheng et al. [110] leverage custom specified templates to automatically generate the correct configuration for a system. Kardo [54] adopts machine learning techniques to automatically extract the solution operations out of user’s UI sequence and apply them automatically. These solutions then can be used to help users to configure their system automatically.

A more fundamental approach is to design better configuration logic/interface to avoid misconfigurations at the first place. Maxion et al. [62] discovered that many misconfigurations for NTFS permission are due to that the configuration interfaces do not provide adequate information to users. Therefore, they proposed a new design of interface with subgoal support which can effectively reduce the configuration errors on NTFS permission by 94%.

**Misconfiguration injection:** As mentioned in Chapter 1.2, a misconfiguration injection framework like Conform [50] is very useful in evaluating techniques for detecting, diagnosing and fixing misconfigurations. Our study can be beneficial for such framework to construct a more accurate misconfiguration model.

**Online validation:** Another avenue of work [71, 73, 74, 34] tried to validate the system to detect operator mistakes. Nagaraja et al. [71] developed a validation framework which can detect operator mistakes before deployment by comparing against the comparator functions provided by users. A follow-up work by Oliveira et al. [73] tried to validate database system administrations. Another follow-up work by Oliveira et al. [74] tried to address the limitation of previous validation system which does not protect against human errors directly performed on the production system. Mirage [34] also has a sub-system for validating the upgrading of the system.

**Misc.:** Wang et al. [100] used reverse engineering to extract the security related configuration parameter automatically. People can use this to slice the configuration file and to see if the security related parameters are correct. Ramachandran et al. [85] tried to extract the correlations between parameters, which can be used to detect some of the inconsistency misconfigurations in our study. Rabkin et al. [83] found that the configuration space after canonicalization is not very big after having analyzed seven open-source applications. Therefore a thorough test of different configuration parameters might be possible for certain applications if input is generated in a smart way.

As we discussed in Chapter 1.2, our characteristic study of real world misconfigurations would be useful to provide some guidelines to evaluate, improve and extend some of the above work on detecting, diagnosing, and fixing misconfigurations, as well as misconfiguration injection.
3.3 Methodology

There are unique challenges in obtaining and analyzing a large set of real-world misconfigurations. Historically, unlike bugs that usually have Bugzillas as repositories, misconfigurations are not recorded rigorously. Much of the information is in the form of unstructured textual descriptions and there is no systematic way to report misconfiguration cases. Therefore, as one of the first attempts to study misconfiguration characteristics, our study is a best-effort one. In order to overcome these challenges, we manually analyzed reported misconfiguration cases by studying manuals, instructions, source code, and knowledge bases of each system. For some hard cases, we contacted the corresponding engineers through emails or phone calls to understand them thoroughly. The overall effort took about 21 man-months, excluding the help from several COMP-A engineers and open source developers.

3.3.1 Data Sets

We examined misconfiguration data for one commercial system and four open-source systems. The commercial system is the storage system from COMP-A, one of the primary storage vendors in the world. The core software running in such system is proprietary to COMP-A, including its operating system that manages the storage system. The open source systems include CentOS, MySQL, Apache HTTP server, and OpenLDAP. We focused primarily on software misconfigurations. We will only briefly talk about hardware misconfigurations in Chapter 3.5.7, since there is no sufficient data for hardware misconfigurations on systems running the open-source software.

COMP-A storage systems consist of multiple components including storage controllers, disk shelves, and interconnections between them (e.g., switches). These systems can be configured in a variety of ways for customers with different degrees of expertise. For instance, COMP-A offers tools that greatly simplify system configuration (e.g., Provisioning Manager [81], Protection Manager [9], etc.) and tools that perform automatic configuration analysis to detect misconfigurations and identify potential compatibility issues for software upgrades [97]. We cannot ascertain from the data whether users configured the systems directly or used tools for configuration.

The misconfiguration cases we studied are from COMP-A’s official customer-issues database, which records problems reported by customers. For accuracy, we considered only closed cases, i.e., cases that COMP-A has provided a solution to the users. Also, to be as relevant as possible, we focused on only cases over the last two years. COMP-A’s support process is rigorous, especially in comparison to open-source projects. For example, when a customer case is closed, the support engineer needs to record information about the root cause as well as resolution. Such information is very valuable for our study. There are many
cases labeled as “Configuration-related” by support engineers and it is prohibitively difficult to study all of them. Therefore, we randomly sampled 1,000 cases labeled as related to configuration. Not all 1,000 cases are misconfigurations because more than half of them are simply customer questions related to how the system should be configured. Hence we did not consider them as misconfigurations. We also pruned out a few cases for which we cannot determine whether a configuration error occurred. After careful manual examination, we identified 309 cases as misconfigurations, as shown in Table 3.2.

Besides COMP-A storage systems, we also studied four open-source systems: CentOS, MySQL, Apache HTTP server, and OpenLDAP. All are mature software systems, well-maintained and widely used. CentOS is an enterprise-class Linux distribution, commonly used by organizations and individuals. We chose CentOS because it is a full-fledged operating system with various applications and services built on top. CentOS includes a multi-layer software stack, from the operating system to services and applications running on it. We also selected three other open source systems to represent widely used Internet services, including a database server (MySQL), a web server (Apache HTTP server) and a directory server (OpenLDAP).

For open source software, the misconfiguration cases come from three sources: official user-support forums, mailing lists, and ServerFault.com (a large question-answering website focusing on systems administration). Whenever necessary, scripts were used to identify cases related to systems of interest, as well as to remove those that were not confirmed by users. We then randomly sampled from all the remaining candidate cases (the candidate set sizes and the sample set sizes are also shown in Table 3.2) and manually examined each case to check if it is a misconfiguration. Our manual examination yielded a total of 237 misconfiguration cases from these four open-source systems. The yield ratio (used cases/sampled cases) is low for these open-source projects because we observe a higher ratio of cases that are customer questions among the samples from open source projects as compared to the commercial data.

<table>
<thead>
<tr>
<th>System</th>
<th>Total Cases</th>
<th>Sampled Cases</th>
<th>Used Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>confidential</td>
<td>1000</td>
<td>309</td>
</tr>
<tr>
<td>CentOS</td>
<td>4338</td>
<td>521</td>
<td>60</td>
</tr>
<tr>
<td>MySQL</td>
<td>3340</td>
<td>720</td>
<td>55</td>
</tr>
<tr>
<td>Apache</td>
<td>8513</td>
<td>616</td>
<td>60</td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>1447</td>
<td>472</td>
<td>62</td>
</tr>
<tr>
<td>Total</td>
<td>N/A</td>
<td>3329</td>
<td>546</td>
</tr>
</tbody>
</table>

Table 3.2: The systems we studied and the number of misconfiguration cases we identified for each of them.

3.3.2 Threats to Validity and Limitations

Many characteristic studies suffer from limitations such as the systems or workloads not being representative of the entire population, the semantics of events such as failures differing across different systems, and so
on. Given that misconfiguration cases have considerably less information than ideal to work with, and that we need to perform all of the analysis manually, our study has a few more limitations. We believe that these limitations do not invalidate our results; at the same time, we urge the reader to focus on overall trends and not on precise numbers. We expect that most systems and processes for configuration errors would have similar limitations to the ones we face. Therefore, we hope that the limitations of our methodology would inspire techniques and processes that can be used to record misconfigurations more rigorously and in a format amenable to automated analysis.

**Representativeness of system:** We selected these software systems for two reasons: (1) they are mature and widely used, and (2) they have a large set of misconfiguration cases reported by users. While we cannot draw conclusions about any general system, our examined systems are representative of typical large, server-based systems.

**Sampling:** To make the time and effort manageable, we sampled the data sets. As shown on Table 3.2, our sample rates are statistically significant and our collections are also large enough to be statistically meaningful [40]. In our result tables, we also show the statistical errors with a 95% confidence level based on our sampling rates. We focus on software misconfigurations, and only briefly look into hardware misconfigurations since we do not have sufficient data on such cases from the open source systems that we examined.

**Users:** The sources from which we sample contain only user-reported cases. Users may choose not to report trivial misconfigurations. Also, it is more likely that novice users may report more misconfiguration problems. We do not have sufficient data to judge whether a user is new or an expert. But with new systems or major revisions of an existing system deployed to the field, there will always be new users. Thus in that sense our findings are still valid.

**User environment:** Some misconfigurations may have been prevented, or detected and resolved automatically by the system or other tools. This scenario is particularly true for COMP-A systems. At the same time, some, but not all, COMP-A customers use the tools provided by COMP-A and we cannot distinguish the two in the data.

**System versions:** We also observe that software is constantly evolving. We do not differentiate between system versions. It is possible that some of the reported configuration issues have already been or are being addressed during system evolution (e.g., automatically correcting it, providing better error messages, etc.). Therefore some of the reported configuration issues may not apply to some versions. However, since we studied the cases in the last 2 years, such cases should be rare in our data sets.

Overall, our study is representative of user-reported misconfigurations which are more challenging, urgent,
3.4 High Level Questions

Before diving into misconfigurations, we first look at how prevalent they are in the field and how severely they impact customers. For this, we analyzed all the customer reported cases over the last two years from COMP-A. There are five root causes classified by COMP-A engineers after resolving each customer reported problem: “configuration” (configuration related), “hardware failure”, “bug”, “customer environment” and “user knowledge”. The first three types of root causes are easy to understand with their literal meaning. For the latter two, “customer Environment” majorly refers to the cases caused by power supplies, cooling systems or other environmental issues, while “user knowledge” primarily consists of the cases where customers just ask various technical questions without mentioning a particular failure. Each case is also labeled with a severity level by customer support engineers, ranged from “1” to “4”, based on how severe the problem is in the field. Cases with severity level of “1” or “2” are usually considered as high severity cases that require prompt responses.

Figure 3.1: Root cause distribution among the customer problems reported to COMP-A.

Figure 3.1 (a) shows the distribution of customer cases based on different root causes. Figure 3.1 (b) further shows the distribution of high severity cases. We do not have the results for the open source systems due to unavailability of such labeled data (i.e., customer issues caused by hardware, software bugs, configurations, etc.).

Among all five categories, configuration related issues contribute to 27% of the customer reported cases and are the second most pervasive root cause of customer problems. Although hardware failures caused more customer reported problems, they have lower average priority than the problems caused by misconfiguration.
Furthermore, considering only high severity cases, configuration related issues become the most significant contributor. They contribute to 31\% of high severity cases, which is ahead of 25\% by customer environment, 20\% by hardware failure and 15\% by bugs. So we summarize the results into the following findings:

**Finding:** Similar to the results from previous studies [43, 79, 75], our study using data from a commercial vendor also shows a significant portion (27\%) of customer cases are related to configuration issues.

**Finding:** Configuration issues are not of low severity as is commonly thought. In fact, their percentage is increased to 31\% if we consider only high severity problems reported by customers.

### 3.5 Misconfiguration Types

#### 3.5.1 Distribution among Different Types

To zoom into misconfigurations, we first looked at what types of misconfigurations are in the real world and their distributions. We classified the examined misconfiguration cases into three categories:

**Parameter** configuration parameter mistakes. A parameter could be either an entry in a configuration file or a console command for configuring certain functionality.

**Compatibility** misconfigurations related to software compatibility (i.e. whether different components or modules are compatible with each other).

**Component** other remaining software misconfigurations (e.g., a module is missing).

<table>
<thead>
<tr>
<th>System</th>
<th>Parameter</th>
<th>Compatibility</th>
<th>Component</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>246 (79.6(\pm)2.4%)</td>
<td>31 (10.0(\pm)1.8%)</td>
<td>32 (10.4(\pm)1.8%)</td>
<td>309</td>
</tr>
<tr>
<td>CentOS</td>
<td>42 (70.0(\pm)3.7%)</td>
<td>11 (18.3(\pm)3.1%)</td>
<td>7 (11.7(\pm)2.6%)</td>
<td>60</td>
</tr>
<tr>
<td>MySQL</td>
<td>47 (85.5(\pm)2.3%)</td>
<td>0</td>
<td>8 (14.5(\pm)2.3%)</td>
<td>55</td>
</tr>
<tr>
<td>Apache</td>
<td>50 (83.4(\pm)2.8%)</td>
<td>5 (8.3(\pm)2.1%)</td>
<td>5 (8.3(\pm)2.1%)</td>
<td>60</td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>49 (79.0(\pm)3.0%)</td>
<td>7 (11.2(\pm)2.3%)</td>
<td>6 (9.7(\pm)2.2%)</td>
<td>62</td>
</tr>
</tbody>
</table>

Table 3.3: The numbers of misconfigurations of each type. Their percentages and the sampling errors are also shown.

Table 3.3 shows the following two findings:
Finding: Configuration parameter mistakes account for the majority (70.0%~85.5%) of the examined misconfigurations.

Finding: However, a significant portion (14.5%~30.0%) of the examined misconfigurations are caused by software compatibility and component configuration, which are not well addressed so far.

First, our findings support recent research efforts such as [99, 103, 92, 25] on detecting, diagnosing or fixing parameter-based misconfigurations. Second, the findings should send a signal to system designers to have fewer “knobs” (i.e. parameters) or fewer complicated “knobs” for users to configure and tune their system. Whenever possible, auto-configuration [110] should be preferred because in many cases users may not be as sophisticated and experienced as the developers may expect.

Our findings also call for attention to investigating solutions dealing with non-parameter-based configurations such as software incompatibility, etc. For example, system designers or release engineers may need to think about shipping a complete package, or even using an appliance (whether virtual or physical) deployment model or a software-as-a-service (SaaS) model to reduce these incompatibility and general configuration issues.

3.5.2 Parameter Misconfigurations

In this section, we study the types of parameter mistakes (as shown in Table 3.4) and the number of parameters needed to be considered to diagnose or to fix a parameter misconfiguration.

Types of mistakes in parameter configuration First, we look at parameter mistakes that clearly violate some implicit or explicit configuration rules related to format, syntax or semantics. We call them “illegal” misconfigurations because they are unacceptable to the examined system. Figure 3.2(a)~(g) show seven such examples. These types of misconfigurations may be detected automatically by checking against configuration rules.

<table>
<thead>
<tr>
<th>System</th>
<th>Legal</th>
<th>Illegal</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Format</td>
<td>Syntax</td>
</tr>
<tr>
<td>CUMP-A</td>
<td>10 (41.6%)</td>
<td>3 (20.4%)</td>
<td>3 (12.0%)</td>
</tr>
<tr>
<td>CentOS</td>
<td>20 (61.0%)</td>
<td>12 (35.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>MySQL</td>
<td>24 (51.0%)</td>
<td>12 (25.0%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>Apache</td>
<td>21 (46.9%)</td>
<td>11 (52.3%)</td>
<td>0 (0.0%)</td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>23 (46.9%)</td>
<td>11 (52.3%)</td>
<td>0 (0.0%)</td>
</tr>
</tbody>
</table>

Table 3.4: The distribution of different types of parameter mistakes for each application.

In contrast, some other parameter mistakes are perfectly “legal”, but they are incorrect simply because they do not deliver the functionality or performance desired by users, like the examples in Figure 3.2(h)
Figure 3.2: Examples of different types of configuration parameter related mistakes. (“legal” vs. “illegal”, “lexical error”, “syntax error” and some “inconsistency error”. ) The examples of the type “value inconsistency” will be shown in Chapter 3.5.3.

and (i). These kinds of mistakes are difficult to detect unless users’ expectation and intent can be specified separately and checked against configuration settings. We think more user training may reduce these kinds of mistakes, as can simplified system configuration logic, especially for things that can be automatically configured by systems themselves.

Finding: 38.1%~53.7% of parameter misconfigurations are caused by illegal parameters that clearly violate some format or semantic rules defined by the system, and can be potentially detected by checkers that inspect against these rules.

Finding: However, a large portion (46.3% ~61.9%) of the parameter misconfigurations have perfectly legal parameters but do not deliver the functionality intended by users. These cases are more difficult to detect by automatic checkers and may require more user training or better configuration design.

To further look into illegal misconfigurations, we sub-categorize them into “illegal format”, in which some parameters do not obey format rules such as lower case, field separators, etc.; and “illegal value”, in which the parameter format is correct but the value violates some constraints, e.g., the value of a parameter should be smaller than some threshold.

Illegal format misconfigurations include both “lexical” and “syntax” mistakes. Similar to lexical and
syntax errors in program languages, a *lexical* mistake violates the grammar of a single parameter, like the examples shown in Figure 3.2(a) and (b); a *syntax* mistake violates structural constraints of the format, like the examples shown on Figure 3.2(c), (d) and (e). As shown in Table 3.4, up to 14.3% of the parameter misconfigurations are lexical mistakes, and up to 22.4% are syntax mistakes.

*Illegal value* misconfigurations mainly consist of "*value inconsistency*" and "*environment inconsistency*" mistakes. *Value inconsistency* means that some parameter settings violate some relationship constraints with some other parameters, while *environment inconsistency* means that some parameter's setting is inconsistent with the system environment (i.e., physical configuration). Figure 3.2(f) and (g) give two environment inconsistency example. As shown in Table 3.4, value inconsistency accounts for 12.2%~29.7% of the parameter misconfigurations, while environment inconsistency contributes 2.0%~17.0%. Both can be detected by some well designed checkers as long as the constraints are known and enforceable. We will further discuss this type of parameter mistakes in details in Chapter 3.5.3.

**Finding:** A significant portion (12.2%~29.7%) of parameter mistakes are due to value-based inconsistency, calling for an inconsistency checker or a better configuration design that does not require users to worry about such error-prone consistency constraints.

As some previous work on detecting or diagnosing misconfiguration focuses on only single configuration parameter mistakes, we looked into what percentages of parameter mistakes involve only a single parameter.

Table 3.5 shows the number \(^1\) of parameters involved in the mistakes, as well as the number of parameters which were changed to fix the misconfiguration. The results indicate that there are about 23.4%~61.2% of the parameter mistakes involve multiple parameters. Some of these cases are due to parameter value inconsistency.

In comparison, about 14.9%~34.7% of the examined misconfigurations require fixing multiple parameters. For example, sometimes the performance of a system could be influenced by several parameters. To gain a satisfying amount of performance, all these parameters need to be considered and set correctly.

The results above can give researchers and engineers some rough ideas about what percentage of misconfigurations some particular technique (proposed either previously or in the future) are applicable.

---

\(^1\)Please note these numbers may not be the same because a mistake may involve two parameters, but can be fixed by changing only one parameter.
<table>
<thead>
<tr>
<th>System</th>
<th>Number of Involved Parameters</th>
<th>One</th>
<th>Multiple</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>117 (47.6%\pm16.1%)</td>
<td>117 (47.6%\pm16.1%)</td>
<td>12 (4.8%\pm2.6%)</td>
<td></td>
</tr>
<tr>
<td>CentOS</td>
<td>30 (71.4%\pm12.8%)</td>
<td>10 (23.8%\pm12.1%)</td>
<td>2 (4.8%\pm6.0%)</td>
<td></td>
</tr>
<tr>
<td>MySQL</td>
<td>35 (74.5%\pm11.0%)</td>
<td>11 (23.4%\pm10.7%)</td>
<td>1 (2.1%\pm3.6%)</td>
<td></td>
</tr>
<tr>
<td>Apache</td>
<td>31 (62.0%\pm13.0%)</td>
<td>16 (32.0%\pm12.4%)</td>
<td>3 (6.0%\pm6.3%)</td>
<td></td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>18 (36.7%\pm11.1%)</td>
<td>30 (61.2%\pm11.2%)</td>
<td>1 (2.0%\pm3.2%)</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>System</th>
<th>Number of Fixed Parameters</th>
<th>One</th>
<th>Multiple</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>189 (76.8%\pm5.1%)</td>
<td>44 (17.9%\pm4.7%)</td>
<td>13 (5.3%\pm2.7%)</td>
<td></td>
</tr>
<tr>
<td>CentOS</td>
<td>33 (78.6%\pm11.7%)</td>
<td>7 (16.7%\pm10.6%)</td>
<td>2 (4.8%\pm6.1%)</td>
<td></td>
</tr>
<tr>
<td>MySQL</td>
<td>39 (83.0%\pm9.5%)</td>
<td>7 (14.9%\pm9.0%)</td>
<td>1 (2.1%\pm3.6%)</td>
<td></td>
</tr>
<tr>
<td>Apache</td>
<td>33 (66.0%\pm12.7%)</td>
<td>14 (28.0%\pm12.0%)</td>
<td>3 (6.0%\pm6.3%)</td>
<td></td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>29 (59.2%\pm11.3%)</td>
<td>17 (34.7%\pm11.0%)</td>
<td>3 (6.1%\pm5.5%)</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.5: The number of parameters in the configuration parameter mistakes.

**Finding:** The majority (36.7\%~74.5\%) of parameter mistakes can be diagnosed by considering only one parameter, and an even higher percentage (59.2\%~83.0\%) of them can be fixed by changing the value of only one parameter.

**Finding:** However, a significant portion (23.4\%~61.2\%) of parameter mistakes involve more than one parameter, and 14.9\%~34.7\% require fixing more than one parameter.

The problem domains that each parameter mistake belongs to is also an interesting question since it can warn the developers when they are designing or implementing the configuration logic of certain functional module in the system. We decide the domain based on the functionality of the involved parameter. Four major problem domains are observed: “network”, “permission/privilege”, “performance”, and “devices”.

Overall, 18.3\% of examined parameter mistakes relate to how the network is configured; 16.8\% relate to permission/privilege; 7.1\% relate to performance adjustment. For the COMP-A systems and CentOS (the OSes), 8.5\%~26.2\% of examined parameter mistakes are about device configurations. There are no device configuration issues in other systems that we studied, since these systems are running on a higher level.

### 3.5.3 Value Inconsistency

As discussed in Chapter 3.5.2, a sizable amount of parameter mistakes are due to the fact that certain constraints/rules among configuration parameters are violated. We call this type of parameter mistakes “value inconsistency”. According to Table 3.4, 4.7\%~29.6\% of parameter mistakes are due to this type of problem. We focus on this type of misconfiguration is this section. Besides, we also discuss the reasons that lead to these errors as well as the potential solutions.
Users edit configuration parameters in order to fulfill a particular goal. For example, the goal could be to turn on a certain feature (e.g., virus check), to let the system run in a particular mode (e.g., multithreaded mode) or something else. Sometimes this is of low complexity, since there may be only one configuration parameter which relates to the goal that users want to achieve (as shown in Table 3.5). Therefore, users only need to be aware of that parameter to get their business done. However, there are a substantial large number of cases where more than one parameters need to be considered in order to meet users' goal (also as shown in Table 3.5), which makes the tasks of configuration complex and error prone.

Figure 3.3 gives the examples of two configuration scenarios that we discussed above. In Figure 3.3(a), the parameter `cifs_unix_security` is a parameter designed for handling a special case in COMP-A’s storage systems. The permission of files would be lost if the files that originally have some UNIX permissions are opened and saved in Windows environment. If this parameter is set with “on”, the lose of permission information can be avoided. To preserve the UNIX permission information, users only need to be aware of this parameter and no other parameters will affect this parameter. Figure 3.3(b) demonstrates a case how the name-based virtual host needs to be configured in Apache web server. In order to configure a name-based virtual host, minimally two parameters (or directives) `NameVirtualHost` and `VirtualHost` need to be configured. NameVirtualHost specifies the ip (plus optional port) on which the name-based virtual hosts will be on. VirtualHost specifies the detail of each virtual host. Both NameVirtualHost and VirtualHost need to be configured, otherwise virtual host will not work. Moreover, the ip address specified in NameVirtualHost and VirtualHost should be identical. If they mismatch, virtual host will not work as well.

<table>
<thead>
<tr>
<th>(a) one parameter case</th>
<th>from COMP-A</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>cifs_unix_security</code></td>
<td><strong>on</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(b) multiple parameter case</th>
<th>from Apache</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>NameVirtualHost A</code></td>
<td></td>
</tr>
<tr>
<td><code>&lt;VirtualHost A&gt;</code></td>
<td></td>
</tr>
<tr>
<td>....</td>
<td></td>
</tr>
<tr>
<td><code>&lt;/VirtualHost&gt;</code></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.3: One parameter case v.s. multiple parameter case.

In the real world, there are many occasions similar to the example shown in Figure 3.3(b). This reveals a reality that for many configuration parameters, there are some relation constraints for the value of these parameters. The relation constraints can be defined as follows:
**Relation constraint** the value of parameter $B$ is a function $f$ of the value of parameter $A$.

When the function $f$ is an identity function, it means the parameter $A$ and parameter $B$ should point to the same value. The function $f$ is not necessarily just identity function. It can be any function. It could be that the value of parameter $B$ should be a certain times of that of parameter $A$ or some other more complex functions. Therefore, if these relation constraints are not honored, value inconsistency mistakes will happen.

It is obvious for any value inconsistency case, there must be at least two configuration parameters involved, which increase the chances for users to make mistakes especially when they are not aware of these relation constraints. This can be viewed as “configuration vulnerabilities”. They are similar to the general software vulnerability that incurs remote attacks and exploits.

Figure 3.4 shows six value inconsistency cases. Based on the scope of the configuration files, we can further classify these inconsistency errors into two categories. One category is “Local” where the relation constraint is defined on the parameters within one configuration file for an application. Figure 3.4(a), (b), and (c) belong to this category and only one configuration file is involved in those examples. The other category is “Remote” where the relation constraint is defined on the parameters located in the configuration files from different applications, or even on different machines. Figure 3.4(d), (e), and (f) belong to this category.

We can also look at these cases from another perspective. If we classify them based on the characteristics of the constraints, we can have the following categories:

**Textually same** The values of the parameters should be textually same (e.g., same ip address) or they share some textually common part.

**Cooperative** To enable some feature, the values of parameters need to stay in a cooperative way.

**Numerical** There is some numerical relation between the values of parameters. The relation could be “less than”, “within certain range”, “$A$ should be four times of $B$”, etc.

**Others** The constraint which is different from the above three.

Therefore, Figure 3.4(a), (e), and (f) belongs to textually same. Figure 3.4(b) and (c) fit in the categories of cooperative. Figure 3.4(d) is one example of numerical, more specifically, “less than”.

The key to detect these inconsistency errors are those relation constraints. However, developers may not implement the checks against these relation constraints when they are writing code. We guess there could be multiple reasons.
Developers could forget to add the checks, could choose to not add the check due to some design considerations or even developers themselves are not aware of such relation constraints. It could also be due to the mismatch of design specification and the actual implementation. On the other side, though some of these constraints are documented in the software manual, the developers can not require users to read every word of the manual. It is a truth that people still make mistakes even though some constraints are indeed lying in the manual.

Sometimes some constraints are not documented and become “hidden” constraints which might only be aware of by some administrator gurus. Even worse, the manual could be wrong about some constraints. In Apache’s configuration manual, the entry Options is said to be possible to be configured under the context of the virtual host directive. However, in the source code Options will be ignored if it is configured under the context of the virtual host directive. This is apparently against the manual.

This suggests we should not merely rely on human and manuals. Instead, tools that automatically extract
and check these constraints will be highly preferred. To build such tools, it is good to know the distribution of all these constraint violations. Table 3.6 just provides such information.

<table>
<thead>
<tr>
<th>System</th>
<th>Textually Same</th>
<th>Cooperative</th>
<th>Numerical</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>44</td>
<td>15</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>CentOS</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>MySQL</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Apache</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3.6: The relation constraints violated in the applications we examined.

The majority (36.6%) of value inconsistency mistakes that we examined violate the “textually same” constraint. For this type of mistakes, it might be possible to extract these constraints by using a simple heuristic. The heuristic is that the parameters that have the same values textually or share some common part textually may have certain relations. Then we can group them together. This heuristic works well for the parameters whose values are ip address, host names, file paths, etc. Among all the violation to the “textually same” constraint, 58.9% (33 out of 56) of the cases are related to such type of parameters. With a large amount of configuration files obtained, data mining techniques could extract these types of constraints with a low false positive rate. For the rest of the “textually same” violations, the parameter involved usually have value type as enum or integer. The previous heuristic may not work for these cases. The small value space may introduce collision which is considered as false positive. For example, many parameters with enum type can have the same value as “Yes” or “No”, which does not mean these parameters are related to each other.

Beside using techniques like data mining, we can also leverage program analysis to extract the constraint. The assumption here is if there is some relation between parameters, the relation should be reflected in source code in certain ways.

![MySQL code snippet](image)

Figure 3.5: A code snippet in MySQL which is related to 3.4(b). Here the variables in bold are the corresponding variables of parameter log_output and log.

As shown in Figure 3.5, for the two parameters log_output and log that have a relation between each other, their corresponding variables in the source code are actually in the condition of the same if clause. This is just one type of the source code patterns. There might be many other source code patterns which suggest
the relations between parameters. However, program analysis is difficult to be applied across applications. Table 3.7 reveals that among all value-based inconsistency mistakes, 74.7% (74 out of 99) of them involve multiple applications. Therefore, for these mistakes, more sophisticated techniques may need to be studied.

<table>
<thead>
<tr>
<th>Apps</th>
<th>Local</th>
<th>Remote</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>11</td>
<td>62</td>
<td>73</td>
</tr>
<tr>
<td>CentOS</td>
<td>2</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>MySQL</td>
<td>4</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Apache</td>
<td>5</td>
<td>2</td>
<td>7</td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>3</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>Total</td>
<td>25</td>
<td>74</td>
<td>99</td>
</tr>
</tbody>
</table>

Table 3.7: The scope of value inconsistency mistakes for all the examined applications. Local means the related parameters are just within the configuration files of the same application. Remote means they are across applications.

### 3.5.4 Software Incompatibility

Besides parameter-related mistakes, software incompatibility is another major cause of misconfigurations (up to 18.3%, see Table 3.3). A complex software system involves multiple inter-dependent components with different versions. Software incompatibility issues refer to improper combinations of components or their versions. They could be caused by incompatible libraries, applications or even operating system kernels. For example, in one of the studied cases, the user failed to install the “mod_proxy_html” module because the existing “libxml2” library was not compatible with this module.

In another example, a user cannot make the PHP LDAP extension work because of one incompatible library. To install PHP LDAP extension on Windows is a multi-step process and missing any one of them will cause a failure. The mistake this user made was that the one of dynamic-link libraries, `php_ldap.dll`, was not the thread-safe version while other existing libraries were.

One way to deal with software compatibility issues is better software packaging. For example, modern software package management systems, such as RPM [12] and Debian dpkg [3], automatically detect incompatible or missing dependencies and update them. This may work well for systems with a standard package. For systems that require multiple applications from different vendors to work together, it is more challenging.

An alternative to package management systems is self-contained packaging, i.e. integrating dependent components into one installation package and minimizing the requirements on the target system. To further reduce dependencies, one could deliver a system as virtual machine images (e.g., Amazon Machine Image running in Amazon EC2) or appliances (e.g., COMP-A’s storage systems or Google Search Appliance). The latter may even eliminate hardware compatibility issues.
There have been attempts on improving software compatibility by testing software in different systems [105, 22], but it seems few proposed techniques have been used in real world. For complex systems, support matrices [5, 4] are used to guide configurations. Support matrices are documents that enumerate acceptable combinations of compatible components.

One may think that system upgrades are more likely to cause software incompatibility issues, but our study found that only 11.3% of the software incompatibility issues are caused by system upgrades. One of the possible reasons is that people already put great effort to assure software upgrades proceed properly. For example, COMP-A offers a tool called Upgrade Advisor [97] to help upgrade. It creates an easy-to-understand report of all known compatibility issues, and recommends ways to resolve them.

### 3.5.5 Component Misconfiguration

Component misconfigurations are configuration errors that are neither parameter mistakes nor compatibility issues. 8.3%–14.5% of our examined misconfigurations are of this category. Here we further classify them into the following five subtypes based on root causes:

**Missing component** Certain components (modules or libraries) are missing.

**Placement** Certain files or components are not in the place expected by the system.

**File format** The format of certain file is not acceptable to the system (For example, an Apache web server on a Linux host cannot load a configuration file because it is in the MS-DOS format with unrecognized new line characters).

**Insufficient resource** The available resources are not enough to support the system functionality (e.g., not enough disk space).

**Stale data** Stale data in the system do not support the new configuration.

<table>
<thead>
<tr>
<th>Subtype</th>
<th>Number of Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Missing component</td>
<td>15 (25.9%)</td>
</tr>
<tr>
<td>Placement</td>
<td>13 (22.4%)</td>
</tr>
<tr>
<td>File format</td>
<td>3 (5.2%)</td>
</tr>
<tr>
<td>Insufficient resource</td>
<td>15 (25.7%)</td>
</tr>
<tr>
<td>Stale data</td>
<td>3 (5.2%)</td>
</tr>
<tr>
<td>Others</td>
<td>9 (15.5%)</td>
</tr>
</tbody>
</table>

Table 3.8: Subtypes of component misconfigurations.

Table 3.8 shows the distribution of the subtypes of component misconfigurations. “Missing component”, “placement” and “insufficient resource” are the three major causes.
A missing component can prevent the functionality that depends on this component from working or even prevent the whole system from starting. Sometimes due to resource limitation, not all modules are loaded or installed at the first place. For example, some modules are loaded on demand to save memory. But regardless whether the user will use certain features or not, it is always recommended to check if all the required modules are present and issue warnings if some of them are missing. A better alternative is that the system will automatically load the component and then continue.

File placement is also needed to be watched. It creates issues for some applications where the position of certain kind of files are critical. For example, if the data files and log files of a database are not placed properly, performance can be greatly affected. For this kind of problems, the checking of such constraints should be forced at the first place.

Besides, it is good to monitor the utilization of disk space and give warning when space is close to full. But a more fundamental way is to have stressing testing specially on the environment with little free disk space before the shipment of the software. This is especially important and beneficial for storage systems.

The three stale data cases all caused severe problems: The two MySQL cases are that user could not log in after reinstallation because the authentication of previous installation was not deleted; the one COMP-A case was that a disk was added to a new filer with the undeleted ownership information. Those information caused the storage system not work correctly.

3.5.6 Mistake Location

When diagnosing misconfiguration problems, one tends to focus on the target application (i.e. the application where the first symptom is observed). However, we find that misconfiguration problems can actually be located outside of the target application. We categorize the misconfiguration cases where the error is located outside of the target application as follows:

OS-FS Cases where the error is located in file system, including file system capacity, file/directory permission, file/directory location, etc.

OS-Module Cases where the error is located in operating system modules, including kernel modules, security modules (such as SELinux), etc.

Network Cases where the error is located in network configuration, including IP table, IP/hostname configuration, firewall configuration, etc.

Other application Cases where the error is located in other applications or libraries.
Environment other environment like DNS service.

<table>
<thead>
<tr>
<th>System</th>
<th>Inside</th>
<th>FS</th>
<th>OS-Module</th>
<th>Network</th>
<th>Other App</th>
<th>Environment</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>137(41.7±3.9%)</td>
<td>29(7.4±1.6%)</td>
<td>3(10.2±0.6%)</td>
<td>53(17.2±3.3%)</td>
<td>83(29.3±2.7%)</td>
<td>4(1.6±0.9%)</td>
<td>11(3.6±1.1%)</td>
</tr>
<tr>
<td>CentOS</td>
<td>26(13.3±4.0%)</td>
<td>2(3.4±1.4%)</td>
<td>12(20.0±3.4%)</td>
<td>4(6.7±2.0%)</td>
<td>11(18.3±3.1%)</td>
<td>2(3.4±1.4%)</td>
<td>3(5.0±1.8%)</td>
</tr>
<tr>
<td>MySQL</td>
<td>27(49.1±3.2%)</td>
<td>10(18.2±2.5%)</td>
<td>6(10.9±2.0%)</td>
<td>1(18.0±0.9%)</td>
<td>6(10.9±2.0%)</td>
<td>4(7.3±1.7%)</td>
<td>1(1.8±0.9%)</td>
</tr>
<tr>
<td>Apache</td>
<td>47(78.3±3.1%)</td>
<td>3(5.0±1.7%)</td>
<td>3(5.0±1.7%)</td>
<td>3(5.0±1.7%)</td>
<td>3(5.0±1.7%)</td>
<td>0</td>
<td>1(1.7±1.0%)</td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>39(62.9±3.4%)</td>
<td>2(3.2±1.3%)</td>
<td>1(16±9.9%)</td>
<td>0</td>
<td>17(27.4±3.3%)</td>
<td>1(1.6±0.9%)</td>
<td>2(3.2±1.3%)</td>
</tr>
</tbody>
</table>

Table 3.9: The location of errors.

Table 3.9 shows the distribution of configuration error locations. Naturally, most misconfigurations are contained in the target application itself. However, many misconfigurations also span to places beyond the application. The administrators also need to consider other parts of the system, including file system permissions/capacities, operating system modules, other applications running in the system, network configuration, etc. So looking at only the application itself is not enough to diagnose and fix many configuration errors.

| Finding: Although most misconfigurations are located within each examined application, a significant portion (21.7%~57.3%) involve configurations beyond the application itself or span over multiple hosts. |

3.5.7 Hardware Misconfiguration

As mentioned in Chapter 3.1, configuration errors also contains hardware misconfigurations. In previous sections, we had studied the misconfigurations manifested at software layer. In this section, we briefly discuss the misconfigurations occurred at hardware layer.

For simple systems, issues that relate to hardware configurations are seldom reported, since these systems are usually running on a higher layer so that they rarely need to worry about the interaction with hardware. Therefore, we just focused on the hardware misconfiguration from COMP-A.

From the 1000 cases that we sampled from COMP-A’s customer issue database, we found 26 hardware misconfiguration cases. The amount is at the similar level with “Software Incompatibility” and “Component Misconfiguration” (32 and 31, respectively). These cases can be further classified into three categories:

- **Not supported device** Certain device is not supported in current configuration (e.g., a special network card is not supported in certain type of motherboard).

- **Wrong slots/cabling** A device is plugged into a wrong slot on the mainboard or the interconnection (e.g., network cable) is incorrectly connected.
Wrong configuration There are no unsupported device or incorrect cabling, but certain hardware configuration is not set in a right way. These are the configurations that can only be adjusted at hardware layer (e.g., a button is not on the right position).

<table>
<thead>
<tr>
<th>Subtype</th>
<th>Number of Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsupported Device</td>
<td>12(46.1%)</td>
</tr>
<tr>
<td>Wrong Slots/Cabling</td>
<td>10(38.5%)</td>
</tr>
<tr>
<td>Wrong Configuration</td>
<td>4(15.4%)</td>
</tr>
</tbody>
</table>

Table 3.10: Subtypes of hardware misconfigurations in COMP-A.

As shown in Table 3.10, close to half (46.1%) of the hardware mconfigurations from COMP-A are problems with unsupported devices. Many of such cases are due to the use of some unsupported hard disks. We also observed cases such as unsupported network switch and system cards. Though they account for the big part of hardware misconfigurations, for most of them (75.0%), explicit error messages that pinpoint the root cause of the failures will be generated when these misconfigurations are observed. Therefore it is easy for support engineers to handle such failures.

38.5% of the hardware mconfigurations from COMP-A are due to putting devices in wrong slots or incorrect cabling. Comparing to “unsupported devices”, these are more difficult to diagnose. Only for 20% of them, we will see explicit error messages about the root cause. Among these cases, wrong cabling is a more severe problem. With the prevalence of data centers, the interconnection in data centers will be extremely complex with lots of network cables. All of them are needed to be connected by human. Human errors are highly likely considering such scale. When wrong cabling happens, it also takes a lot of human effort to resolve. Some support engineers from COMP-A complained to us that the wrong cabling is usually the hardest case that they had encountered in the field. To solve this problem, it is good to design some detection logic into the hardware so that the connection of cabling can be easily inspected. Therefore, miscabling could be alerted automatically.

Besides, a small portion (15.4%) of cases are due to that some buttons or switches are not in right position. Developers can try to expose the status of these hardware “knobs” to the upper level software layer. Then we can build some detector to catch these mistakes.

3.6 System Reaction to Misconfiguration

In this section, we examine system reactions to misconfigurations, focusing on whether the system detects the misconfiguration and on the error messages issued by the system.
3.6.1 Do Systems Detect and Report Configuration Errors?

Proactive detection and informative reporting can help diagnose misconfigurations more easily. Therefore, we wish to understand whether systems detect and report configuration errors. We divide the examined cases into three categories based on how well the system handles configuration errors (Table 3.11). Cases where the systems and associated tools detect, report, recover from (or helps the user correct) misconfigurations may not be reported by users. Therefore, the results in this section may be especially skewed by our available data. Nevertheless, there are interesting findings that arise from this analysis.

<table>
<thead>
<tr>
<th>System</th>
<th>Pinpoint Reaction</th>
<th>Indeterminate Reaction</th>
<th>Quiet Failure</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>48(15.5±2.2%)</td>
<td>153(49.5±3.0%)</td>
<td>74(23.9±2.6%)</td>
<td>34(11.0±1.9%)</td>
</tr>
<tr>
<td>CentOS</td>
<td>7(11.7±2.4%)</td>
<td>33(55.0±3.7%)</td>
<td>16(26.7±3.3%)</td>
<td>4(6.7±1.9%)</td>
</tr>
<tr>
<td>MySQL</td>
<td>4(7.2±1.7%)</td>
<td>26(47.3±3.2%)</td>
<td>13(23.6±2.8%)</td>
<td>12(21.8±2.7%)</td>
</tr>
<tr>
<td>Apache</td>
<td>8(13.3±2.6%)</td>
<td>28(46.7±3.8%)</td>
<td>16(26.7±3.4%)</td>
<td>8(13.3±2.6%)</td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>9(14.5±2.6%)</td>
<td>28(45.2±3.7%)</td>
<td>14(22.6±3.1%)</td>
<td>11(17.7±2.8%)</td>
</tr>
</tbody>
</table>

Table 3.11: The number of cases in each category of system reaction.

<table>
<thead>
<tr>
<th>System</th>
<th>Mysterious Symptoms w/o Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>26(8.4±1.7%)</td>
</tr>
<tr>
<td>CentOS</td>
<td>4(6.7±1.9%)</td>
</tr>
<tr>
<td>MySQL</td>
<td>9(16.4±2.4%)</td>
</tr>
<tr>
<td>Apache</td>
<td>3(5.0±1.7%)</td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>3(4.8±1.5%)</td>
</tr>
</tbody>
</table>

Table 3.12: The number of cases that cause mysterious crashes, hangs, etc. but do not provide any messages.

We classify system reactions into pinpoint reaction, indeterminate reaction, and quiet failure.

A pinpoint reaction is one of the best system reactions to misconfigurations. The system not only detects a configuration error but also pinpoints the exact root cause in the error message (see a COMP-A example in Figure 3.6). As shown in Table 3.11, more than 85% of the cases do not belong to this category, indicating systems may not react in a user-friendly way to misconfigurations. As previously discussed, the study includes only reported cases. Therefore some misconfigurations with good error messages may have already been solved by users themselves and thus not reported. So in reality, the percentage of pinpoint reaction to misconfiguration may be higher. However, considering the total number of misconfigurations in the sources we selected is very large, there are still a significant number of misconfigurations for which the examined systems do not pinpoint the misconfigurations.

An indeterminate reaction is a reaction that a system does provide some information about the failure symptoms (i.e., manifestation of the misconfiguration), but does not pinpoint the root cause or guide the
Symptom: the user cannot create new directories in directory /vol/vol1/xxx/data

Root cause: the number of existing files in that directory /vol/vol1/xxx/data/

Error message:

[COMP-A – dir.size.max:warning]:
Directory /vol/vol1/xxx/data/ reached the maxdirsize Limit. Reduce the number of files or use the vol options command to increase this limit.

Figure 3.6: A misconfiguration case where the error message pinpoints the root cause and tells the user how to fix it.

user on how to fix the problem. 45.2%~55.0% of our studied cases belong to this category.

A quiet failure refers to cases where the system does not function properly, and it further does not provide any information regarding the failure or the root cause. 22.6%~26.7% of the cases belong to this category. Diagnosing them is very difficult.

Finding: 7.2%~15.5% of the studied misconfiguration problems provide explicit messages that pinpoint the configuration error.

Things can be even worse when the misconfiguration causes the system to misbehave in a mysterious way (crash, hang, etc.) just like software bugs. We found that in most systems, this occurs in 5%~8% of the cases we studied (Table 3.12).

Why would misconfigurations cause a system to crash or hang unexpectedly? The reason is intuitive: since configuration parameters can also be considered as a form of input, if a system does not perform validity checking and prepare for illegal configurations, it may lead to system misbehavior. We describe two such scenarios below.

Crash example: a web application used both mod_python and mod_wsgi modules in Apache httpd server. These two modules used two different versions of Python, which caused segmentation fault errors when trying to access the web page.

Hang example: a server was configured to authenticate via LDAP with the hard bind policy, which made it keep connecting to the LDAP server until it succeeded. However, the LDAP server was not working, so the server hung when the user added new accounts.

Such misbehavior is very challenging to diagnose because users and support engineers may suspect these unexpected failures to have been caused by a bug in the system instead of a configuration issue (of course,
one may argue that, in a way it can also be considered to be a bug). If the system is built to perform more thorough configuration validity-checking and avoid misconfiguration-caused misbehavior, both the cost of support and the diagnosis time can be reduced.

**Finding:** Some misconfigurations have caused the systems to crash, hang or have severe performance degradation, making failure diagnosis a challenging task.

We further studied if there is certain correlation between the type of misconfiguration and the difficulty for systems to react. We calculated the ratio of cases that have *pinpoint reaction* to the total cases in each type of misconfigurations. The result shows it is more difficult to have appropriate reaction for software incompatibility issues. Only 9.3% of all the incompatibility issues have “pinpoint reaction”, while the same ratio for parameter mistakes and component misconfigurations is 14.3% and 15.5% respectively. This result is reasonable since global knowledge (e.g., the configuration of different applications) is often required to decide if there are incompatibility issues.

### 3.6.2 System Reaction to Illegal Parameters

Cases with illegal configuration parameters (defined in Chapter 3.5.2) are usually easier to be checked and pinpointed automatically.

<table>
<thead>
<tr>
<th>System</th>
<th>Pinpoint Reaction</th>
<th>Indeterminate Reaction</th>
<th>Quiet Failure</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>26(18.9%)</td>
<td>57(43.2%)</td>
<td>27(20.5%)</td>
<td>23(17.4%)</td>
</tr>
<tr>
<td>CentOS</td>
<td>4(25.0%)</td>
<td>7(43.8%)</td>
<td>5(31.3%)</td>
<td>0</td>
</tr>
<tr>
<td>MySQL</td>
<td>1(4.3%)</td>
<td>13(56.5%)</td>
<td>3(13.0%)</td>
<td>6(26.1%)</td>
</tr>
<tr>
<td>Apache</td>
<td>5(21.7%)</td>
<td>9(39.1%)</td>
<td>4(17.4%)</td>
<td>5(21.7%)</td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>7(26.9%)</td>
<td>11(42.3%)</td>
<td>4(15.4%)</td>
<td>4(15.4%)</td>
</tr>
</tbody>
</table>

Table 3.13: How do systems react to illegal parameters? The reaction category is the same as in Table 3.11.

However, we found that systems do not detect and pinpoint a majority of these configuration mistakes, as shown in Table 3.13.

**Finding:** Among 220 cases with illegal parameters that could be easily detected and fixed, only 4.3%~26.9% of them provide explicit messages. Up to 31.3% of them do not provide any message at all, unnecessarily complicating the diagnosis process.
3.6.3 Impact of Messages on Diagnosis Time

Do good error messages help engineers diagnose misconfiguration problems more efficiently? To answer this question, we calculated the diagnosis time, in the unit of hours, from the time when a misconfiguration problem was posted to the time when the correct answer was provided. Table 3.14 summarizes the data.

<table>
<thead>
<tr>
<th>System</th>
<th>Explicit Message</th>
<th>Ambiguous Message</th>
<th>No Message</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>1x</td>
<td>13x</td>
<td>14.5x</td>
</tr>
<tr>
<td>CentOS</td>
<td>1x</td>
<td>3x</td>
<td>5.5x</td>
</tr>
<tr>
<td>MySQL</td>
<td>1x</td>
<td>3.4x</td>
<td>1.2x</td>
</tr>
<tr>
<td>Apache</td>
<td>1x</td>
<td>10x</td>
<td>3x</td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>1x</td>
<td>5.3x</td>
<td>2.5x</td>
</tr>
</tbody>
</table>

Table 3.14: The median of diagnosis time for cases with and without messages (time is normalized for confidentiality reasons). “Explicit message” means that the error message directly pinpoints the location of the misconfiguration. The median diagnosis time of the cases with explicit messages is used as base. “Implicit message” means there are messages but they do not directly identify the misconfiguration. “No message” is for cases where no messages are provided.

Table 3.14 presents that the misconfiguration cases with explicit messages are diagnosed much faster, with the median of diagnosis time of less than 4 hours. Otherwise, engineers have to spend much more time on diagnosis, where the median of the diagnosis time is up to 14.5 times longer.

**Finding:** Messages that pinpoint configuration errors can shorten the diagnosis time 3 to 13 times as compared to the cases with ambiguous messages or 1.2 to 14.5 times as compared to the cases with no messages.

To improve error reporting, two types of approaches can be adopted. A white-box approach [108], uses program analysis to identify the state that should be captured at each logging statement in source code to minimize ambiguity in error messages. When source code is not available, a black-box approach, such as Clarify [45], can be taken instead. Clarify associates the program’s runtime profile with ambiguous error report, which enables improved error reporting.

Interestingly, for some of the systems (Apache, MySQL and OpenLDAP), engineers seem to spend more time (2~4 times longer) diagnosing cases with ambiguous messages than cases with no messages at all. There are several potential reasons. First, incorrect or irrelevant messages can sometimes mislead engineers, directing them down a wrong path. Figure 3.7 shows such an example. Based on the message provided by the client, both the support engineers and the customers thought the problem was on the client end, so they made several attempts to set certificates, but the root cause turned out to be a problem in the configuration on the server side. This indicates that the accuracy of messages is critical to the diagnosis process. Providing
misleading messages may be worse than providing nothing at all.

<table>
<thead>
<tr>
<th>from COMP-A</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Symptom:</strong> When the user tried to connect the admin web site, the web browser (Firefox) threw a misleading error message asking for new certificate.</td>
</tr>
<tr>
<td><strong>Root cause:</strong> The &quot;httpd.admin.ssl.enable&quot; parameter was set to be “on” in a COMP-A server.</td>
</tr>
<tr>
<td><strong>Error message:</strong> You have received an invalid certificate. Please contact the administrator and get a new certificate containing a unique serial number. (error code: sec_error_reused_issuer)</td>
</tr>
</tbody>
</table>

Figure 3.7: A misconfiguration case where the error message misled the customer and the support engineers.

Second, in some cases, symptoms and configuration file content are already sufficient for support engineers or experts to resolve the problem. For these cases, whether there are error messages is less important. For example, many cases from MySQL related to performance degradation do not have error messages, but it was relatively easy for experts to solve those problems by looking at only configuration file. However, even for these cases, if the system could give good quality messages, users could have solved the problems by themselves.

| **Finding:** Giving an irrelevant message may be worse than not giving message at all for diagnosing misconfiguration. Some irrelevant messages could mislead users to chase down the wrong path. In three of the five studied systems, statistic data shows that ambiguous messages may lead to longer diagnosis time compared to not having any message. |

We further did a preliminary study on what kind of error messages are more useful in reducing diagnosis time. Specifically, we read through the misconfiguration cases that have explicit messages and are parameter mistakes (a total of 62 cases). Besides that all these cases pinpoint the root cause of the failure (which is our definition of “explicit”), 69.4% of them further mention the parameter name in the message; 6.5% of even further point out the parameter’s location within the configuration file. However, we did not find strong correlation between the diagnosis time and these extra information (e.g., parameter name) in the explicit messages. A more comprehensive study on this topic will remain as our future work.
3.7 Causes of Misconfigurations

3.7.1 When Did Misconfigurations Happen?

There are many ways to look at the reasons to misconfiguration. Here, we examined only a couple of them. Misconfiguration problems could happen when the user uses (or configures) a feature for the first time, or when a previous working feature does not work any more. Based on this, we categorized the misconfiguration cases into two categories (Table 3.15):

**Used-to-work** The system used to work but does not work any more due to various changes.

**First-time use** The misconfiguration happens at the user’s first attempt to access certain functionality.

<table>
<thead>
<tr>
<th>System</th>
<th>Used-to-Work</th>
<th>First-Time Use</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>100(32.4±2.8%)</td>
<td>165(63.4±3.0%)</td>
<td>44(14.2±2.1%)</td>
</tr>
<tr>
<td>CentOS</td>
<td>10(16.7±3.0%)</td>
<td>40(66.6±3.8%)</td>
<td>10(16.7±3.0%)</td>
</tr>
<tr>
<td>MySQL</td>
<td>3(5.5±1.5%)</td>
<td>45(81.8±2.5%)</td>
<td>7(12.7±2.2%)</td>
</tr>
<tr>
<td>Apache</td>
<td>2(3.3±1.4%)</td>
<td>40(66.7±3.6%)</td>
<td>18(30.0±3.5%)</td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>2(3.2±1.3%)</td>
<td>57(91.9±1.6%)</td>
<td>3(4.8±1.6%)</td>
</tr>
</tbody>
</table>

Table 3.15: The number of misconfigurations categorized by “used-to-work” and “first-time use”.

There are cases that we do not have adequate information to decide which category it belongs. We marked those cases as “Unknown”.

One may think that most misconfigurations happen when users configure a system for the first time. As our results show, it is indeed the case for relatively simple systems (MySQL, Apache and OpenLDAP). The cause for the misconfigurations during “First-time use” can be the inadequate knowledge of personnel. Therefore users made some mistakes and the system become misconfigured. The potential solution for this types of cases could be have better training of the personnel, building better knowledge base so users can easily look up, or designing checkers which can detect some configuration errors before running the system. A more fundamental way is to have novel design of configurations that is of low complexity and really easy-to-use. Sometimes, there is no problem with user but with the user manuals. There are indeed some manuals which contains inconsistent content [86]. We also found some manuals have certain wrong entries (as discussed in Chapter 3.5.3). User may make mistake when following these “wrong” manuals.

However, for more complex systems, COMP-A and CentOS, a significant portion (16.7%~32.4%) of the misconfigurations actually happen in the middle of the system’s lifetime. There could be two major reasons. First, these systems have much more frequent changes (upgrades, reconfiguration, etc.) in their lifetime. Second, the configuration is more complicated so it takes a long time for users to master.
**Finding:** For simpler systems, the majority of misconfigurations are related to first-time use of certain functionality. For more complex and larger systems, a significant percentage (16.7%~32.4%) of the misconfigurations were introduced into systems that used to work fine.

### 3.7.2 Why Does My System Stop Working?

To further zoom into the causes for the “used-to-work” cases, we categorized the 100 cases of this category from COMP-A based on their root causes (Figure 3.8).

![Diagram](image)

**Figure 3.8:** The cause distribution for the “used-to-work” misconfigurations at COMP-A.

“Collateral damage” refers to cases when users made configuration changes for some new functionality but accidentally broke existing functionality. It accounts for 29.0% of the “used-to-work” cases from COMP-A. To avoid such collateral damages, it might be useful if users can be warned by the configuration management/change tool about the side-effects of their changes.

“Incomplete maintenance” refers to cases when some regular maintenance tasks introduced configuration changes breaking existing functionality. 12.0% of the “used-to-work” cases from COMP-A belong to this category. For example, when an administrator does a routine periodic password change to certain accounts but forgets to propagate it to all affected systems, some systems would not be able to authenticate these accounts.
Figure 3.9: A misconfiguration example where the syntax of configuration files has changed after upgrade. A previously working NFS mounting configuration is no longer valid, because the option *actual* became deprecated after upgrade.

In addition, configuration could also be “corrupted by outage” (3.0%) or be modified accidentally by some (2.0%) of “software upgrades” (Figure 3.8). To sum up, 46% of the “used-to-work” misconfiguration cases from COMP-A are caused by configuration parameter changes due to various reasons including configuring other features, routine maintenance, system outages, or software upgrades. To diagnose and fix these cases, it is useful for systems to automatically keep track of configuration changes [97], and even better, help users to pinpoint which change is the culprit like in [103].

Another major cause is “hardware change” (18.0%). When customers upgrade, replace or reorganize hardware (e.g., moving a disk from one server to another), it can cause problems if they forget to change related configuration parameters accordingly.

“Resource exhaustion” (14.0%) can also affect a previously working system. For example, in one of the studied cases, a database system hung and did not work properly even after rebooting because the data disks became full.

Moreover, “external environment” changes could also be harmful to previously working systems. They account for 8.0% of “used-to-work” cases from COMP-A. For example, in one of the studied cases, a system suffered from severe performance degradation because its primary DNS server went offline accidentally. Such changes are error-prone and problematic, because, in a data center, typically different systems are managed by different administrators who may not communicate with each other in a timely manner about their changes.

“Software upgrade”, as one may expect, is another major cause of misconfigurations that break a previously working system. It accounts for 16% of the “used-to-work” cases from COMP-A. We further subcategorize it into three types. First, a new software release may have changed the configuration file syntax
<table>
<thead>
<tr>
<th>Configuration Syntax Being Changed</th>
<th>Configuration Being Modified</th>
<th>Incompatible Upgrade</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>5%</td>
<td>2%</td>
<td>9%</td>
<td>16%</td>
</tr>
</tbody>
</table>

Table 3.16: The breakdown of “used-to-work” misconfiguration cases from COMP-A caused by software upgrade. Percentages are calculated based on the total number of “used-to-work” cases.

or format requirements, making the old configuration file invalid. Figure 3.9 gives such an example. Second, some automatic upgrade processes may silently modify certain configuration parameters (e.g. set them to default values) without users’ awareness. Third, software upgrades may cause incompatibilities among components.

Addressing the misconfiguration errors introduced by software upgrade requires the efforts from both developers and users (administrators). On one hand, developers should test the influence of the program behavior change on previous configuration. This can be achieved by regression testing with different combinations of configurations. Developers need also explicitly document the changes of the syntax of configuration language and highlight them to the users. On the other hand, it may be a good practice to keep a copy of previous working configuration before upgrade in case that the configuration might be messed up by upgrade. Users may also need to be alert to the syntax changes of configuration language. For the compatibility issues, users should make sure all the modules that need to be upgraded are actually upgraded. Systems should provide automatic upgrade tools or at least detailed upgrade instructions [97, 34]. The upgrade process should also take users’ existing configurations into consideration.

Finding: By looking into the 100 “used-to-work” cases (32.4% of the total) at COMP-A, 46% of them are attributed to configuration parameter changes due to routine maintenance, configuring for new functionality, system outages, etc, and can benefit from tracking configuration changes. The remainder are caused by non-parameter related issues such as hardware changes (18%), external environmental changes (8%), resource exhaustion (14%), and software upgrades (14%).

3.8 Impact of Misconfigurations

We analyzed the severity of customer-reported issues from COMP-A (Chapter 3.4) and found that a large percentage (31%) of high-impact customer issues were related to system configuration. In this section, we analyze the severity of the specific misconfiguration cases used in our study, particularly from the viewpoint of system availability and performance. We divide the misconfiguration cases into three categories, as shown in Table 3.17: (1) the system becomes “fully unavailable”; (2) the system becomes “partially unavailable”, i.e.
it cannot deliver certain desired features; and (3) the system suffers from severe “performance degradation”.

We do expect the results to be skewed towards the more severe cases which caused users to report them more often than simpler cases.

<table>
<thead>
<tr>
<th>System</th>
<th>Fully Unavailable</th>
<th>Partially Unavailable</th>
<th>Performance Degradation</th>
</tr>
</thead>
<tbody>
<tr>
<td>COMP-A</td>
<td>41 (13.3±2.1%)</td>
<td>247 (79.9±2.4%)</td>
<td>21 (6.8±1.5%)</td>
</tr>
<tr>
<td>CentOS</td>
<td>12 (20.0±3.2%)</td>
<td>47 (78.3±3.3%)</td>
<td>21 (1.7±1.0%)</td>
</tr>
<tr>
<td>MySQL</td>
<td>15 (27.3±2.9%)</td>
<td>29 (52.7±3.2%)</td>
<td>21 (20.0±2.6%)</td>
</tr>
<tr>
<td>Apache</td>
<td>15 (25.0±3.3%)</td>
<td>44 (73.3±3.4%)</td>
<td>21 (1.7±1.0%)</td>
</tr>
<tr>
<td>OpenLDAP</td>
<td>6 (9.7±2.2%)</td>
<td>52 (83.9±2.7%)</td>
<td>21 (6.4±1.8%)</td>
</tr>
</tbody>
</table>

Table 3.17: The impact distribution of the misconfiguration cases from all the studied systems.

As the result shows, 9.7%~27.3% of the misconfigurations cause the system to become fully unavailable. This demonstrates again that misconfiguration can be a very severe threat to system availability.

Moreover, up to 20.0% of the misconfigurations cause severe performance degradation, especially for systems such as database servers that are performance sensitive and require some non-trivial tuning based on users’ particular workloads, infrastructure, and data sizes. For example, the official performance tuning guides for MySQL and Oracle have more than 400 pages, and mention tens, even hundreds of configuration parameters that are related to performance. The ratio here might be an underestimation of performance problems in the field, since some of trivial performance issues introduced by misconfiguration may not be reported by the user.

**Finding:** Although most studied misconfiguration cases only lead to partial unavailability of the system, 16.1%~47.3% of them make the systems to be fully unavailable or cause visible performance degradation.

The next question is whether different types of misconfigurations have different impact characteristics. So we also examined the impact of each type of misconfiguration and the results are shown in Table 3.18.

<table>
<thead>
<tr>
<th>Misconfiguration Type</th>
<th>Fully Unavailable</th>
<th>Partially Unavailable</th>
<th>Performance Degradation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameters</td>
<td>59 (13.6%)</td>
<td>342 (78.8%)</td>
<td>33 (7.6%)</td>
</tr>
<tr>
<td>Compatibility</td>
<td>14 (25.9%)</td>
<td>38 (70.4%)</td>
<td>2 (3.7%)</td>
</tr>
<tr>
<td>Component</td>
<td>16 (27.6%)</td>
<td>39 (67.2%)</td>
<td>3 (5.2%)</td>
</tr>
</tbody>
</table>

Table 3.18: The impact on different types of misconfiguration cases. The data is aggregated for all the examined systems. The percentage shows the ratio of a specific type of misconfiguration (e.g., parameter mistake) that lead to a specific impact level (e.g., full unavailability).

We found that, compared to configuration parameter mistakes, software compatibility and component configuration errors are more likely to cause full unavailability of the system. 25.9% of the software compat-
iblity issues and 27.6% of the component configuration errors make systems fully unavailable, whereas this ratio is only 13.6% for parameter-related misconfigurations.

The above results are not surprising because what components are used and whether they are compatible can easily prevent systems from even being unable to start. In contrast, configuration parameter mistakes, especially if the parameter is only for certain functionality, tend to have a much more localized impact.

In addition to having a more severe impact, compatibility and component configuration mistakes can be more difficult to fix. They usually require greater expertise from users. For example, in one of the misconfiguration cases of CentOS, the user could not mount a newly created ReiserFS file system, because the kernel support for this ReiserFS file system was missing. The user needed to install a set of libraries and kernel modules and also modify configuration parameters in several places to get it to work.

**Finding:** Software compatibility and component configuration errors are more likely to lead to full unavailability of the system, calling for more attention to avoid compatibility and component configuration issues.
Chapter 4

Conclusion

System reliability and manageability are the two key problems that relate to system failures. Though substantial advancement has been achieved in improving system performance, the breakthrough in improving system reliability and manageability has been less observed. With the trend that systems are becoming more and more complex, we will face even more challenges when fighting against system failures.

No matter coming up with intelligent tools to detect those errors or an innovative design to avoid those faults fundamentally, it is important to first understand the characteristics of those failures. Such a characteristics can serve as a lighthouse which give navigation to both academia and industry efforts on solving the problem of system failures.

This thesis did a comprehensive study on incorrect fixes (i.e., buggy patches) and misconfigurations. One is a major cause to system reliability and the other is a big issue in system manageability. Both of them can cause severe system failure, large financial losses or even human causality. In order to make our study as comprehensive and complete as possible, we sampled a large number of bug fixes and customer (configuration related) issues to guarantee the significance in statistics. We also chose our samples from both open source systems and commercial systems. These systems are all widely deployed and used and our samples are all real system failures that happened in the field.

For incorrect fixes, we studied their prevalence, the specific bug types that are more difficult to fix right, the common mistake patterns during bug fixing and the human factors that relate to incorrect fixes. Our findings demonstrate incorrect fix is indeed a significant problem that should draw our attention. The mistake patterns we found are very useful to build checkers that can effectively detect incorrect fixes. We also found code knowledge is an important factor that influences the quality of bug fixing. The existing bug fixing/reviewing assignment is not always assigning the right person to do the fixing and reviewing. Inspired by our findings, the commercial software vendor whose OS code we evaluated is building a tool to improve the bug fixing and code reviewing process.

For misconfigurations, we studied their ratio among all the customer issues, their different types, including both parameter mistakes and non-parameter mistakes. We also studied certain misconfiguration
patterns, how systems react to a misconfiguration, the various causes of configuration errors and the impact of misconfigurations. We found configuration related cases are very prevalent. Especially for high severity cases, configuration related cases are most reported. Most misconfigurations are due to parameter mistakes but there are still sizable amount of non-parameter mistakes that should be handled. Value inconsistency mistakes is a frequently observed type among parameter mistakes. It exposes some vulnerability in system manageability and it is easy for operator make such mistakes. We also found the quality of error messages that react to misconfiguration is very crucial to the efficacy of diagnosis. We hope that our study helps extend and improve tools that inject, detect, diagnose, or fix misconfigurations. Further, we hope that the study provides system architects, developers, and testers insights into configuration-logic design and testing, and also encourages support personnel to record field configuration problems more rigorously so that vendors can learn from historical mistakes.
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