Convergence and Approximation Results for Non-Cooperative Bayesian Games: Learning Theorems

Leonidas C. Koutsougeras
Department of Economics
University of Illinois

Nicholas C. Yannelis
Department of Economics
University of Illinois

Bureau of Economic and Business Research
College of Commerce and Business Administration
University of Illinois at Urbana-Champaign
<table>
<thead>
<tr>
<th>No.</th>
<th>Author(s)</th>
<th>Title</th>
<th>Working Paper No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>35</td>
<td>Santiago Urbitzondo</td>
<td>&quot;Investment Without Regulatory Commitment: The Case of Elastic Demand.&quot;</td>
<td>#90-1634</td>
</tr>
<tr>
<td>36</td>
<td>Bhaskar Chakravorti</td>
<td>&quot;Sequential Rationality, Implementation and Communication in Games.&quot;</td>
<td>#90-1636</td>
</tr>
<tr>
<td>38</td>
<td>Hans Brems</td>
<td>&quot;Dynamic Macroeconomics: Fiscal and Monetary Policy.&quot;</td>
<td>#90-1640</td>
</tr>
<tr>
<td>39</td>
<td>Lanny Arvan</td>
<td>&quot;Flexibility Versus Commitment in Strategic Trade Policy Under Uncertainty: A Model of Endogenous Policy Leadership.&quot;</td>
<td>#90-1651</td>
</tr>
<tr>
<td>40</td>
<td>David T. Schoffman, Pablo T. Spiller</td>
<td>&quot;Buyers' Strategies, Entry Barriers, and Competition.&quot;</td>
<td>#90-1674</td>
</tr>
<tr>
<td>41</td>
<td>Richard Arnauld and Larry DeBrock</td>
<td>&quot;Utilization Control in HMOs.&quot;</td>
<td>#90-1698</td>
</tr>
<tr>
<td>42</td>
<td>Shane Greenstein</td>
<td>&quot;Did Installed Base Give an Incumbent Any (Measurable) Advantages in Federal Computer Procurement?&quot;</td>
<td>#90-1718</td>
</tr>
<tr>
<td>43</td>
<td>Bhaskar Chakravorti and Charles M. Kahn</td>
<td>&quot;Universal Coalition-Proof Equilibrium.&quot;</td>
<td>#91-0100</td>
</tr>
<tr>
<td>45</td>
<td>Pablo T. Spiller</td>
<td>&quot;Agency Discretion Under Judicial Review.&quot;</td>
<td>#91-0111</td>
</tr>
<tr>
<td>46</td>
<td>Charles D. Kolstad and Michelle H.L. Turnovsky</td>
<td>&quot;Production with Quality Differentiated Inputs.&quot;</td>
<td>#91-0118</td>
</tr>
<tr>
<td>47</td>
<td>Pablo T. Spiller and Santiago Urbitzondo</td>
<td>&quot;Political Appointees vs. Career Civil Servants: A Multiple Principals Theory of Political Bureaucracies.&quot;</td>
<td>#91-0129</td>
</tr>
<tr>
<td>48</td>
<td>Shane M. Greenstein</td>
<td>&quot;Lock-In and the Costs of Switching Mainframe Computer Vendors: What Do Buyers See?&quot;</td>
<td>#91-0133</td>
</tr>
<tr>
<td>49</td>
<td>Pablo T. Spiller and Matthew L. Spitzer</td>
<td>&quot;Judicial Choice of Legal Doctrines.&quot;</td>
<td>#91-0134</td>
</tr>
<tr>
<td>51</td>
<td>Pablo T. Spiller and Santiago Urbitzondo</td>
<td>&quot;Interest Groups and the Control of the Bureaucracy: An Agency Perspective on the Administrative Procedure Act.&quot;</td>
<td>#91-0152</td>
</tr>
<tr>
<td>52</td>
<td>Aldo Rustichini and Anne P. Villamil</td>
<td>&quot;Equilibrium Price Stickiness.&quot;</td>
<td>#91-0162</td>
</tr>
<tr>
<td>54</td>
<td>Shane Greenstein and Garey Ramey</td>
<td>&quot;Intergenerational Product Competition and the Incentive to Innovate.&quot;</td>
<td>#92-0106</td>
</tr>
<tr>
<td>55</td>
<td>Charles D. Kolstad</td>
<td>&quot;Regulating A Stock Externality Under Uncertainty with Learning.&quot;</td>
<td>#92-0112</td>
</tr>
<tr>
<td>56</td>
<td>Hadi Salehi Esfahani and Dilip Mookherjee</td>
<td>&quot;Productivity, Contracting Modes, and Development.&quot;</td>
<td>#92-0119</td>
</tr>
<tr>
<td>57</td>
<td>Charles D. Kolstad and Jong-kun Lee</td>
<td>&quot;Dynamic Specificatin Error in Cost Function and Factor Demand Estimation.&quot;</td>
<td>#92-0126</td>
</tr>
<tr>
<td>58</td>
<td>Lawrence DeBrock and Wallace Hendricks</td>
<td>&quot;Roll-Call Voting in the NCAA.&quot;</td>
<td>#92-0137</td>
</tr>
<tr>
<td>59</td>
<td>Lanny Arvan and Hadi Salehi Esfahani</td>
<td>&quot;Market Equilibrium with Performance Contracts in the Presence of Exogenous Turnover and Matching Frictions.&quot;</td>
<td>#92-0138</td>
</tr>
<tr>
<td>60</td>
<td>Leonidas C. Koutsougeras and Nicholas C. Yannellis</td>
<td>&quot;Convergence and Approximation Results for Non-Cooperative Bayesian Games: Learning Theorems.&quot;</td>
<td>#93-0104</td>
</tr>
</tbody>
</table>
Convergence and Approximation Results for Non-Cooperative Bayesian Games: Learning Theorems

Leonidas C. Koutsougeras
Nicholas C. Yannelis

Department of Economics
CONVERGENCE AND APPROXIMATION RESULTS FOR
NON-COOPERATIVE BAYESIAN GAMES: LEARNING THEOREMS*

Leonidas C. Koutsougeras and Nicholas C. Yannelis
Department of Economics
University of Illinois at Urbana-Champaign
Champaign, Illinois 61820

Received: July 19, 1992; revised version January 5, 1993

Summary: Let T denote a continuous time horizon and \( \{G_t': t \in T\} \) be a net (generalized sequence) of Bayesian games. We show that: (i) if \( \{x_t': t \in T\} \) is a net of Bayesian Nash Equilibrium (BNE) strategies for \( G_t' \), we can extract a subsequence which converges to a full information BNE strategy for a one shot full information Bayesian game. (ii) Given a full information BNE strategy of a one shot full information Bayesian game we can find a net of BNE strategies \( \{x_t': t \in T\} \) in \( \{G_t': t \in T\} \) which converges to the full information BNE strategy of the one shot game. Moreover, we show that (i) and (ii) hold even with bounded rational players, i.e., instead of the net \( \{x_t': t \in T\} \) in (i) and (ii) being a BNE strategy for \( \{G_t': t \in T\} \), it can now be an approximate or \( \epsilon_t' \)-BNE strategy.

*We wish to thank Larry Blume, Mark Feldman, Jim Jordan, Charlie Kahn, Stefan Krasa, Gregory Michalopoulos, Wayne Shafer, Bart Taub, and Anne Villamil for several useful discussions. As always, we are responsible for any shortcomings. The financial support of the University of Illinois at Urbana-Champaign Campus Research Board is gratefully acknowledged.
1. INTRODUCTION

The definition of a Bayesian game and the notion of Bayesian rationality (or Bayesian Nash equilibrium) [see for instance Aumann (1987, p. 6)] are given as follows:

Let \((\Omega, \mathcal{F}, \mu)\) be a probability measure space and \(Y\) be a linear topological space. A **Bayesian game** \(G = \{(X_i, u_i, \mathcal{F}_i, \mu): i=1,2,...,n\}\) is a set of quadruples where

1. \(X_i: \Omega \to 2^Y\) is the **random strategy correspondence** of player \(i\),
2. \(u_i: \Omega \times \prod_{j=1}^{n} Y_j \to \mathbb{R}\) is the **random payoff function** of player \(i\),
3. \(\mathcal{F}_i\) is the **private information** of player \(i\), which is a partition of \((\Omega, \mathcal{F})\), and
4. \(\mu\) is a probability measure on \((\Omega, \mathcal{F})\) denoting the **common prior** of each player.

A **Bayesian Nash Equilibrium** (BNE) for \(G\) is a function \(x: \Omega \to \prod_{i=1}^{n} Y_i\) such that each \(x_i: \Omega \to Y_i\) is \(\mathcal{F}_i\)-measurable \(x_i(\omega) \in X_i(\omega)\) \(\mu\)-a.e. and for all \(i\),

\[
\int_{\Omega} u_i(\omega, x(\omega))d\mu(\omega) \geq \int_{\Omega} u_i(\omega, x_1(\omega),...,x_{i-1}(\omega),y_i,x_{i+1}(\omega),...,x_n(\omega))d\mu(\omega)
\]

for any \(\mathcal{F}_i\)-measurable function \(y_i: \Omega \to Y_i\), \(y_i(\omega) \in X_i(\omega)\) \(\mu\)-a.e.

Consider now the above game in a dynamic framework. Specifically, let \(T\) be the set \(\{1,2,...\}\) denoting the **time horizon**. Denote by \(\sigma(u_i, X_i)\) the \(\sigma\)-algebra that the random payoff function and the random strategy set of player \(i\) generate. This is the initial information of player \(i\).

---

\(^1\)Notice that in Aumann (1987) \(X_i\) is a fixed set and doesn’t depend on the states of nature. The present framework is more general and reduces to that of Aumann simply by setting for each \(\omega \in \Omega\), the set \(X_i(\omega)\) to be equal to a constant subset \(Z_i\) of \(Y\). Also note that \(2^Y\) denotes the set of all non-empty subsets of \(Y\).
At any given point in time $t$ in $T$ the private information set of player $i$ is defined as:

\[(1.1) \quad \mathcal{I}_i^t = \sigma(u_i, X_i, x_{t-1}, x_{t-2}, ...)\]

where $x_{t-1}, x_{t-2}, ...$ are past period Bayesian Nash equilibrium strategies. In other words, the private information of a player $i$ at any given point in time consists of his/her initial information $\sigma(u_i, X_i)$ together with the information that BNE strategies generated in all previous periods, i.e., $t-1, t-2, ...$. Note that in this setting in period $t+1$ the private information set of player $i$ will be, $\mathcal{I}_i^{t+1} = \mathcal{I}_i^t \cup \sigma(x^t)$, (where $\sigma(x^t)$ is the information that the BNE strategy $x^t$ generated at period $t$ and $\mathcal{I}_i^t \cup \sigma(x^t)$ denotes the "join," i.e., the smallest $\sigma$-algebra containing $\mathcal{I}_i^t$ and $\sigma(x^t)$). Hence, for each player $i$ and each time period $t$ we have that:

$$\mathcal{I}_i \subset \mathcal{I}_i^{t+1} \subset \mathcal{I}_i^{t+2} \subset ... .$$

The above expression represents a learning process for player $i$ and it generates a sequence of Bayesian games $\{G^t: t \in T\}$ defined as above where the private information set of each player is given by (1.1). In other words, in period $t$ each player's strategy is based on the initial information as well as the information that BNE strategies generated in the previous periods. In this setting agents behave myopically, i.e., they do not form expectations over the entire future horizon but only for the current period, i.e., their expected payoff is based on the
current period private information. Since the private information set of each player becomes finer from period to period, the expected payoff of each player is changing from period to period as a result of the new acquired information. Note that in this scenario the learning process for a player is a direct consequence of observing the BNE strategies from period to period and refining his/her private information. In this setting, clearly the information that the equilibrium strategy generates at a given time $t$ in $T$, will effect the equilibrium outcome in subsequent periods, e.g., $t+1$, $t+2$, ... Let us now denote the one shot full information game by $\tilde{G} = \{(X_i, u_i, \mathcal{F}_i, \mu) : i=1,2,...,n\}$ where $\mathcal{F}_i$ is the pooled information of player $i$ over the entire horizon, i.e.,

$$\mathcal{F}_i = \bigvee_{t=1}^{\infty} \mathcal{F}_i^t.$$ 

Since any BNE strategy for each player $i$ in the game $\tilde{G}$ has the property that it is $\bigvee_{t=1}^{\infty} \mathcal{F}_i^t$-measurable, we call such a Bayesian Nash equilibrium strategy as a full information BNE strategy.

The basic questions that this paper addresses are the following:

(i) If $\{G^t : t=1,2,\ldots\}$ is a sequence of Bayesian games and $x^t$ is a sequence of BNE strategies for the game $G^t$, can we extract a subsequence which converges to a full information BNE strategy for the game $\tilde{G}$? In other words, will the learning process described above eventually lead to a full information BNE strategy?

(ii) Given a full information BNE strategy for the full information game $\tilde{G}$ can we find a sequence of BNE strategies $x^t$ in $G^t$ which converges to the full information BNE strategy? Roughly speaking, can we approximate (or reach) a full information BNE strategy by a sequence of BNE strategies? Alternatively, given a full information BNE strategy is there a path of BNE strategies that it will lead there?
(iii) If \( \{G^t: t=1,2,...\} \) is a sequence of Bayesian games and \( x^t \) is a sequence of approximate or \( \varepsilon_t \)-BNE strategies for the game \( G^t \) can we still extract a subsequence which converges to a full information BNE strategy for the game \( G \)? Moreover, can we reach a full information BNE strategy by a sequence of approximate or \( \varepsilon_t \)-BNE strategies? In other words, can we obtain the counterparts of questions (i) and (ii) for the case of an approximate or \( \varepsilon_t \)-BNE which may be viewed respectively, as bounded rational learning will converge to the full information BNE and that the full information BNE can be reached by a path of plays with bounded rational players (i.e., players find "nearly" optimal responses).

We provide a positive answer to the above questions. Note that roughly speaking (i) and (ii) may be viewed respectively as a kind of upper semicontinuity and lower semicontinuity of the BNE correspondence.

It should be pointed out that aspects of question (i) have already been addressed by several authors, notably Feldman (1987), Jordan (1991), Nyarko (1992) [see also the excellent survey of Blume and Easley (1992)], but in a different setting. In particular, we don't require each player's strategy set to be finite, we have a continuum of states, we allow for continuous time and the convergence is not in probability as it is the case in the Feldman (1987), Jordan (1991) and Nyarko (1992) papers. The continuous time setting that we allow makes our results interesting to the Finance literature where continuous time models are particularly attractive. To the best of our knowledge, questions (ii) and (iii) are addressed for the first time.
A few comments on the methodology. In view of the fact that we allow for continuous time and a continuum of states, one needs to work with strategies which form a net (generalized sequence) in an infinite dimensional strategy space. The compactness and continuity arguments in this framework are not straightforward and some rather non-elementary functional analytic results seem to be required. We have collected most of the results needed for our proofs in Section 2.

The rest of the paper is organized as follows: Sections 3 and 4 contain the main results of the paper, i.e., convergence and approximation theorems for games with mixed and pure strategy Bayesian Nash equilibrium. The proofs of all our results are given in Section 5.

2. MATHEMATICAL PRELIMINARIES

2.1 Notation

\( \mathbb{R}^n \) denotes the n-fold Cartesian product of the set of real numbers \( \mathbb{R} \).

\( \mathbb{R}_{++} \) denotes the strictly positive elements of \( \mathbb{R} \).

\( \text{con} \ A \) denotes the convex hull of the set \( A \).

\( \overline{\text{con}} \ A \) denotes the closed convex hull of the set \( A \).

\( 2^A \) denotes the set of all nonempty subsets of the set \( A \).

\( \emptyset \) denotes the empty set.

/ denotes set theoretic subtraction.

If \( A \subset X \), where \( X \) is a Banach space, \( \text{cl} \ A \) denotes the norm closure of \( A \).
2.2 Definitions

Let $T$ and $X$ be sets. The graph of the set-valued function (or correspondence), $\phi: T \to 2^X$ is denoted by $G_\phi = \{(t, y) \in T \times X: y \in \phi(t)\}$. Let now $(T, \tau, \mu)$ be a complete, finite measure space, and $X$ be a separable Banach space. The correspondence $\phi: T \to 2^X$ is said to have a measurable graph if $G_\phi \in \tau \otimes \beta(X)$, where $\beta(X)$ denotes the Borel $\sigma$-algebra on $X$ and $\otimes$ denotes product $\sigma$-algebra. The correspondence $\phi: T \to 2^X$ is said to be lower measurable if for every open subset $V$ of $X$, the set $\{t \in T: \phi(t) \cap V \neq \emptyset\}$ is an element of $\tau$. Recall [see Debreu (1966), p. 359] that if $\phi: T \to 2^X$ has a measurable graph, then $\phi$ is lower measurable. Furthermore, if $\phi(\cdot)$ is closed valued and lower measurable then $\phi: T \to 2^X$ has a measurable graph. A result of Aumann (1967) says that if $(T, \tau, \mu)$ is a complete, finite measure space, $X$ is a separable metric space and $\phi: T \to 2^X$ is a nonempty valued correspondence having a measurable graph, then $\phi(\cdot)$ admits a measurable selection, i.e., there exists a measurable function $f: T \to X$ such that $f(t) \in \phi(t)$ $\mu$-a.e.

We now define the notion of a Bochner integrable function. We will follow closely Diestel-Uhl (1977). Let $(T, \tau, \mu)$ be a finite measure space and $X$ be a Banach space. A function $f: T \to X$ is called simple if there exist $x_1, x_2, \ldots, x_n$ in $X$ and $\alpha_1, \alpha_2, \ldots, \alpha_n$ in $\tau$ such that $f = \sum_{i=1}^{n} x_i \chi_{\alpha_i}$, where $\chi_{\alpha_i}(t) = 1$ if $t \in \alpha_i$ and $\chi_{\alpha_i}(t) = 0$ if $t \notin \alpha_i$. A function $f: T \to X$ is said to be $\mu$-measurable if there exists a sequence of simple functions $f_n: T \to X$ such that $\lim_{n \to \infty} \|f_n(t) - f(t)\| = 0$ for almost all $t \in T$. A $\mu$-measurable function $f: T \to X$ is said to be Bochner integrable if there exists a sequence of simple functions $\{f_n: n = 1, 2, \ldots\}$ such that
In this case we define for each $E \in \tau$ the integral to be $\int_E f(t) d\mu(t) = \lim_{n \to \infty} \int_E f_n(t) d\mu(t)$. It can be shown [see Diestel-Uhl (1977), Theorem 2, p. 45] that, if $\phi: T \to X$ is a $\mu$-measurable function then $f$ is Bochner integrable if and only if $\int_T \|f(t)\| d\mu(t) < \infty$. It is important to note that the Dominated Convergence Theorem holds for Bochner integrable functions, in particular, if $f_n: T \to X$ $(n=1, 2, \ldots)$ is a sequence of Bochner integrable functions such that $\lim f_n(t) = f(t)$ $\mu$-a.e., and $|f_n(t)| \leq g(t)$ $\mu$-a.e., where $g \in L^1(\mu, \mathbb{R})$, then $f$ is Bochner integrable and $\lim_{n \to \infty} \int_T \|f_n(t) - f(t)\| d\mu(t) = 0$.

We denote by $L^1(\mu, X)$ the space of equivalence classes of $X$-valued Bochner integrable functions $x: T \to X$ normed by

$$\|x\| = \int_T \|x(t)\| d\mu(t).$$

It is a standard result that normed by the functional $\|\cdot\|$ above, $L^1(\mu, X)$ becomes a Banach space [see Diestel-Uhl (1977), p. 50]. We denote by $S_\phi$ the set of all selections from $\phi: T \to \mathcal{P}X$ that belong to the space $L^1(\mu, X)$, i.e.,

$$S_\phi = \{x \in L^1(\mu, X): x(t) \in \phi(t) \text{ $\mu$-a.e.}\},$$

i.e., $S_\phi$ is the set of all Bochner integrable selections from $\phi(\cdot)$. Using the above set and following Aumann (1965) we can define the integral of the correspondence $\phi: T \to \mathcal{P}X$ as follows:
\[ \int_{\tau} \phi(t) d\mu(t) = \left\{ \int_{\tau} x(t) d\mu(t) : x \in S_{\phi} \right\} \]

We will denote the above integral by \( \int \phi \). Recall that the correspondence \( \phi: T \rightarrow 2^X \) is said to be integrably bounded if there exists a map \( h \in L_1(\mu, \mathbb{R}) \) such that \( \sup\{|x| : x \in \phi(t)\} \leq h(t) \) \( \mu \)-a.e.

Moreover, note that if \( T \) is a complete measure space, \( X \) is a separable Banach space and \( \phi: T \rightarrow 2^X \) is an integrably bounded, nonempty valued correspondence having a measurable graph, then by the Aumann measurable selection theorem we can conclude that \( S_{\phi} \) is nonempty and therefore \( \int_{\tau} \phi(t) d\mu(t) \) is nonempty as well. If in addition to the fact that \( \phi: T \rightarrow 2^X \) is integrably bounded and nonempty it is also weakly compact and convex valued then by Diestel's Theorem [see for instance Yannelis (1991), Theorem 3.1] we can conclude that \( S_{\phi} \) is weakly compact in \( L_1(\mu, X) \).

We close this section by defining the notion of a martingale and stating the martingale convergence theorem. Let \( I \) be a directed set and let \( \{\mathcal{F}_i : i \in I\} \) be a monotone increasing net of sub-\( \sigma \)-fields of \( \tau \) (i.e., \( \mathcal{F}_{i_1} \subseteq \mathcal{F}_{i_2} \) for \( i_1 \leq i_2, i_1, i_2 \) in \( I \)). A net \( \{x_i : i \in I\} \) in \( L_1(\mu, X) \) is a martingale if

\[ E(x_i | \mathcal{F}_{i_1}) = x_{i_1} \quad \text{for all } i \geq i_1. \]

We will denote the above martingale by \( \{x_i, \mathcal{F}_i\}_{i \in I} \). The proof of the following martingale convergence theorem can be found in Diestel-Uhl (1977, p. 126). A martingale \( \{x_i, \mathcal{F}_i\}_{i \in I} \) in \( L_1(\mu, X) \) converges in the \( L_1(\mu, X) \)-norm if and only if there exists \( x \) in \( L_1(\mu, X) \) such that
E(x|F_i) = x_i for all i∈I. Recall [see for instance Diestel-Uhl (1977, p. 129)] that if the martingale \{x_i, F_i\}_{i∈I} converges in the L_1(μ,X)-norm to x ∈ L_1(μ,X), it also converges almost everywhere, i.e., \( \lim_{i→∞} x_i = x \) almost everywhere.

3. CONVERGENCE AND APPROXIMATION THEOREMS FOR MIXED STRATEGY BAYESIAN NASH EQUILIBRIA

3.1 Bayesian Games and Bayesian Nash Equilibria

Let (Ω, F, μ) be a complete, probability measure space, and Y be a separable Banach space. As previously, a Bayesian game G = \{(X_i, u_i, F_i, μ): i=1,2,...n\} is a set of quadruples such that:

1. \( X_i: Ω → 2^Y \) is the random strategy correspondence of player i,
2. \( u_i: Ω × \prod_{j≠i} Y_j → R \) is the random payoff function of player i,
3. \( F_i \) is the private information set of player i, where \( F_i \) is a (finite, measurable) partition of (Ω, F),
4. μ is a probability measure on (Ω, F) denoting the common prior of each player.\(^2\)

---

\(^2\)One may allow for different priors as follows: Let \( q_i: Ω → R_+ \) be a Radon-Nikodym derivative (density function) denoting the prior of agent i. For each i=1,...,n, denote by \( E_i(ω) \) the event in \( F_i \) containing the realized state of nature \( ω ∈ Ω \) and suppose that \( \int_{E_i(ω)} q_i(t)du(t) > 0 \). Given \( E_i(ω) ∈ F_i \) define the conditional expected utility of agent i as follows:

\[
\int_{E_i(ω)} u_i(t, x_i(t))q_i(t|E_i(ω))du(t),
\]

where
Denote by $L_{x_i}$ the set of all Bochner integrable and $\mathcal{F}_i$-measurable selections from the set-valued function $X_i: \Omega \to 2^Y$, i.e.,

$$L_{x_i} = \{x_i \in L_1(\mu, Y): x_i: \Omega \to Y \text{ is } \mathcal{F}_i\text{-measurable and } x_i(\omega) \in X_i(\omega) \mu\text{-a.e.}\}.$$ 

Let $L_x = \prod_{i=1}^n L_{x_i}$, and $L_{x_i} = \prod_{j=1}^n L_{x_j}$. Denote the elements of $L_{x_i}$ by $\bar{x}_i$. The expected payoff of player $i$ is a function $v_i: L_x \to \mathbb{R}$ defined by

$$v_i(x) = \int u_i(\omega, x(\omega)) d\mu(\omega).$$

The strategy $x^* \in L_x$ is said to be a Bayesian Nash equilibrium for the Bayesian game $G = \{(X_i, u_i, \mathcal{F}_i, \mu): i=1,2,\ldots,n\}$ if for all $i$, $(i=1,2,\ldots,n)$

$$v_i(x^*) = \max_{x_i \in L_{x_i}} v_i(x_i, \bar{x}_i^*).$$

Note that $x^* \in L_x$ implies that each $x_i^*$ is $\mathcal{F}_i$-measurable and therefore the vector $x^* = (x_1^*, x_2^*, \ldots, x_n^*)$ is $\mathcal{F}_1$-measurable.

Suppose that $G = \{(X_i, u_i, \mathcal{F}_i, \mu): i=1,2,\ldots,n\}$ satisfies the following assumptions for all $i$, $(i=1,2,\ldots,n)$.

(a.3.1) $X_i: \Omega \to 2^Y$ is integrably bounded, weakly compact, convex, nonempty valued and $\mathcal{F}_i$-lower measurable correspondence,

$$q_i(t | E_i(\omega)) = \begin{cases} 0 & \text{if } t \notin E_i(\omega) \\ \frac{q_i(t)}{\int_{t \in E_i(\omega)} q_i(t) d\mu(t)} & \text{if } t \in E_i(\omega). \end{cases}$$

All the results of the paper remain valid if we use the above conditional expected utility formulation. However, for the simplicity of the exposition we do not do so.
(a.3.2) for each \( \omega \in \Omega \), \( u_i(\omega, \cdot) \) is weakly continuous on \( \prod_{j=1}^{n} Y_j \), and for each \( x \in \prod_{j=1}^{n} Y_j \), \( u_i(\cdot, x) \) is \( \mathcal{J}_i \)-measurable,

(a.3.3) for each \( \omega \in \Omega \), and each \( \bar{x}_i \in \bar{Y}_i = \prod_{j=1}^{n} Y_j \), \( u_i(\omega, x_i, \bar{x}_i) \) is a concave function of \( x_i \) on \( Y \),

(a.3.4) \( u_i \) is integrably bounded.

It was shown in Yannelis-Rustichini (1991) that under the assumptions (a.3.1)-(a.3.4) the game \( G = \{(X_i, u_i, \mathcal{J}_i, \mu) : i = 1, 2, \ldots, n \} \) has a (mixed strategy) Bayesian Nash equilibrium.

3.2 Learning

Let \( T \) be any directed set (countable or uncountable) denoting the time horizon. Denote by \( \sigma(u_i, X_i) \) the \( \sigma \)-algebra that the random payoff function and random strategy set of player \( i \) generate. This is the initial information of agent \( i \). However, the private information set of player \( i \) at time \( t \in T \), is not only \( \sigma(u_i, X_i) \) but also the information that past period Bayesian Nash equilibrium strategies (denoted by \( X^{t'} \) for \( t^1 < t, t, t^1 \text{ in } T \)) have generated. Hence the private information set of player \( i \) at time \( t \) is defined as:

\[
(3.1) \quad \mathcal{I}_i^t = \sigma(u_i, X_i, \{X^{t'} : t^1 < t\}).
\]

The private information set of player \( i \) in period \( t^0 > t \) will be

\[
\mathcal{I}_i^t = \mathcal{I}_i^t \cup \sigma(\{X^{t'} : t \leq t' < t^0\}),
\]

and consequently, for each player \( i \) and each time period \( t' \) we have that:

\[
(3.2) \quad \mathcal{I}_i^{t'} \subseteq \mathcal{I}_i^{t^0} \quad \text{for } t' \leq t^0, t', t^0 \text{ in } T.
\]
The expression (3.2) represents a learning process for player i. A learning process generates a net of Bayesian games \( \{G^t: t \in T\} \), where \( G^t = \{(X_i, u_i, \mathcal{F}_i^t, \mu): i=1,2,...,n\} \). As previously,

1. \( X_i: \Omega \to 2^\gamma \) is the random strategy set of player i,
2. \( u_i: \Omega \times \prod_{j=1}^n Y_j \to \mathbb{R} \) is the random payoff function of player i,
3. \( \mathcal{F}_i^t \) is the private information set of player i at time t, given by the expression (3.1), and
4. \( \mu \) is the common prior of each player.

Let \( L_{X_i^t} = \{x_i \in L_1(\mu, Y): x_i \) is \( \mathcal{F}_i^t \)-measurable and \( x_i(\omega) \in X_i(\omega) \) \( \mu \)-a.e.\}. Set \( L_X = \bigcap_{i=1}^n L_{X_i^t} \). Define the expected utility of player i, \( v_i: L_X \to \mathbb{R} \) by

\[
v_i(x) = \int u_i(\omega, x(\omega)) d\mu(\omega).
\]

The interpretation of the above dynamic game is as follows: In period t each player's strategy is based on the initial information (i.e., \( \sigma(u_i, X_i) \)) and the information that all Bayesian Nash equilibrium strategies have generated in the previous periods. Note that each player doesn't form expectations for future periods but only for the current period t. (Recall that the expected payoff is based on the current period private information.) However, since the private information set of each player is increasing it follows that his/her expected payoff is changing from period to period as a result of the increased information. Denote by \( \text{BNE}(G^t) \) the set of all Bayesian Nash equilibrium strategies for \( G^t \) at time t.
3.3 The Full Information Bayesian Game

Let $\mathcal{F}_i$ be the pooled information set of player $i$ over the entire time horizon $T$, i.e., $\mathcal{F}_i = \bigvee_{t \in T} \mathcal{F}_i^t$. (Note that $\bigvee_{t \in T} \mathcal{F}_i^t$ denotes the "join" of the $\mathcal{F}_i^t$, i.e., the minimal $\sigma$-algebra containing all $\mathcal{F}_i^t$.) The Bayesian game $\tilde{G} = \{(x_i, u_i, \mathcal{F}_i, \mu): i=1,2,\ldots,n\}$ where $u_i, \mu$ are defined as previously but $\mathcal{F}_i$ is now $\mathcal{F}_i$-measurable, is called the full information Bayesian game. Denote by $\text{BNE}(\tilde{G})$ the set of all Bayesian Nash equilibrium strategies for the game $\tilde{G}$, i.e., $x^* \in \text{BNE}(\tilde{G})$ implies that $x^* \in \mathcal{L}_\mathcal{X} = \prod_{i=1}^n \mathcal{L}_{\mathcal{X}_i}$ and for all $i$,

$$v_i(x^*) = \max_{x_i \in \mathcal{L}_{\mathcal{X}_i}} v_i(x_i, x_i').$$

3.4 Remarks

3.4.1: As we discussed above, the expression (3.2) represents a learning process. However, this is not the only way to generate a learning process. We now follow some ideas of McKelvey-Page (1986) and define an alternative learning process as follows:

Let $f: \prod_{i=1}^n \mathcal{L}_{X_i} \to \mathbb{R}$ be interpreted as a publicly observable statistic. For each $t \in T$ if $x^t \in \text{BNE}(G^t)$ then the statistic $f$ conveys information specified as $\sigma(f(x^t))$, i.e., the smallest $\sigma$-field with respect to which $f(x^t)$ is measurable. This information refines the information already available to each player at time $t$, i.e., up to time $t \in T$, the information available to each player $i$, is given by

$$\text{L}_{X_i} = \{x_i \in \mathcal{L}_1(\mu,Y): \text{each } x_i \text{ is } \mathcal{F}_i \text{-measurable and } x_i(\omega) \in \mathcal{X}_i(\omega) \text{ } \mu\text{-a.e.}\}.$$
where $\sigma([f(x^t): t^1 < t])$ is the publicly known information up to (but not including) period $t$. Note that $\sigma(f(x^t))$ is not contained in $\mathcal{F}_i^t$, but for $t^0 > t$, $\mathcal{F}_i^{t^0} = \mathcal{F}_i^t \lor \sigma([f(x^{t^0}): t < t^0 < t^0])$ and $\sigma(f(x^t))$ is contained in $\mathcal{F}_i^{t^0}$. Hence we have the following learning process, for each player $i$,

$$(3.4.2) \quad \mathcal{F}_i^{t'} \subseteq \mathcal{F}_i^{t^0} \text{ for } t' \leq t^0, \quad t', t^0 \text{ in } T.$$  

It should be noted that for each $i \in I$, $\mathcal{F}_i^{t'} = \mathcal{F}_i^t$ for all $t \geq t^1$ if and only if for at least one $s \in T$, $s > t^1$, $\sigma([f(x^r): r < s]) \subseteq \sigma([f(x^r): r < t^1])$. In this case the publicly observed statistic does not convey any new information after period $t^1$ and the learning process of each player stops. As a result $x^{t^1} \in \text{BNE}(G^t)$ for all periods $t \geq t^1$, since the information structure does not change after period $t^1$.

In other words, the evolution of the information partitions [i.e., the learning process represented by the expression $(3.4.2)$] stops if and only if the information conveyed by the publicly observable statistic is common knowledge to all players. Now if we define $\mathcal{F}_i = \bigvee_{t \in T} \mathcal{F}_i^t$, where each $\mathcal{F}_i^t$ is as in $(3.4.1)$, then for each $i$,

$$(3.4.3) \quad \mathcal{F}_i = \sigma(u_i, X_i, [f(x^t): t \in T]).$$

Thus, in the limit the information conveyed by the statistic $f$ is common knowledge. That is, players have enough information to predict the statistic. In this respect, the strategy vector for the limiting game
has the flavor of a Rational Expectations Equilibrium [see also McKelvey-Page (1986, p. 122)].

Notice that even in the full information Bayesian game, agents may have different information partitions. However, the asymmetry in information partitions expressed by (3.4.3) persists as long as the statistic f does not convey any new information. Hence, the term full information Bayesian game refers to the fact that players have learned all the information that can be conveyed by the statistic f which aggregates the information available to each player. For example, if \( \sigma(f(x^t)) = \bigvee_{i=1}^n J_i \) then \( x^t \) is a fully revealing BNE for the game \( G^t \), and in this case for \( t' \geq t \) the information partition of each agent will be the same and therefore in the full information Bayesian game \( \bar{G} \) players will have symmetric information.

3.4.2: If in the full information game \( \bar{G} \), we assume that \( \Omega \) is a finite set and that each player has a finite set of strategies \( X_i \), then the concept of BNE or Bayesian rationality coincides with the correlated equilibrium [Aumann (1987)]. In this specific setting we can conclude that Bayesian rational learning will lead to correlated equilibrium.

---

Nyarko (1992) has also shown that Bayesian learning leads to correlated equilibrium. His model, however, is different than ours.
3.5 Theorems

Theorem 3.5.1: Let \( \{G_t: t \in T\} \) be a net of Bayesian games satisfying (a.3.1)-(a.3.4) and let \( \{x^t: t \in T\} \) be a net in \( \text{BNE}(G^t) \). Then we can extract a sequence \( \{x^{n_t}: n_t = 1,2,...\} \) from the net \( \{x^t: t \in T\} \) such that \( x^{n_t} \) converges weakly to \( x^* \in \text{BNE}(\overline{G}) \).

Theorem 3.5.2: Let \( \{G_t: t \in T\} \) be a net of Bayesian games satisfying the assumptions (a.3.1)-(a.3.4) and let \( x^* \in \text{BNE}(\overline{G}) \). Then there exists a net of strategies \( \{x^t: t \in T\} \) such that \( x^t \in \text{BNE}(G^t) \) and \( x^t \) converges (in the \( L_1(\mu,Y) \)-norm) to \( x^* \).

3.6 Approximate Bayesian Nash Equilibrium

Given an \( \varepsilon > 0 \), the strategy \( x^* \in L_X \) is said to be an approximate or \( \varepsilon \)-BNE for the Bayesian game \( G = \{(X_i,u_i,J_i,\mu): i=1,2,...,n\} \) if for all \( i \),

\[
v_i(x^*) \geq v_i(x_i,x_i^*) - \varepsilon \quad \text{for all } x_i \in L_{X_i}.
\]

This concept of an approximate BNE has been widely discussed in the literature [e.g., Radner (1980)]. The justification of this notion is that it may be too costly to find the exact optimal response than a "nearly" optimal one [Radner (1980, p. 153)]. The latter may be viewed as a kind of bounded rationality. Denote by \( \text{BNE}_\varepsilon(G) \) the set of all approximate or \( \varepsilon \)-BNE strategies for the game \( G \). We now obtain the counterparts of Theorems 3.5.1 and 3.5.2 for the case of an approximate BNE.
Theorem 3.6.1: Let \( \{G^t: t \in T\} \) be a net of Bayesian games satisfying (a.3.1)-(1.3.4) and let \( \{x^t: t \in T\} \) be a net in \( \text{BNE}_{t_1}(G^t) \), where \( t \downarrow 0 \).

Then we can extract a sequence \( \{x^{n_t}: n_t=1,2,...\} \) from the net \( \{x^t: t \in T\} \) such that \( x^{n_t} \) converges weakly to \( x^* \in \text{BNE}(\bar{G}) \).

Theorem 3.6.2: Let \( \{G^t: t \in T\} \) be a net of Bayesian games satisfying (a.3.1)-(a.3.4) and let \( x^* \in \text{BNE}(\bar{G}) \). Then for each net \( \{\varepsilon_t: t \in T\} \) bounded away from zero, there exists a net of strategies \( \{x^t: t \in T\} \) in \( \text{BNE}_{t_1}(G^t) \) such that \( x^t \) converges (in the \( L_1(\mu,Y) \)-norm) to \( x^* \).

Theorem 3.6.1 indicates that even approximate BNE will converge to the (exact) full information BNE. This theorem gives as a corollary Theorem 3.5.1.\(^5\) It is important to note that Theorem 3.6.2 has an interesting interpretation. In particular, it shows that an (exact) full information BNE can be achieved by a path of plays by agents who have bounded rationality, i.e., this path of plays constitutes an approximate BNE for each period.

4. PURE STRATEGY BAYESIAN NASH EQUILIBRIUM CONVERGENCE AND APPROXIMATION THEOREMS

In this section will derive the counterparts of Theorems 3.5.1 and 3.5.2 for a pure strategy Bayesian Nash equilibria for the game \( G \).

Previously the strategy set of each player \( i \), i.e., \( X_i \), was assumed to

\(^5\)Despite the fact that Theorem 3.5.1 can be obtained as a corollary of Theorem 3.6.1 we have tried to separate the cases that Bayesian rational learning leads to the full information BNE (Theorem 3.5.1) and that \( \varepsilon \)-Bayesian rational (or bounded rational) learning leads to the full information BNE (Theorem 3.6.1), because we believe that both cases are of interest. Perhaps, the experimental work will indicate which kind of learning is more appropriate. Some recent work in this direction is reported in the papers of El-Gamal-McKelvey-Palfrey (1992) and Rustichini-Villamil (1992 and 1992a).
be a set-valued function from \( Q \) to \( Y \). We now set \( Y = \mathbb{R}^m \). Now each \( \mathcal{F}_i \) will be a sub-\( \sigma \)-algebra of \( (\Omega, \mathcal{F}) \) and the restriction of \( \mu \) to \( \mathcal{F}_i \) will be still denoted by \( \mu \). We denote by \( \text{ext} X_i \) the extreme points of \( X_i \).

(Recall that in this setting pure strategies are identified with extreme points.)

Formally, a pure strategy Bayesian Nash equilibrium for the game

\[ G = \{ X_i, u_i, \mathcal{F}_i, \mu \}: i=1,2,\ldots,n \]

is an \( x^* : \Omega \to \prod_{i=1}^n Y_i \) such that each \( x_i^* \) is \( \mathcal{F}_i \)-measurable \( x_i^*(\omega) \in \text{ext} X_i(\omega) \) \( \mu \)-a.e. and for all \( i \), \( (i=1,2,\ldots,n) \),

\[ \int u_i(\omega, x_i^*(\omega)) \, d\mu(\omega) \geq \int u_i(\omega, x_i(\omega), x_i^*(\omega)) \, d\mu(\omega) \]

for any \( \mathcal{F}_i \)-measurable function \( x_i : \Omega \to Y_i \), \( x_i(\omega) \in \text{ext} X_i(\omega) \) \( \mu \)-a.e.

The following assumptions guarantee the existence of a pure strategy Bayesian Nash equilibrium for the game \( G \) [see Yannelis-Rustichini (1991)].

(a.4.1) For each \( i \), \((\Omega, \mathcal{F}_i, \mu)\) is a complete, atomless probability measure space,

(a.4.2) For each \( i \), \( X_i : \Omega \to \mathbb{R}^m \) is an integrably bounded, compact, convex, nonempty valued and \( \mathcal{F}_i \)-lower measurable correspondence,

(a.4.3) For each \( i \), and each \( \omega \in \Omega \), \( u_i(\omega, \cdot) \) is linear and continuous on \( \prod_{j \neq i} Y_j = \mathbb{R}^{mn} \) and it is also integrably bounded.

As in Section 3.2 we can similarly recast the idea of learning. The only difference now is that the private information set of agent \( i \) at time \( t \) depends on the information he/she has acquired from past
period Bayesian Nash equilibrium pure strategies still denoted by $x^t_1, x^t_2, \ldots$. Everything else remains the same.

Denote by $\text{PBNE}(G^t)$ the set of all pure strategy Bayesian Nash equilibria for $G^t$ at time $t$, and by $\text{PBNE}(\overline{G})$ the set of all pure strategies Bayesian Nash equilibria for the full information Bayesian Nash equilibrium game $\overline{G}$.

Theorem 4.1: Let $\{G^t: t \in T\}$ be a net of Bayesian games satisfying (a.4.1)-(a.4.3) and let $\{x^t: t \in T\}$ be a net in $\text{PBNE}(G^t)$. Then we can extract a sequence $\{x^{n_t}: n_t=1,2,\ldots\}$ from the net $\{x^t: t \in T\}$ such that $x^{n_t}$ converges weakly to $x^* \in \text{PBNE}(\overline{G})$.

Theorem 4.2: Let $\{G^t: t \in T\}$ be a net of Bayesian games satisfying (a.4.1)-(a.4.3) and let $x^* \in \text{PBNE}(\overline{G})$. Then there exists a net of strategies $\{x^t: t \in T\}$ such that $x^t \in \text{PGNE}(\overline{G})$ and $x^t$ converges (in the $L_1(\mu,\mathbb{R}^m)$-norm) to $x^*$.

We conclude this section by mentioning that the counterparts of Theorems 3.6.1 and 3.6.2 for the case of pure strategies can be readily obtained. Since we have outlined the proofs of Theorems 3.6.1 and 3.6.2 in Section 6, we leave the proof for the case of pure strategies to the reader, in order to avoid repetition.

5. PROOF OF THE THEOREMS

We begin with a few observations. Note that since each $u_i$ is integrably bounded and weakly continuous it follows from the Lebesgue dominated convergence theorem that each $v_i$ is weakly continuous [Fact 4.2 in Yannelis-Rustichini (1991)]. Moreover, since each $u_i$ is concave
in the $i^{th}$ coordinate so is $v_i$. For each $i$, $(i=1,2,\ldots,n)$ define $P_i: L_x \rightarrow 2^{L_{X_i}}$ by

$$P_i(x) = \{y_i \in L_{X_i}: v_i(y_i, \bar{x}_i) > v_i(x)\}.$$  

It follows from the weak continuity of $v_i$ that $P_i$ has a weakly open graph (i.e., the set $G_{P_i} = \{(x,y_i) \in L_x \times L_{X_i}: y_i \in P_i(x)\}$ is weakly open in $L_x \times L_{X_i}$). Also from the concavity of $v_i$ in the $i^{th}$ coordinate it follows that $P_i$ is convex valued. Since each $X_i$ is $J_i$-lower measurable and compact valued, it has a measurable graph. By the Aumann measurable selection theorem there exists an $J_i$-measurable function $f_i: \Omega \rightarrow Y$ such that $f_i(\omega) \in X_i(\omega)$ $\mu$-a.e. Since $X_i$ is integrably bounded $f_i \in L_1(\mu,Y)$ and therefore each set $L_{X_i}$ is nonempty and so is $\prod_{i=1}^{n} L_{X_i} = L_x$. Clearly each $L_{X_i}$ is convex and therefore $L_x$ is convex as well. By Diestel's theorem [see Theorem 3.1 in Yannelis (1991)] $L_{X_i}$ is a weakly compact subset of $L_1(\mu,Y)$. Hence the set $L_x$ is weakly compact, convex and nonempty. Finally notice that for $t^1 \geq t^2$, $(t^1,t^2$ in $T$) we have that $L_{X_i(t^1)} \subseteq L_{X_i(t^2)}$, i.e., as information increases the strategy set of each player expands.

With all these preliminary observations out of the way we can begin the proof of Theorem 3.5.1.

5.1 Proof of Theorem 3.5.1

Let $\{x^t: t \in T\}$ be a net in $BNE(G^t)$, (i.e., $x^t \in L_{X_t}$ and $P_i(x^t) \cap L_{X_i(t)} = \phi$ for all $i$, or equivalently $x^t \in L_{X_t}$ and for all $i$, $v_i(x^t) = \max_{y_i \in L_{X_i(t)}} v_i(y_i, \bar{x}_i^t)$). For simplicity let us denote the net $\{x^t: t \in T\}$ by $B$. As we observed above the set $L_{X_t}$ is weakly compact and
nonempty. Since for each \( t \in T \), \( x^t \in L_{x^t} \) and \( L_{x^t} \) is weakly compact it follows that the weak closure of the set \( B \) denoted by \( \omega-cl B \), is weakly compact. By the Eberlein-Smulian Theorem [Dunford-Schwartz (1958, p. 430)], \( \omega-cl B \) is weakly sequentially compact. Clearly the weak limit of \( x^t \), denoted by \( x^* \), belongs to \( \omega-cl B \). From Whitley's theorem [Aliprantis-Burkinshaw (1985, Lemma 10.12, p. 155)] we know that if \( x^* \in \omega-cl B \) then there exists a sequence \( \{x^m_t \in L_{x^m_t}; m, t = 1, 2, \ldots \} \) such that \( x^m_t \) converges weakly to \( x^* \). (For notational convenience we drop the subscript \( t \) from the superscript \( m \), and denote the above sequence simply by \( \{x^m; m=1,2,\ldots\} \).) Since \( \mathcal{F}^i_t \subset \mathcal{F}^i_1 \) for \( t^1 \geq t \) we have that \( L_{x^t} \subset L_{x^{t^1}} \), and since each \( x^m \) is in \( L_{x^m} \subset L_{x^{t^1}} \), it follows that \( x^* \in L_{x^{t^1}} \). Hence, for each \( i \), \( x^*_i \) is an \( \mathcal{F}^i \)-measurable selection from \( \bar{X}_i \). To complete the proof we must show that

\[(5.1.1) \quad P_i(x^*) \cap L_{x^*_i} = \emptyset \quad \text{for all } i.\]

Suppose otherwise, i.e., for some \( i \), \( P_i(x^*) \cap L_{x^*_i} \neq \emptyset \). Choose \( y_i \in P_i(x^*) \cap L_{x^*_i} \), then \( v_i(y_i, x^*_i) > v_i(x^*) \). Let

\[(5.1.2) \quad \epsilon = v_i(y_i, x^*_i) - v_i(x^*) > 0.\]

For each \( m \), \( m=1,2,\ldots \) set \( y^m_i = E[y_i | \mathcal{F}^m_i] \in L^m_{x^*_i} \). Note that

\[E[y_i | \mathcal{F}^m_i] = E[E[y_i | \mathcal{F}^{m-1}_i] | \mathcal{F}^i_1] = E[y^m_i | \mathcal{F}^i_1].\]
Hence, \( \{Y_i^n, \mathcal{F}_i^n\}_{n=1}^\infty \) is a martingale in \( L_{x_i^n} \subset L_2(\mu, Y) \) and by the martingale convergence theorem, \( Y_i^n \) converges (in the \( L_2(\mu, Y) \) norm) and thus weakly to \( y_i \). It follows (recall that \( v_i \) is weakly continuous) that we can choose \( m_i \) large enough so that for \( m \geq m_i \), we have

\[
|v_i(y_i^n, X_i^n) - v_i(y_i, X_i^n)| < \epsilon/2 \quad \text{and} \quad |v_i(x^n) - v_i(x^*)| < \epsilon/2.
\]

Thus

\[
|v_i(y_i^n, X_i^n) - v_i(y_i, X_i^n) + v_i(x^n) - v_i(x^*)| \\
|v_i(y_i^n, X_i^n) - v_i(y_i, X_i^n)| + |v_i(x^n) - v_i(x^*)| < \epsilon/2 + \epsilon/2.
\]

Then in view of (5.1.2) we have

\[
v_i(y_i^n, X_i^n) - v_i(y_i, X_i^n) + v_i(x^n) - v_i(x^*) < v(y_i^n, X_i^n) - v_i(x^*)
\]

and by rearranging we obtain

\[
v_i(y_i^n, X_i^n) > v_i(x^n) \quad \text{for all } m \geq m_i,
\]

a contradiction to the fact that \( x^n \) lies in \( \text{BNE}(G^n) \). The above contradiction establishes the validity of (5.1.1), i.e., \( P_i(x^*) \cap L_{X_i} = \phi \) for all \( i \), or equivalently \( v_i(x^*) = \max_{Y_i \in L_{X_i}} v_i(y_i, X_i) \) for all \( i \). This completes the proof of Theorem 3.5.1.
5.2 Proof of Theorem 3.5.2

Let \( x \) be in BNE(\( \bar{G} \)), i.e., \( x \in L_{\bar{G}} \) and \( P_i(x) \cap L_{\bar{G}} = \emptyset \) for all \( i \) (or equivalently \( x \in L_{\bar{G}} \) and \( v_i(x) = \max_{y_i \in L_{\bar{G}}} v_i(y_i, \bar{x}) \) for all \( i \)). We will construct a net \( x^t \) in BNE(\( G^t \)) such that \( x^t \) converges (in the \( L_1(\mu, \gamma) \) norm) to \( x \in BNE(\bar{G}) \). To this end for each \( i \), \( (i=1,2,\ldots,n) \) and each \( t \) in \( T \) set \( x^t_i = E[x_i|\mathcal{F}_t^i] \). Note that

\[
E[x_i|\mathcal{F}_t^i] = E[E[x_i|\mathcal{F}_t^i]|\mathcal{F}_t^i] \quad \text{for } t_i \geq t
= E[x_i^t|\mathcal{F}_t^i] \quad \text{for } t_i \geq t.
\]

Hence by construction \( \{x_i^t, \mathcal{F}_t^i\}_{t \in T} \) is a martingale in \( L_{x_i}^1 \subset L_1(\mu, \gamma) \) and by the martingale convergence theorem \( x_i^t \) converges (in the \( L_1(\mu, \gamma) \)-norm) to \( x_i \) for all \( i \), \( (i=1,2,\ldots,n) \). To complete the proof we must show that

\( x^t = (x_1^t, \ldots, x_n^t) \) lies in the set BNE(\( G^t \)). Suppose otherwise, i.e., \( x^t \notin BNE(\gamma_t^t) \) for some \( t \in T \), then \( x^t \in \bigcap_{i=1}^n L_{x_i}^t = L_{x^t} \) and \( P_i(x^t) \cap L_{x_i}^t = \emptyset \), for some player \( i \), or equivalently \( x^t \in L_{x_i}^t \) and there exists \( y_i^t \in L_{x_i}^t \) such that

\[
(5.2.1) \quad v_i(y_i^t, \bar{x}_i^t) > v_i(x^t).
\]

For each \( i \) \( (i=1,2,\ldots,n) \), define the set \( K_i = \{t \in T : \text{there exists } y_i^t \in L_{x_i}^t \text{ such that } v_i(y_i^t, \bar{x}_i^t) > v_i(x^t)\} \). Notice that for \( t \in T \setminus \bigcup_{i=1}^n K_i \), we have that \( x^t \notin BNE(\gamma_t^t) \). If for each \( i \), \( K_i \) is a finite or empty set then the net \( \{x^t : t \in T \setminus \bigcup_{i=1}^n K_i\} \) belongs to BNE(\( \gamma_t^t \)) and by construction \( x^t \) converges to \( x \), in which case the proof is complete. Hence all we need to show is that the set \( K_i \) cannot be infinite.
To this end suppose that for some $i$, $K_i$ is an infinite set. Then for $t \in K_i$ we have a net $\{y^t_i\}$ having the property that $v_i(y^t_i, x^t_i) > v_i(x^t)$. Notice that $y^t_i \in L_{y^t_i} \subset L_{x^t_i}$ and the set $L_{x^t_i}$ is weakly compact (recall Diestel's theorem). Hence, we can find a subnet still denoted by $\{y^t_i: t \in K_i\}$ which converges weakly to $y^t_i \in L_{x^t_i}$. As we noted above for each $i$, $x^t_i$ converges (in the $L_1(\mu, \chi)$-norm) and therefore weakly to $x_i$. Since $v_i$ is weakly continuous taking weak limits in the inequality (5.2.1) we obtain

$$v_i(y^t_i, x^t_i) > v_i(x^t) \quad \text{for} \quad y^t_i \in L_{x^t_i},$$

or equivalently $y^t_i \in P_i(x) \cap L_{x^t_i}$, i.e., $P_i(x) \cap L_{x^t_i} \neq \emptyset$ for some player $i$. But this contradicts the original supposition that $x$ lies in the set $\text{BNE}(\bar{G})$. This contradiction establishes that $x^t \in \text{BEN}(\bar{G})$ and the proof of Theorem 3.5.2 is now complete.

5.3 Proof of Theorem 3.6.1

For each $i$, $(i=1,2,\ldots, n)$ and each $\varepsilon > 0$, define $P^t_i: L_{x^t_{i}} \rightarrow 2^{\mathbb{R}}$ by

$$P^t_i(x) = \{y^t_i \in L_{x^t_i}: v_i(y^t_i, x^t_i) > v_i(x^t) + \varepsilon\}.$$

Let $\{x^t: t \in T\}$ be a net in $\text{BNE}_t(\bar{G}^t)$, i.e., $x^t \in L_{x^t_i}$ and for all $i$,

$$P^t_i(x^t) \cap L_{x^t_i} = \emptyset.$$

Adopting the argument in the proof of Theorem 3.5.1 we can extract a sequence $\{x^n_t: n_t=1,2,\ldots\}$ from the net $\{x^t: t \in T\}$ such that $x^n_t$ converges weakly to $x^t \in L_{x^t_i}$. To complete the proof we must show that $x^* \in \text{BNE}(\bar{G})$, i.e.,
\[ P_i(x^*) \cap L_{x_i}^* = \emptyset \quad \text{for all } i. \]

Suppose otherwise, i.e., for at least one \( i \), \( P_i(x^*) \cap L_{x_i}^* \neq \emptyset \). Let \( y_i \in P_i(x^*) \cap L_{x_i}^* \), then \( v_i(y_i, x_i^*) - v_i(x^*) > 0 \). Set

\[
(5.3.1) \quad v_i(y_i, x_i^*) - v_i(x^*) = \delta.
\]

For each \( m \), (\( m=1,2,\ldots \)) set \( y_i^m = E[y_i|\mathcal{T}_i^m] = E(E[y_i|\mathcal{T}_i^{m-1}]|\mathcal{T}_i^m] = E[y_i^{m-1}|\mathcal{T}_i^m]. \)

Thus, \( \{y_i^m, \mathcal{T}_i^m\}_{m=1}^\infty \) is a martingale in \( L_{x_i}^* \subset L_1(\mu, Y) \) and by the martingale convergence theorem \( y_i^m \) converges (in the \( L_1(\mu, Y) \)-norm and therefore weakly) to \( y_i^* \). By the weak continuity of \( v_i \) we can choose \( m_i \) large enough so that for \( m \geq m_i \) we have that

\[
|v_i(y_i, x_i^*) - v_i(y_i^m, x_i^*)| < \frac{\delta - \epsilon_m}{2}
\]

and

\[
|v_i(x^m) - v_i(x^*)| < \frac{\delta - \epsilon_m}{2}.
\]

Recall that \( \epsilon \to 0 \) and so does the sequence \( \epsilon_n \). Thus,

\[
|v_i(y_i, x_i^*) - v_i(y_i^m, x_i^*) + v_i(x^m) - v_i(x^*)|
\leq |v_i(y_i, x_i^*) - v_i(y_i^m, x_i^*)| + |v_i(x^m) - v_i(x^*)| < \delta - \epsilon_m.
\]

In view of (5.3.1) we have
\[ v_1(y_1, x'_1) - v_1(y_1^m, x'_1^m) + v_1(x^m) - v_1(x^*) < v_1(y_1, x^*) - v_1(x^*) - \varepsilon_m \]

and by rearranging we obtain that

\[ v_1(y_1^m, x'_1^m) > v_1(x^m) + \varepsilon_m \quad \text{for all } m \geq m_1, \]

a contradiction to the fact that \( x^m \in \text{BNE}_{\varepsilon_m}(G^m) \). Hence, we can conclude that \( P_i(x^*) \cap L_{x^*} = \emptyset \) for all \( i \), i.e., \( x^* \in \text{BNE}(\overline{G}) \). This completes the proof of Theorem 3.6.1.

5.4 Proof of Theorem 3.6.2

Let \( x \) be in \( \text{BNE}(\overline{G}) \), i.e., \( x \in L_x \) and \( P_i(x) \cap L_{x_i} = \emptyset \) for all \( i \). We will construct a net \( \{x^t : t \in T\} \) in \( \text{BNE}_{\varepsilon_t}(G^t) \) such that \( x^t \) converges (in the \( L_1(\mu, Y) \)-norm) to \( x \). For each \( i, (i=1, 2, \ldots, n) \) and each \( t \) in \( T \) set

\[ x^t_i = E[x_i | F^t]. \]

Note that

\[ E[x_i | F^t] = E[E[x_i | F^t_i] | F^t] \quad \text{for } t, t' \]
\[ = E[x_i^t_i | F^t_i] \quad \text{for } t, t' \]

Hence \( \{x^t_i, F^t_i\}_{t \in T} \) is a martingale in \( L_{x_i} \subset L_1(\mu, Y) \) and by the martingale convergence theorem \( x^t_i \) converges in the \( L_1(\mu, Y) \)-norm and hence weakly to \( x_i \). To complete the proof we must show that \( x^t = (x^t_1, \ldots, x^t_n) \) lies in \( \text{BNE}_{\varepsilon_t}(G^t) \) for any net \( \{\varepsilon_t : t \in T\} \) bounded away from zero such that \( \varepsilon_t \varepsilon_t, (\varepsilon > 0) \). For each \( i \), define the set \( K_i = \{t \in T : P_i^t(x^t) \cap L_{x^t_i} = \emptyset\} \). Notice that for \( t \in T \setminus \bigcup_{i=1}^n K_i \) we have that \( x \in \text{BNE}_{\varepsilon_t}(G^t) \). If for each \( i \), \( K_i \) is a finite or empty set there is nothing to prove. Hence to complete the proof we need to show that for each \( i \), \( K_i \) cannot be infinite. To this end
suppose that for some $i$, $K_i$ is infinite. Then the net $\{y^t_i: t \in K_i\}$ has the property that,

\[(5.4.1) \quad v_1(y^t_i, x^t_i) > v_1(x^t) + \varepsilon_t.\]

Note that $y^t_i \in L_{x^t_i} \subset L_{x_i}$ and the set $L_{x_i}$ is weakly compact. Hence, we can find a subset still denoted by $\{y^t_i: t \in K_i\}$ such that $y^t_i$ converges weakly to $y_i \in L_{x_i}$. By the weak continuity of $v_i$ taking weak limits in the inequality $(5.4.1)$ we obtain that $v_i(y^t_i, x_i) \geq v_i(x) + \varepsilon$. Thus, we can conclude that $y_i \in P_i(x) \cap L_{x_i}$ for some player $i$, a contradiction to the supposition that $x$ lies in $\text{BNE}(\mathcal{G})$.

5.5 Proof of Theorem 4.1

We begin with some preparatory observations and facts. Denote by $L_{\text{ext} x_i}$ the set $\{x_i \in L_1(\mu, \mathbb{R}^m): x_i: \Omega \to \mathbb{R}^m \text{ is } \mathcal{F}_i\text{-measurable and } x_i(\omega) \in \text{ext} x_i(\omega) \mu\text{-a.e.}\}$. Define the mapping $\Psi: L_1(\mu, \mathbb{R}^m) \to \mathbb{R}^m$ by $\Psi(z) = \int z(\omega) d\mu(\omega)$. Denote the integral of the set-valued function $\text{ext} x_i: \Omega \rightarrow 2^{\mathbb{R}^m}$ by $\int \text{ext} x_i$ which in turn is equal to $\Psi(L_{\text{ext} x_i}) = \{\psi(z): z \in L_{\text{ext} x_i}\}$. Set $\int \text{ext} X = \bigcap_{i=1}^n \int \text{ext} X_i$. Let $\int \text{ext} X_i = \bigcap_{j=1}^m \int \text{ext} X_j$ and denote the points of $\int \text{ext} X_i$ by $\mathcal{X}_i$. Since by (a.4.3) for each $\omega \in \Omega$, $u_i(\omega, \cdot)$ is linear on $\bigcap_{j=1}^m Y_j = \mathbb{R}^{mn}$ the domain of the expected utility of each agent $i$, i.e., $g_i(x) = \int u_i(\omega, x(\omega)) d\mu(\omega)$ is now $\int X = \int \text{ext} X$. However, we will show that the set $\int X$ is equal to $\int \text{ext} X$. To this end first note that since each $X_i$ is compact and convex valued, by the standard Krein-Milman-Minkowski theorem we have that
(5.5.1) \[ \overline{\text{con}}(\text{ext}X_i(\omega)) = X_i(\omega) \mu\text{-a.e.} \]

By Theorem 5.3 in Himmelberg (1975) \( \text{ext}X_i(\cdot) \) is lower measurable and so is \( \overline{\text{con}}\text{ext}X_i(\cdot) \). Integrating (5.5.1) we obtain:

(5.5.2) \[ \int \overline{\text{con}}(\text{ext}X_i) = \int X_i. \]

Since by assumption the measure space \((\Omega, \mathcal{F}, \mu)\) is atomless by Theorem 3 of Aumann (1965) we have that:

(5.5.3) \[ \int \overline{\text{con}}(\text{ext}X_i) = \int \text{ext}X_i. \]

Combining (5.5.2) and (5.5.3) we have that for each \( i \), \( \int \text{ext}X_i = \int X_i \) and we conclude that \( \int X = \int \text{ext}X \).

As in the proof of Theorem 3.5.1 for each \( i \), define \( P_i : \int \text{ext}X - 2\int \text{ext}X_i \) by

(5.5.4) \[ P_i(x) = \{ y_i \in \int \text{ext}X_i : g_i(y_i, x_i) > g_i(x) \}. \]

It follows from the Lebesgue dominated convergence theorem that \( g_i \) is (norm) continuous on \( \int \text{ext}X \) (recall that by (a.4.3) for each \( \omega \in \Omega \) \( u_i(\omega, \cdot) \) is continuous and integrably bounded). Moreover, since by assumption for each \( \omega \in \Omega \), \( u_i(\omega_i) \) is linear so is \( g_i \). But since \( g_i \) is norm continuous and linear it is also weakly continuous [Dunford-Schwartz (Theorem 15, p. 422)]. Hence, \( P_i \) has a weakly open graph in \( \int \text{ext}X_i \times \int \text{ext}X \).
Finally note that by claim 5.1 in Yannelis-Rustichini (1991), \( \int \text{ext} X \) is weakly compact and nonempty.

With all these preliminaries out of the way we can now complete the proof of Theorem 4.1. As a matter of fact the argument from now on is identical to the one adopted for the proof of Theorem 3.5.1 and we will only outline it. Let \( \{ x^t : t \in T \} \) be a net in \( \text{PBNE}(G^t) \), i.e., \( x^t \in \int \text{ext} X^t \) and for all \( i \), \( g_i(x^t) = \max_{y_i \in \int \text{ext} X^t} g_i(y_i, x^t) \). As noted above, \( \int \text{ext} X^t \) is weakly compact. Hence, by adopting the argument of Theorem 3.5.1 we can extract a sequence \( \{ z^{t^m} : m = 1, 2, \ldots \} \) from the net \( \{ x^t : t \in T \} \) such that \( z^{t^m} \) converges weakly to \( x^* \in \int \text{ext} X^* \subset \int \text{ext} \bar{X} \), i.e., for each \( i \), \( x^*_i \) is \( \mathcal{F}_i \)-measurable selection from \( \text{ext} \bar{X}_i \). To complete the proof one must show that \( P_i(x^*) \cap \int \text{ext} \bar{X}_i = \emptyset \) for all \( i \). An identical argument with that used in Theorem 3.5.1 can be now adopted to complete the proof of Theorem 4.1.

5.6 Proof of Theorem 4.2

As in the proof of Theorem 4.1 we have that \( \int \bar{X} = \int \text{ext} \bar{X} \) and the latter set is weakly compact and nonempty. Moreover, the set-valued function \( P_i : \int \text{ext} \bar{X}_i - 2\int \text{ext} \bar{X}_i \) defined as in (5.5.4) has a weakly open graph. Let \( x \) now be in \( \text{PBNE}(\bar{G}) \), i.e., \( x \in \int \text{ext} \bar{X} \) and for all \( i \),

\[
g_i(x) = \max_{y_i \in \int \text{ext} \bar{X}_i} g_i(y_i, x)\]

Using an identical argument as in Theorem 3.5.2 one can construct a net \( x^t \) in \( \text{PBNE}(G^t) \) such that \( x^t \) converges (in the \( L_1(\mu, Y) \) norm) to \( x \) in \( \text{PBNE}(\bar{G}) \).
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