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Abstract

This thesis details research in developing new methods for performing high-resolution sub-Doppler spectroscopy of molecular ions in the laboratory. Molecular ions are of interest to a variety of fields, from astrochemistry to fundamental physics to the study of chemical reactive intermediates. The limiting factor in developing a deeper understanding of many ion systems is the quality of the available laboratory spectra. Traditional techniques for high-resolution spectroscopy of ions are limited by two factors: the precision is often limited by the Doppler-broadened linewidths of the observed spectra, and the accuracy is typically limited by the laser frequency calibration. Two new techniques are described in this thesis: cavity enhanced velocity modulation spectroscopy (CEVMS) and ion beam spectroscopy. Each of these techniques was first implemented in the near-infrared spectral region using a titanium sapphire laser, and was then extended into the mid-infrared, using an optical parametric oscillator (OPO) for CEVMS and difference frequency generation (DFG) for the ion beam. Both of these techniques allow for sub-Doppler resolution to significantly improve the precision beyond what was possible with traditional ion spectroscopy, and because both techniques are based on direct absorption spectroscopy, they require nothing of the ion of interest other than an allowed transition within the tuning range of the laser used, making them applicable to a wide variety of ions. The lasers used with both of these techniques have been referenced with an optical frequency comb for sub-megahertz absolute calibration accuracy of linecenters, which is a significant improvement beyond the 20-200 MHz accuracy that was typical of ion spectroscopy before the work presented in this thesis.
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Chapter 1

Introduction

Molecular ions are of interest to a variety of fields, ranging from astrochemistry to fundamental physics to the study of reactive intermediates, but studying them in the laboratory often proves difficult for many reasons. First of all, it is difficult to produce them in large quantities. Some typical conditions for a laboratory positive column discharge cell are \( \sim 1 \text{ Torr cell pressure} \) and \( \sim 10^{-6} \) fractional ionization, meaning that sensitive spectroscopic techniques must be used to detect these ions at effective concentrations of only \( \sim 1 \text{ ppb relative to atmospheric pressure} \). (Of course, these numbers can vary by an order of magnitude or two depending on the exact plasma conditions, but they give a rough idea of the issues that must be considered when developing ion spectroscopic techniques.) Such low fractional ionization also means that neutral precursor molecules present in the plasma discharge cell are around a million times more abundant than the ions of interest, so ion-neutral discrimination is important not only for distinguishing ionic signals from neutral ones, but also to avoid having the potentially much larger neutral signals completely obscure the smaller ionic ones.

One of the most productive techniques for high resolution ion spectroscopy over the past several decades has been velocity modulation spectroscopy (VMS). [92] There are a few reasons that it has been much more productive than some other techniques. For one, the positive column discharge cells typically used have high ion density (\( \sim 10^{10} - 10^{12} \text{ cm}^{-3} \)) and rich plasma chemistry, so it is possible to create and observe a wide variety of ions with this technique. It also provides excellent ion-neutral discrimination through AC modulation of the discharge voltage and phase-sensitive detection. Because the ions within the cell are accelerated toward the oppositely-charged electrode, their absorption profiles are Doppler-shifted, while any neutral molecules retain the same velocity throughout the discharge cycle.

Until recently, the most advanced VMS setups have used liquid nitrogen cooled discharge cells for lower ion temperatures, and thus lower partition functions for simpler spectra and stronger lines. They have also used unidirectional multi-pass cells for up to \( \sim 8 \text{ m of effective path length of the laser through the plasma} \), while still retaining the same ion-neutral discrimination that is possible with single-pass experiments.

In the completely independent field of neutral spectroscopy, cavity-enhanced techniques are commonly
used to greatly increase the effective path length and optical power through a gas sample. One of the most straightforward cavity-enhanced techniques is continuous-wave cavity ringdown spectroscopy (cw-CRDS). To perform cw-CRDS a laser is coupled into a high-finesse optical cavity. Typically, the cavity length is swept by a piezo-electric transducer (PZT) on which one of the cavity mirrors is mounted. When the cavity length matches a half-integer multiple of the laser wavelength, laser intensity builds up within the cavity, then the laser is chopped and the light intensity within the cavity decays exponentially with a time constant dependent on the intracavity losses, both from the mirror transmission/absorption/scatter, and from the absorption of the intracavity gas. Although cavity ringdown is a very sensitive technique, it does have some limitations. Detection has a very low duty cycle, and the intermittent (and to some degree, random) acquisition make it difficult to integrate with some secondary level of modulation.

An alternative cavity enhanced technique that offers continuous acquisition is cavity-enhanced absorption spectroscopy (CEAS). Because it offers continuous acquisition, it is possible for it to exceed the sensitivity of cw-CRDS. To come close to approaching the shot noise limit, some form of modulation is often needed; most often wavelength modulation is used with CEAS. The other advantage of this technique is that the optical cavity greatly enhances the intracavity optical power, making saturation spectroscopy possible for even weak transitions, such as overtones and combination bands. One of the biggest technical challenges in implementing CEAS is the need to lock the laser frequency and the cavity length to one another, which is discussed thoroughly in Chapter 2.

It was previously thought that CEAS was incompatible with VMS because the symmetry of the cavity would nullify the $1f$ demodulated signal, forcing the $2f$ signal to be used, and this $2f$ signal is sensitive to concentration modulation of excited neutral species. We have shown, however, through careful selection of the phase used for phase-sensitive detection it is possible to not only distinguish ion signals from neutral ones, but also to isolate them from one another in separate detection channels. The initial demonstration of this technique, cavity enhanced velocity modulation spectroscopy (CEVMS) is described in Chapter 3.

The initial CEVMS setup used a Ti:Sapph laser to observe $N_2^+$ in the near-infrared. One of the most exciting aspects of this technique was the enabling of sub-Doppler spectroscopy through optical saturation of transitions. Although the observed Lamb dips were significantly broader than are typical for neutral molecules ($\sim 50$ MHz compared to $\sim 1$ MHz), they were still over an order of magnitude narrower than the Doppler-broadened profiles of the same transitions. To take full advantage of the added precision that comes from narrower linewidths, the experimental setup was upgraded with optical frequency comb calibration to provide absolute laser frequency determination to better than 1 MHz. Details of the frequency comb integration and more thorough studies into the width and strength of the Lamb dips are presented in
Appendix A.

Although CEVMS provided for a factor of over 100 greater path length through the plasma discharge cell than a simple single-pass setup provided, the overall signal-to-noise of the observed spectra was no better, and in some cases, the CEVMS spectra had S/N that was significantly worse than single-pass spectra acquired with the same laser and plasma discharge cell. The primary source of noise came from the imperfect lock between the optical cavity and the laser frequency. There was a significant amount of random noise from vibrations in the cavity mirror mounts and in the laser frequency, but the largest source of noise seemed to come from the AC plasma discharge itself. When the plasma was turned on, a significant amount of noise coupled into the cavity locking electronics, and any noise in the cavity lock at the modulation frequency would get converted into cavity transmission laser intensity noise at twice the modulation frequency. This $2f$ noise was particularly problematic, as the lock-ins needed to be set to $2f$ demodulation to observe the desired CEVMS signal. All attempts to add electronic filters and Faraday cages around the plasma cell and associated electronics provided only minimal improvements, so it is thought that the primary source of noise transmission was through the grounding pins of the electronics, since the cavity locking, laser control, and plasma driving electronics all shared a common ground.

The next logical step to mitigate the effects of locking noise on the final spectroscopic signal (both random noise and plasma noise) was to upgrade the experiment to use noise immune cavity enhanced optical heterodyne molecular spectroscopy (NICE-OHMS). This technique combines the techniques of cavity enhancement for increased path length and optical power with heterodyne spectroscopy for very low noise (often approaching the shot noise limit). Before coupling the laser into an optical cavity, two sets of RF sidebands are applied to the laser frequency, one for locking and the other at an exact multiple of the cavity free spectral range for heterodyne detection. This ensures that the three laser frequencies are coupled through the cavity simultaneously, each coupling into its own cavity mode. There are several major advantages of NICE-OHMS compared to CEAS. First, as with all heterodyne spectroscopy, detection is done at high frequencies (100 MHz - 1 GHz), so $1/f$ detection noise tends to be quite small. Second, heterodyne spectroscopy is a zero-background technique, which helps the effective sensitivity even more against some types of additional noise or drifts in the system (such as laser intensity fluctuations). But the biggest advantage of NICE-OHMS over CEVMS is that it is insensitive to laser/cavity locking noise, hence the “noise immunity”. There are three laser frequencies coupled through the cavity (the carrier and two RF sidebands), and all three laser frequencies are affected by cavity locking noise exactly the same way, so the net signal is unaffected by any deviations or noise in the locking system. For example, if there was some sudden laser frequency deviation that caused the cavity transmission to drop by 10%, that would create a
noise spike of 10% of the overall transmission intensity in the final spectrum of CEAS, but the NICE-OHMS spectrum would be unaffected, because the two beats between the sidebands and the carrier would both be attenuated by 10%, and would remain balanced for a null signal. A review of the various implementations of NICE-OHMS to date is presented in Appendix D.

Integrating NICE-OHMS into the Ti:Sapph CEVMS setup was straightforward. A second electro-optic modulator (EOM) was added to imprint the heterodyne RF sidebands on the laser in addition to the locking sidebands before the laser was coupled into the cavity. The cavity transmission detector was replaced with a higher bandwidth detector (faster than the heterodyne modulation frequency), and the detector output was first demodulated at the heterodyne frequency before being demodulated at twice the plasma modulation frequency. The initial demonstration of this technique, which we call noise immune cavity enhanced velocity modulation spectroscopy (NICE-OHVMS), is presented in Chapter 4. There are two different implementations presented in that chapter. The initial setup used a resonant EOM at 1.02 GHz and a 1 GHz detector to space the sidebands by 9 times the cavity FSR. Then, in preparation for moving to the mid-infrared (where 1 GHz detectors are not readily available), a different resonant EOM was used to space the sidebands at a single FSR, 113 MHz.

One disadvantage of NICE-OHVMS is that the lineshapes can be very complicated. With heterodyne spectroscopy, there are contributions to the lineshapes from each laser frequency (carrier and two sidebands), and detection is sensitive to both absorption and dispersion. With plasma modulation and demodulation at $2f$, detection is also sensitive to both velocity and concentration modulation of the ions. And with the cavity-enhanced laser power inducing saturation, there are both Doppler-broadened and sub-Doppler components to the observed lineshapes. Chapter 5 describes in detail the various considerations that must be taken into account when attempting to understand the observed lineshapes.

After characterizing and optimizing the system used in the N$_2^+$ NICE-OHVMS work, the same laser spectrometer was used for direct absorption spectroscopy of the ion beam as described in Chapter 6. Although the ion beam has orders of magnitude lower ion density than the positive column cell used in NICE-OHVMS, it does have some distinct advantages unique to ion beams. For one, simultaneous mass spectroscopy can be performed to optimize discharge conditions to produce optimal amounts of the ion specifically of interest. Doppler-broadened linewidths are narrowed through kinematic compression to provide precision without the obscuring of a much broader lineshape on top of the narrow one. Also, because the Doppler splitting of the two components of the observed transitions is dependent on the mass of the ion, each observed spectral line can be unambiguously assigned to a single ion mass. This can be particularly useful for complex plasmas with many different ion species that must be distinguished from one another. The final advantage of the ion
beam is that it is compatible with supersonic expansion discharge sources, potentially allowing for spectra of very cold ions to be acquired. Work is currently underway to integrate the supersonic expansion discharge source that was previously developed in our lab [18] with the ion beam instrument.

Work is also underway to interface the difference frequency generation (DFG) NICE-OHMS spectrometer described in Appendix C with the ion beam instrument. The new spectrometer was a straightforward extension of the Ti:Sapph NICE-OHMS spectrometer used for the work in Chapters 4 and 6. The Ti:Sapph beam was combined with a fixed-frequency Nd:YAG (at 1064 nm) within a periodically poled lithium niobate (PPLN) crystal. This produced a mid-infrared beam tunable from 2.8 to 4.8 μm. Because the RF sidebands were imprinted on one of the near-IR beams before the DFG process took place, the sidebands get transferred to the mid-IR beam without the need for a specialized mid-IR EOM.

In parallel to the efforts to extend the ion beam into the mid-infrared, work has also been underway to extend NICE-OHVS to the mid-infrared as well. Because the sub-Doppler resolution of NICE-OHVS is dependent on the ability of the laser to saturate optical transitions, a higher-power mid-IR source was needed. To this end, an optical parametric oscillator (OPO) was used to provide up to 1 W of mid-IR power, which when combined with the cavity enhancement factor of the optical power, provided more than enough power to saturate mid-IR transitions of molecular ions. The experimental setup is described in Appendix B, along with its initial demonstration with H$_3^+$. Because we are performing spectroscopy much more accurately than has previously been done with molecular ions in this spectral region, there aren’t any ‘standard’ ion spectra to verify our accuracy. Rather, we used our acquired spectra with the well-studied ion HCO$^+$ to perform a combination differences analysis that could be directly compared to directly observed rotational transitions. The results of this HCO$^+$ work are presented in Chapter 7, and show that we are able to obtain sub-MHz accuracy with just Doppler-broadened observations, with the prospect of improving even further when the sub-Doppler cavity-enhanced version of the technique is optimized.
Chapter 2

Laser Locking

This chapter is intended as an introduction to the principles and practical considerations of laser frequency locking. The majority of the chapter is focused on locking lasers to optical cavities, since that is critical for all of the experiments described in this thesis, but there is also some discussion of locking to molecular absorption lines and offset locking to a frequency comb, both of which were also implemented. The specific locking systems used for the spectroscopic systems are also described in this chapter.

In designing any locking system there are a few key elements:

1. a laser with some input to control its frequency
2. something to lock the laser to
3. an error signal
4. feedback electronics to process the error signal before sending it to the laser.

An error signal is just any signal that can be used to provide information about how far the laser is from its desired wavelength and in what direction it is off. The aspect that most commonly discriminates between different types of locking systems is the way in which the error signal is generated.

There are several methods to generate an error signal, each with its own advantages and disadvantages. The types of locking described here are side-of-fringe, dither, Pound-Drever-Hall (PDH) [25], and offset frequency locking.

2.1 Side of Fringe Locking

In side-of-fringe locking, a signal with even symmetry is used, such as transmission through an optical cavity or a molecular absorption, and the laser is locked onto the side of the transmission fringe. This is the method used for locking our Ti:Sapph laser to its stable reference cell. A simulated cavity transmission with its lock point are shown in Figure 2.1.
In the example shown, the laser is locked on the left side of the fringe, with the lock point set to approximately half the height of the maximum transmission. The cavity transmission is continuously monitored; when the transmission rises above the lock point, it indicates that the frequency of the laser is too high, and a correction is sent through the processing electronics to shift the frequency back down to near its original lock point. Likewise, when the cavity transmission dips below its lock point, it indicates that the laser frequency is too low, and must be corrected to shift it back up to its lock point.

The primary advantage of using this locking method is that it is relatively simple compared to the other methods. The photodiode output is the error signal, with no additional processing needed. There are two significant disadvantages, though. For one, any laser intensity noise or detector noise will get converted into frequency noise by the feedback loop. This is because a drop in power laser power manifests in the error signal in the same way as a decrease in the laser frequency, and an increase in laser power appears exactly the same as an increase in laser frequency when the system is locked.

The other disadvantage is that this locking method tends not to be very tight compared to the other methods presented later. In the Ti:Sapph reference cell setup, the reference cell finesse is only ~17, and the free spectral range (FSR) is ~1 GHz, which makes the cavity mode linewidth ~60 MHz (determined by FSR/Finesse).

Using higher finesse cavities with a side-of-fringe proves to be quite difficult. Each method of locking has a natural “capture range”, defined as the furthest the laser frequency can deviate while still being corrected back to the center lock point. In Figure 2.1, the laser frequency can deviate as far down as the next cavity mode before the error signal rises above the voltage “lock point”. But going in the other direction, the laser frequency can only rise by up to the cavity linewidth before the transmission signal dips down below the lock point and the laser frequency is pushed away from the desired fringe and toward the next one. For the

Figure 2.1: An illustration side-of-fringe locking, showing a cavity mode with a side-of-fringe lock point on the low-frequency side of the transmission fringe.

The primary advantage of using this locking method is that it is relatively simple compared to the other methods. The photodiode output is the error signal, with no additional processing needed. There are two significant disadvantages, though. For one, any laser intensity noise or detector noise will get converted into frequency noise by the feedback loop. This is because a drop in power laser power manifests in the error signal in the same way as a decrease in the laser frequency, and an increase in laser power appears exactly the same as an increase in laser frequency when the system is locked.

The other disadvantage is that this locking method tends not to be very tight compared to the other methods presented later. In the Ti:Sapph reference cell setup, the reference cell finesse is only ~17, and the free spectral range (FSR) is ~1 GHz, which makes the cavity mode linewidth ~60 MHz (determined by FSR/Finesse).

Using higher finesse cavities with a side-of-fringe proves to be quite difficult. Each method of locking has a natural “capture range”, defined as the furthest the laser frequency can deviate while still being corrected back to the center lock point. In Figure 2.1, the laser frequency can deviate as far down as the next cavity mode before the error signal rises above the voltage “lock point”. But going in the other direction, the laser frequency can only rise by up to the cavity linewidth before the transmission signal dips down below the lock point and the laser frequency is pushed away from the desired fringe and toward the next one. For the
Ti:Sapph reference cell, this ends up giving a capture range of approximately -1 GHz to +60 MHz, but for higher finesse cavities, the upper limit on the capture range gets smaller as the finesse goes up. For very high finesse cavities, it can be as small as tens of kHz, which means that there cannot be much laser frequency noise at all, and the lock must be very tight.

The final disadvantage of side-of-fringe locking occurs when the light output through the cavity is desired for some other purpose later in the system. Perhaps the cell is being used to clean up the mode structure of the laser before sending it on, or perhaps (as is described in later chapters of this thesis), some analyte is put into the cell, and the cavity transmission is recorded to detect the absorption due to that analyte. In that case, only about half of the possible amount of light is actually available for detection (or perhaps a bit more if the lock point is set higher on the fringe), so the sensitivity is not as good as it would be if the laser was locked to the top of the fringe rather than to the side of it.

2.2 Lock-In Amplifiers

Before moving on to more complex locking schemes, it is necessary to have a basic understanding of how mixers and lock-in amplifiers work. Both dither locking and the Pound-Drever-Hall methods require some form of modulation and demodulation to generate their respective error signals.

A lock-in amplifier consists of a mixer that mixes an input signal with a sine wave at a known frequency, provided to the “reference” input of the lock-in, followed by an integration stage that essentially averages the mixer output for a period of time determined by the time constant of the lock-in.

A mixer works by using some nonlinear circuit elements (often an arrangement of diodes) to essentially multiply two signals (the reference and the signal) by one another. If we assume that the two inputs to the mixer have angular frequencies $\omega_{\text{ref}}$ and $\omega_{\text{sig}}$, then we can use a trigonometric identity to calculate what the output of the mixer must be

$$\sin(\omega_{\text{ref}} \cdot t) \times \sin(\omega_{\text{sig}} \cdot t) = \frac{1}{2} \{ \cos[(\omega_{\text{ref}} - \omega_{\text{sig}}) \cdot t] - \cos[(\omega_{\text{ref}} + \omega_{\text{sig}}) \cdot t] \}$$

This means that the output of the mixer contains frequency components at both the sum and the difference of the two input frequencies. If the two frequencies are identical, then the mixer will output a DC signal and a signal at twice the input frequency. Within the lock-in amplifier, the stage after the mixer is an integrator. The DC level is unaffected by this integrator (which takes the average signal over some period of time), as it remains at the same level regardless of the integration time. The component at $2f$, however,
gets averaged to zero, as long as the time constant averages over several cycles.

It is worth noting that in the simplified situation presented in Equation 2.2, the phases of the signals are neglected. But when the two input frequencies are identical, their relative phases can have a profound effect on the DC level output in the end. The DC level output by the mixers ends up being proportional to \( \cos(\phi_{\text{diff}}) \), where \( \phi_{\text{diff}} \) is the difference in phases between the two input signals. This means that the maximum output signal comes when the two signals are exactly in phase with one another; when the phases are 180° out of phase with one another, a negative DC level is obtained, equal in amplitude to the signal obtained at 0° phase difference. When the phases are 90° out of phase with one another, no DC level is output. This phase dependence should always be kept in mind when attempting to optimize signals, since an unfortunate choice in phase could completely eliminate any signal.

### 2.3 Dither Locking

Another method of locking to a cavity or molecular absorption line is a “dither lock.” In this method, a small dither is applied to the laser frequency, and the cavity (or absorption cell) transmission signal is demodulated at some multiple of that dither frequency to generate an error signal, as shown in Figure 2.2.

The purpose of the dither lock is to lock the laser on the peak of the cavity transmission. At the peak, the error signal is zero, as shown in Figure 2.2, since the cavity transmission signal has a frequency that is twice the frequency of the applied modulation signal (\( 2f \)); thus, through mixing and integrating, the net lock-in output is null. When the laser frequency drops down to the low-frequency side of the cavity mode, there is some component of the cavity transmission signal at \( 1f \), and this component is in-phase with the applied dither; thus, a net positive signal is produced by the lock-in. Likewise, when the laser frequency rises up above the peak of the cavity transmission, a net \( 1f \) signal is produced, but this time, it is 180° out of phase with the applied modulation, which gives a net negative signal out of the lock-in amplifier.

The overall error signal, produced as the laser is scanned across a cavity resonance, is shown in Figure 2.2. Note the odd symmetry with a zero-crossing at the peak of the cavity transmission. This zero crossing is typically used as the lock point, as it maximizes transmission through the cavity and provides a more robust lock than offset locking to some other point on the error signal.

The biggest advantage of dither locking compared to side-of-fringe locking is that it allows for the laser frequency to be locked at exactly the peak of the reference fringe, be it a cavity transmission or a molecular absorption. When using an optical cavity, this allows for the maximum amount of light to be coupled through the cavity, and also improves the capture range of the lock, extending it in principle all the way
to the next cavity modes on either side of the desired fringe; this makes the lock significantly more robust
than locking to the side of a fringe, especially for higher-finesse cavities and narrower molecular absorption
lines. In practice, the practical capture range of the lock is typically limited by a convolution of the cavity
linewidth, the laser linewidth, and the dither amplitude, though if the laser is outside of this range, it will
typically eventually drift to a point where it is within this range of the lock point.

When locking to a known molecular absorption line, this provides the added benefit of knowing the exact
frequency of the laser once it is locked onto the center of the line, to within the precision that the lock point
is set with. This is the method we use to lock the Nd:YAG laser from the difference frequency generation
(DFG) setup onto an iodine hyperfine transition, which is described in Appendix C.

When implementing a dither lock, it is often advantageous to use some odd harmonic of the dither
frequency, rather than the dither frequency itself, as the error signal in a locking system. Any odd harmonic
will work in principle, since they all have an odd symmetry with a zero-crossing exactly at the line center.
Using the higher-order harmonics is often advantageous for two reasons: 1) the higher harmonics tend to
have a slightly steeper slope for the lock point, which makes the lock more sensitive to small deviations from
the central lock point and can improve the overall quality of the lock; and 2) observing the higher order
harmonics can be very useful for removing any slowly-sloping baseline that the error signal sits on top of.
For example, when locking to iodine hyperfine transitions, the Doppler profile appears quite strongly in the
1f signal (as shown in Figure 2.3), but is very nearly completely flat in the 3f signal (as shown in Figure 2.4.
This flatter baseline makes it much easier to properly set the lock point in the center of the Lamb dip, and
also makes the system much less sensitive to changes in the Doppler profile, for instance if the temperature
of the cell changes slightly, which changes the vapor pressure of iodine within the cell, making the Doppler profile stronger or weaker.
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Figure 2.3: Signals from DC detection (blue) and 1f demodulation of iodine observed when dithering the laser wavelength by several MHz. Because the dither is small compared to the Doppler profile width but large compared to the Lamb dip widths, the Lamb dip signals are much stronger in the 1f dither detection than the Doppler profile, although a portion of the broad derivative-like lineshape of the Doppler profile is still apparent in 1f detection.

There are some limitations of dither locking, though. For one, the applied dither may interfere with any spectroscopy done with the laser. If the dither frequency is on a comparable time scale to the data acquisition the dither may appear as noise or it may be aliased to appear as fringing in the final signal. If the data acquisition is averaged over several cycles of the dither, it may effectively broaden the linewidths of any detected signals. Both of these manifestations of the dither can be minimized to some extent by making the dither amplitude as small as possible while still maintaining the desired quality of lock.

The other limitation of the dither locking technique is that it may limit the locking bandwidth available to the laser. For example, the maximum modulation bandwidth of our Nd:YAG laser through its piezo control is 10 kHz. If we apply the dither at this frequency, we must set the lock-in time constant to average over several dither cycles to get a reliable error signal without too much noise. This limits the frequency corrections that can be applied to the laser to closer to \(~1\) kHz, rather than the full 10 kHz bandwidth that we'd be able to utilize if we were able to take advantage of the full bandwidth of the piezo rather than having to reserve some portion of it for dithering. Also, if corrections are applied too quickly relative to the dither, one risks the possibility of the lock actively canceling out some portion of the dither as it tries to correct it as it happens.
Figure 2.4: The wavemeter-calibrated signal from $3f$ demodulation of iodine observed when dithering the laser wavelength by several MHz. Compared to the $1f$ signal in Figure 2.3, the baseline is nearly completely flat and the Lamb dips appear with third-derivative-like lineshapes, compared to first-derivative-like ones in $1f$ detection. Overlaid in blue are the previously assigned hyperfine components of this transition, which are known to within $\sim 10$ kHz (much better than the wavemeter calibration that was used to generate the current $3f$ data).

2.4 Pound-Drever-Hall Locking

The Pound-Drever-Hall (PDH) method [11, 25] is the one most commonly used for locking a laser to a high-finesse cavity. It relies on the principles of heterodyne detection to observe the dispersion of an optical cavity for generating an error signal. [11] Heterodyne detection is discussed thoroughly in Section 5.3, so it will not be discussed here.

Figure 2.5: A generic experimental layout for locking to a cavity with the Pound-Drever-Hall method.

A generic PDH setup is shown in Figure 2.5. The electro-optic modulator (EOM) applies a set of heterodyne sidebands to the laser frequency. Typically these sidebands are spaced at anywhere between a few MHz to tens of MHz, with a fairly small modulation index ($\beta \sim 0.1$). The back-reflection off of the cavity is captured by a high-speed photodiode. In this setup, where the back-reflection rather than cavity transmission is observed, the cavity acts as an absorber when the laser is on resonance with a cavity mode. According to the Kramers-Kronig relations, any absorption of light must be accompanied by a corresponding dispersion. [55] Since heterodyne spectroscopy is sensitive to both the absorption and dispersion of light, we
can detect both absorption and dispersion on the back-reflection detector. As is discussed in Section 5.3, we can choose whether we are sensitive to absorption or dispersion signals by selecting the appropriate phase of demodulation for the detector signal.

Heterodyne spectroscopy is only sensitive to absorption of the sidebands, not the carrier, so no net signal will appear at the carrier frequency in the absorption detection phase. But it is sensitive to dispersion for both the carrier and the sidebands, and the overall dispersion signal has odd symmetry with a zero-crossing at the peak of the cavity transmission. The cavity transmission, back-reflection, and heterodyne signals for both the absorption and dispersion phases of the back-reflection are all shown in Figure 2.6.

![Figure 2.6: The cavity transmission (blue) and error signals for both the absorption (yellow) and dispersion (red) phases of the back reflection in a Pound-Drever-Hall setup. The heterodyne dispersion signal of the back reflection is used as the error signal for locking, as it has the appropriate symmetry and a zero-crossing at the peak of the cavity transmission.](image)

Compared to dither locking, PDH locking has several advantages. For one, it doesn’t require the extra dither to be applied, so there isn’t any extraneous noise coupled into the system from the dithering. Since the PDH modulation frequency is so much higher than any dither frequency that would be applied, it doesn’t limit the bandwidth available to the laser for locking. The effective capture range of a PDH lock extends all the way out to the sidebands on either side of the carrier, which are spaced at plus and minus the modulation frequency, because the points at plus and minus the sideband spacing are those at which the sign of the error signal changes from correcting the laser frequency toward the central lock point to pushing the laser frequency away from it.
2.5 Offset Frequency Locking

All of the locking schemes described above are used to lock a laser to the center of an absorption or cavity resonance. Even the side-of-fringe locking scheme gets the laser to within less than half the width of a resonance of the center of the resonance. There are times, however, when it is desirable to stabilize a laser to some precision reference, but have the central frequency of the laser offset by some known frequency from the center of the reference resonance.

One method for doing this, which is fairly common in the atomic, molecular, and optical (AMO) physics community, is a straightforward extension to either the dither or the PDH methods described above. A set of sidebands is added to the laser frequency, typically using an EOM, and one of the sidebands is locked to the fixed reference, often a saturated atomic absorption of well-known frequency. The sideband can either be locked by producing a second set of sidebands, and performing a PDH-type lock, or the EOM RF modulation frequency can be dithered slightly for a dither-type lock. Then, to perform spectroscopy using the carrier frequency, the EOM modulation frequency is scanned over the range of interest. Using high-bandwidth fiber-coupled EOMs, the offset frequency can be scanned by up to several GHz, or as low as just a few MHz. The locking scheme could also be reversed, where the carrier is locked to a stable reference, and one of the sidebands is used to perform spectroscopy. Another option is that a laser could be locked to a stable reference, then frequency-shifted using a acousto-optic modulator (AOM), and use the frequency-shifted beam to perform spectroscopy, although AOMs tend to have much more limited bandwidths compared to EOMs, so this method is not as common. In either case, the offset frequency can be monitored with a simple RF frequency counter. If the counter has an internal reference that is synchronized with an absolute reference frequency, for example an atomic clock or a GPS-synchronized reference, then the measured RF offset frequency can typically be determined as precisely as the input reference frequency (on the order of $10^{-15}$ relative precision for a GPS reference).

The other type of offset frequency locking is the one that we use to lock our cw lasers to our optical frequency comb. It relies on detecting the beat signal between the cw laser frequency and one of the comb teeth, and using some feedback control to keep this frequency at a fixed value. We use two different methods for generating an appropriate error signal, each with its own advantages and disadvantages.

The first method utilizes the error signal generation electronics that came with the comb, and are mounted in the comb rack. There is a frequency counter with two inputs: one that increments a counter with each cycle of the input signal, and the other that decrements the same counter with each cycle of the input. The “up” counter used is the frequency-doubled GPS reference frequency, which causes the counter to count up at exactly 20 MHz. The “down” counter comes from the detector that ‘sees’ the beat signal of the cw
laser with a comb tooth, after some filtering and amplification electronics that clean up the signal and raise it to the appropriate amplitude to correctly trigger the actual beat signal, but not on the noise at nearby frequencies.

When the up and down counters are at exactly the same frequency, the net error signal output (the output of the counter box) is a DC level at whatever the counter value was the last time the frequencies differed at all. But if the two frequencies are at all different, the error signal with increase or decrease, depending on which input has the higher frequency. But, because the counter has a finite number of bits, if the difference in the two counts gets large enough, then the counter must reset.

Given that it is a 14 bit counter, if the frequencies are different by on the order of 1 MHz, the counter resets in a matter of milliseconds. For a free-running laser, this typically means that the counter is continuously slewing and resetting, giving an apparent sawtooth waveform out of the counter. The direction of the sawtooth tells which input is at a higher frequency: a slew up and jump down indicates the “up” input is higher in frequency, while a slew down and jump up indicates that the “down” input is higher in frequency.

To engage the lock, the two frequencies are tuned as close as possible to one another, as indicated by the slope of the sawtooth. This is done by tuning the frequency of the cw laser such that its offset from a comb tooth is as close as possible to 20 MHz. Then, if the lock is successfully engaged, the counter output should read near zero with some noise. If the counter output is still reaching the rails and resets at any point, this makes the feedback electronics prone to pushing the laser away from the lock point rather than toward it, so it is not a very robust lock. When the lock does work, it is an extremely tight lock. The carrier-envelope offset frequency ($f_{ceo}$) is locked with this method down to ~1 Hz, and we have managed to stabilize the OPO pump beam to the comb to within ~5 Hz, but the lock is very difficult to obtain and optimize without completely losing it.

With this locking scheme, the “capture range” is a bit difficult to define, since it is dependent not only on the frequency difference between the current frequency and the lock point frequency, but also on the time this difference is maintained. For example, since we have a 14 bit counter, the “up” and the “down” inputs can differ by up to $2^{13} = 8192$ “counts” at any given time without losing the lock. This means that if they differ by 1 MHz, corrections must be made within 8.1 ms to avoid losing the lock, while if they differ by 100 kHz, the system has 81 ms to correct itself before losing lock. This condition is fairly easy to meet when locking $f_{ceo}$, since the free-running offset frequency deviation is quite small, and the piezo that is used to lock it is quite fast. It is also possible for us to lock the ytterbium-doped fiber laser (YDFL) that acts as the seed to the OPO, since it also has good frequency stability, a very narrow free-running linewidth, and reasonably fast control through its piezo input. But we have had great difficulty in attempting to lock our
Ti:Sapph laser to the comb with this method, since it has worse frequency stability than the fiber laser, and to get its free running linewidth narrow enough to generate a reasonable error signal, it must first be locked to its reference cell rather than directly to the comb, and the reference cell piezo is very slow, so doesn’t allow for very fast frequency corrections to be made.

The second method we use to lock cw lasers to the comb relies on a frequency-to-voltage converter. Compared to the counter-based system, it is substantially simpler to obtain and maintain lock, but the lock is not nearly as tight, locking to within ~5 kHz rather than the ~5 Hz that is possible with the counter-based lock. It is worth noting that the uncertainty in the comb repetition rate limits the determination of the exact frequency of a given comb mode to within ~10 kHz, so the looser lock of the cw laser onto a comb mode doesn’t significantly affect the precision of the laser frequency measurement. One possible detrimental effect of the looser lock comes if we start to become concerned with laser linewidth: a very tight lock to a stable reference can narrow the effective laser linewidth substantially, and thus allow for the observation of narrower spectral features (if laser linewidth is the limiting factor) or for more light to be coupled into an optical cavity (if the cavity linewidth is narrower than the laser linewidth). Currently, neither of these effects is substantial in our experimental setups, so the looser frequency-to-voltage lock is strongly preferred.

The frequency-to-voltage converter works exactly how it sounds: it takes an input signal at some frequency, and using a combination of digital logic and analog signal processing, it gives an output voltage at a level that scales with the frequency of the input signal. Integrated circuits that perform this functionality within a single chip are readily available at frequencies of up to a few MHz, but for our application, we would prefer to be able to offset lock at a frequency of around 20 MHz, so we use a custom circuit to perform the frequency-to-voltage conversion for us.

Using the F-to-V converter for offset locking is straightforward: a DC offset is added to the output of the circuit (generally within the lock box), and the lock is engaged, with the feedback being sent to control the cw laser frequency. The DC offset determines exactly what frequency is used for the offset; for example, if no DC offset is applied to our circuit, the circuit zeros out at around 20 MHz input frequency, with a transfer function of around 1 V/MHz. So if an offset frequency of 25 MHz is desired, a DC offset of 5 V is added to the error signal input.

One consideration that must be kept in mind whenever using any sort of digital logic circuitry, either with the counter-based system or the F-V converter one, is that the RF input signals must have an amplitude that is large enough to trigger the logic gates with each cycle, while keeping the noise levels at other frequencies low enough to not cause false triggers. Noise can be a particular issue at very low as well as very high frequencies. Low frequency noise can cause the overall level of the desired signal to drift too low or too
high to reach the proper digital trigger thresholds, giving a reported frequency that is lower than the actual frequency. High frequency noise can cause each zero-crossing of the desired signal to effectively trigger multiple zero-crossings, giving a reported frequency reading that is higher than the actual frequency. To minimize both of these noise-induced effects, a bandpass filter is typically used to only allow through a fairly narrow range of frequencies: a Mini-Circuits BBP-21.4+, which passes frequencies in the range 18-25 MHz. We also amplify the signal just enough to trigger the counters while still keeping the noise at nearby frequencies below the trigger threshold; given that the typical signal-to-noise for the beat signal is $\sim 30$ dB, this gives a fairly large dynamic range to work in.

## 2.6 Feedback Electronics

Every feedback system described here, regardless of the method of error signal generation, requires some amount of signal processing to convert the generated error signal into a feedback signal that can be applied to some frequency transducer in the system. This is more of an electrical engineering problem than a scientific one, but building and optimizing the feedback electronics is often the most challenging and time-consuming aspect of building a locking system. Described in this section are some general design principles that should be taken into account that can make this process much easier, as well as the description of the general lock box design used for most of the locking systems in our lab.

There are some system parameters that, if known ahead of time, make the designing of the locking electronics significantly easier: the transfer function and the frequency response of each of the frequency transducers of the system.

The transfer function defines how much the laser frequency shifts given some applied voltage or current to the input of the transducer. It is typically given in terms of MHz/Volt, but could equivalently be given in terms of cm$^{-1}$/mA or any similar units. When the actuator is a piezo-electric transducer (PZT), the transfer function is defined in terms of piezo sweep per voltage, and using that sweep along with the length of the cavity, a change in the FSR can be computed and used as the voltage-to-frequency transfer function for the transducer.

Knowing the transfer function enables you to at least have some rough estimate of the amplitude of corrections that need to be applied to the system, and what the total scanning range needs to be to scan the desired frequency range.

For example, if the transfer function is very steep for some transducer, let’s say 1 GHz/V, and we want to make fast corrections with amplitudes ranging from 1 kHz to 1 MHz, this means that the voltage applied
directly to the transducer needs to be in the range of 1 \( \mu \)V to 1 mV. In such a case, one would not want to use a general-purpose locking circuit with a range of 10 V, since only 0.1% of the total range would be used, and the electronic noise in the locking circuit would need to be kept down to a level of around 1/1000 of that.

At the other extreme, if DC corrections are desired to a given actuator to enable scanning, the output range of the locking circuit needs to cover at least enough voltage range to cover the desired frequency scanning range. This means that if one wants to scan over the width of a Doppler-broadened line, which can be anywhere from a few hundred MHz to a GHz or more, one needs to plan ahead to make sure the lockbox can output the voltages across the entire desired scanning range.

The other aspect of the frequency transducers that needs to be taken into account, especially when multiple transducers are used in a single locking setup, is the frequency response of each one. This information determines what frequency components of the error signal should be sent to which transducers, as well as which filters should be put on which signals for optimal locking performance without oscillation. When designing the locking electronics, the bandwidth of each transducer can typically be estimated from the associated specification sheet. For PZTs, the limiting bandwidth is the lower of the specified bandwidth and that determined by a combination of the piezo driver output impedance combined with the piezo capacitance, which is given by \( 1/2\pi RC \). For AOMs, there is a similar restriction, where the minimum of the time limitation determined by the speed of sound of the acoustic waves propagating through the crystal, and the driving electronics determines the effective frequency response of the AOM.

Once the locking system is completely built and operational, the bandwidth of each frequency transducer in its completed feedback circuit can be determined by turning up the gain on the associated loop to the point where the lock starts to ‘ring’, which means it oscillates at a very regular frequency as the lock continuously overshoots the lock-point and gets caught in a positive feedback cycle where it keeps overshooting the desired lock point. The frequency of this ringing is typically at the upper bandwidth limit of the control loop that is ringing. Note that this is the bandwidth of the entire loop, not just of the physical transducer, so it may be limited by the electronics or detector response or whatever the lowest bandwidth element in the loop is. Ringing can also be induced when two control loops have too much bandwidth overlap and compete with one another, and it is important to not get confused by these two effects when troubleshooting or optimizing the system.

Once the bandwidth response and transfer functions for each frequency transducer have been determined, the actual locking electronics can be built. When designing the electronics with multiple loops, it is important to make sure they don’t have too much frequency overlap so they don’t try to compete with one another. It
is especially important that only a single control loop can make DC corrections to the system; the actuator with the broadest wavelength tuning range is generally selected for this purpose.

The design of the electronics themselves does not need to be very complex at all. Most of the lock loops assembled in our lab have used the same locking circuit, with some slight modifications from one instance to another. The original design of the circuit was done by Jun Ye at JILA for use with a tunable diode laser, so its two control loops were designed to control a PZT with a bandwidth of ~70 Hz (the “PZT” loop) and the current of the diode laser with an adjustable bandwidth that can go up to ~1 MHz (the “LD” loop). The actual printed circuit board was designed by Mingwu Lu from Ben Lev’s lab in the physics department here at the University of Illinois.

Because this circuit is designed around a series of individual operational-amplifier-based sub-circuits, the overall operation can be determined by first understanding each of the sub-circuit’s response functions, then multiplying all of the response functions together to get the final response of the full circuit.

2.7 Titanium:Sapphire System

This is the laser system that initial tests were done on for all major techniques described in this thesis: CEVMS (Chapter 3), NICE-OHVMS (Chapter 4), and ion beam spectroscopy (Chapter 6). Two different locking configurations were used.

In the first incarnation of this system, the included software for controlling the Ti:Sapph internal frequency actuators was used to lock the laser directly to the external cavity. This software was designed to perform a side-of-fringe lock of the Ti:Sapph laser onto a temperature- and pressure-controlled reference cell, which has a finesse of ~17 and a FSR of ~1 GHz.

The general procedure for locking to the reference cell was to sweep the reference cell length to see several cavity resonances, set the lock point to approximately half the height of the tallest fringe, and then stop sweeping the cavity and engage the lock. The laser frequency would slew up or down until it “caught” onto a cavity resonance, and it would then remain locked as the cavity was slewed to perform spectroscopy. This procedure had to be modified to implement PDH locking onto our external spectroscopy cavity.

The cavity used for spectroscopy in this initial setup had a finesse of ~100, limited by an intracavity iris that was used to both decrease the finesse (to make locking easier) and to spatially filter out transverse modes and make sure the TEM$_{00}$ was the only mode with significant transmission through the cavity. Locking sidebands spaced at ~20 MHz were applied to the laser using an EOM, and the resulting error signal was sent to the laser control electronics. Because the laser electronics had no control over the external
cavity length, it had to be swept manually with a function generator. If the lock point was set to 0 V immediately (corresponding to the zero-crossing of the center of the error signal), the laser was as likely to lock onto one of the sidebands as it was to lock onto the carrier. Rather, the lock point was set high enough to be above the peaks of the sideband contributions to the error signal while still being low enough to catch the top of the carrier error signal. The lock was then engaged, and after the laser was firmly locked onto the cavity, the lock point was slewed down to the zero-crossing to maximize cavity transmission. Scanning was accomplished by slewing the length of the external cavity and having the laser frequency follow the cavity length to remain locked.

The bandwidth of this locking scheme was ~12 kHz, limited by the fastest frequency actuator within the Ti:Sapph laser cavity: the tweeter mirror that was mounted on a small piezo-electric transducer. This setup worked well for our initial demonstration of CEVMS, but it did have a couple of key limitations. First, the laser was locked directly to a relatively unstable cavity rather than to the stabilized reference cell, so its frequency stability wasn’t very good, as it was prone to shift with changing temperature and pressure in the lab, as well as with mechanical vibrations in the cavity mirrors and mounts. Second, the 12 kHz bandwidth of the lock limited the possible finesse to only ~100. When the intracavity iris was opened to increase the finesse (up to the intracavity Brewster window limited finesse of ~300), the lock would become so noisy that it was essentially unusable, with maximum deviations so large that the cavity transmission dipped as low as half of its peak value.

To improve upon the system, a second generation locking setup was implemented using a double-pass AOM. [24] In this system, the Ti:Sapph laser was locked onto its reference cell as intended by the manufacturer, and two external actuators were used to lock the cavity and laser to one another. The error signal is split into slow (<70 Hz) and fast (>70 Hz) control loops by electronics. This allows the stability of the reference cell to be transferred to both the laser and the external cavity length on slow time scales, while allowing for the enhanced locking bandwidth that comes from the AOM setup. The vast majority of laser frequency and mechanical noise in the laser and the external cavity happens at low frequencies, due to drift over time as well as vibrations picked up through the table as well as picked up acoustically through the air.

The fast corrections are added to a DC offset before being sent to the input of a voltage controlled oscillator (VCO). This DC offset ensures that the average frequency of the signal being sent to the AOM is one at which the diffraction efficiency is near a maximum, 85 MHz for this particular AOM. The output of the VCO is then amplified with an RF amplifier to ~1 W total power before being sent to the AOM. By monitoring the corrections being sent to the VCO input while locked, it was found that the maximum magnitude of correction being sent to the laser through the fast loop was <1 MHz. And because the slowest
laser frequency corrections (via AOM) are much faster than the timescale of detection for the experiment (lock-in time constants are typically >100 ms), these fast corrections just broaden the effective linewidth of the laser. Because the laser linewidth is not the limiting factor for any of the spectroscopic techniques we employ, the broader laser linewidth has no significant effect on the final spectroscopic signals.

2.8 DFG System

The difference frequency generation (DFG) system is a straightforward extension of the Ti:Sapph system described in the previous section. The mid-infrared DFG is created by combining the Ti:Sapph beam and a beam from a Nd:YAG (at 1064 nm) in a periodically poled lithium niobate (PPLN) crystal. Because the Ti:Sapph is used as one of the pumps of the DFG system, we used the same double-pass AOM setup for fast frequency corrections, and the same cavity piezo for slow corrections. The only change to the Ti:Sapph beam path (other than the addition of the PPLN) was that the EOMs were moved from the tunable Ti:Sapph to the fixed-frequency YAG. This was done to mitigate the effects of frequency-dependent RAM and etalons that can interfere with the locking and heterodyne sidebands. The one disadvantage to this design choice was that the modulation efficiency of EOMs tends to decrease with increasing laser wavelength, but this in turn could be fixed to some degree by increasing the RF power applied to the EOMs, up to the maximum level they could take without causing damage.

The cavity mirrors and detectors (both for cavity transmission and back-reflection) also needed to be switched out for mid-infrared components. In the initial DFG setup, we used a relatively slow 1 MHz bandwidth InSb detector for detecting the cavity back-reflection and generating a PDH error signal. This worked reasonably well, and we found that we could push the locking sideband modulation frequency as high as 2 MHz while still retaining a strong error signal, but this is still a much lower frequency than the ~20 MHz that was used with the Ti:Sapph system. A low modulation frequency makes for a narrow capture range when first acquiring a lock, which doesn’t interfere with the quality of the final lock, but does make it somewhat more difficult to initially acquire the lock, as the cavity is prone to slewing to one extreme or another, or locking on to some transverse mode, depending on where in frequency space the laser and TEM\textsubscript{00} cavity mode happen to be when the lock is engaged. To improve this, we later added a 20 MHz bandwidth InSb. The actual bandwidth of the detector appears to be somewhat lower than the specified value of 20 MHz, but it does enable locking with sidebands spaced at ~10 MHz, which makes locking significantly easier, as frequency jitter in the system tends to be less than 10 MHz, so it is simple to position the laser to stay within the capture range of the desired cavity mode long enough to engage the locking circuit.
2.9 OPO System

The optical parametric oscillator (OPO) system works similar to the DFG system. Both use near-infrared lasers with PPLN crystals to create mid-infrared beams. The main difference is that the DFG requires two near-IR pump beams, while the OPO only requires one, with the second one generated within a resonant cavity. The OPO works as follows: a 1064 nm fiber laser (the seed) is sent through a fiber-coupled EOM to add RF sidebands for both cavity locking and heterodyne spectroscopy. The modulated seed is then sent through a fiber amplifier to boost the total power to 10 W, creating the pump for the OPO. The pump is then sent to the OPO head, where it is coupled through a fan-out PPLN crystal. Around the PPLN is a ring cavity that is resonant with the signal beam (tunable from 1.5 to 1.6 \( \mu \text{m} \)); the frequency of the signal beam is selected by a combination of the poling period of the PPLN and the angle of an intracavity etalon.

The major advantage over the OPO system compared to the DFG one is the much higher power output. The DFG produces up to 500 \( \mu \text{W} \) of tunable mid-IR power, while the OPO can output up to 1 W. This allows for much faster, cheaper, and more readily available detectors to be used for locking and for heterodyne spectroscopy. The detectors used for the OPO system have nearly twice the bandwidth and less than half the cost of the high speed InSb detectors needed for the DFG, while having the added advantage of not needing to be cooled with liquid nitrogen.

This system uses the exact same locking electronics as the Ti:Sapph and DFG systems. The slow loop actuator is still one of the cavity mirrors, but the fast loop controls a mirror within the signal cavity inside the OPO head. This mirror has a tuning range of a few MHz, and a modulation bandwidth of \( \sim 10 \text{ kHz} \). Although this is not as fast as the AOM used in the other systems, the frequency stability of the OPO is significantly better than that of the Ti:Sapph, so not as many high frequency corrections are needed to obtain a good cavity lock. We have found that this system can lock onto a cavity with finesse \( \sim 700 \), limited by the reflectivity of the cavity mirrors, so it could likely lock onto an even higher finesse cavity if we had the appropriate mirrors.

One innovation that we implemented in the OPO system was an “auto-relocker” system, which would automatically pause a scan, unlock the cavity, and re-obtain lock before resuming the scan. Two electronic circuits were required for this system: a comparator circuit, to indicate to the computer whether cavity transmission was “high” (locked) or “low” (unlocked or locked onto a smaller transverse mode); and digital control over the integrator switch of the lockbox. This integrator switch turns the DC gain of the lockbox to 0 when disengaged, effectively disabling the lock.

The auto-relocker works as follows: When the piezo voltage approaches one of its limits or the comparator senses that lock was lost, the scan is paused and the integrator is disabled. The cavity then slews back to
its initial length (the length it was at before being locked and scanned), and the integrator is re-enabled. If lock is obtained, then the scan continues. Otherwise, the integrator is disabled once again, a small DC offset is applied to the piezo driver (in hopes of shifting to cavity to within the capture range of the laser), and the integrator is re-enabled. This process continues until the lock is re-acquired and the scan can continue. If the piezo driver scans by more than a cavity FSR (~10 V for this system) and lock is never regained, the control program gives up and the user must manually adjust the locking parameters to relock the system. The most common cause of this is a drift in the DC offset of the error signal (often due to RAM) that needs to be manually corrected by a compensating DC offset.

This auto-relocker system drastically improved the time it takes to acquire scans, especially those over broad frequency ranges, as are typical for initially discovering lines and recording Doppler profiles. For some of the faster scans we’ve done (short time constant and relatively large frequency steps), the auto-relocker has sped up the scan rate by a factor of 2-3. It has been so useful that we have also implemented a copy of this system on the DFG setup.
Chapter 3

Cavity Enhanced Velocity Modulation Spectroscopy

3.1 Abstract

The spectroscopic study of molecular ions is of great importance to a variety of fields, but is challenging as ions are typically produced in plasmas containing many orders of magnitude more neutral molecules than ions. The successful technique of velocity modulation permits discrimination between ion and neutral absorption signals and has allowed the study of scores of molecular ions in the past quarter century. However, this technique has long been considered to be inappropriate for use with cavity-enhanced techniques, owing to the directional nature of the velocity modulation. Here we report what we believe to be the first demonstration of cavity-enhanced velocity modulation spectroscopy, utilizing a 2f phase-sensitive demodulation scheme. This approach offers the promise of combining very high-sensitivity spectroscopic techniques with ion-neutral discrimination, which could extend the applicability of velocity modulation to intrinsically weak transitions and to ions that cannot be produced in high abundance. The use of a cavity also permits Lamb dip spectroscopy, which offers higher resolution and precision in frequency measurements and may be useful in measuring collisional rate coefficients.

3.2 Introduction

Molecular ions play important roles in many fields, ranging from chemistry to propulsion to astrophysics, but they pose significant challenges to the laboratory spectroscopist. Two of the greatest challenges are preparing ions in sufficient quantities in the gas phase and detecting absorption lines of ions in the presence of interfering transitions of neutral molecules, which are typically several orders of magnitude more abundant. The production of large quantities of ions has been most successfully addressed by exploiting the positive

---

column of a glow discharge, as first demonstrated by Claude Woods group in the microwave [23] and later by Oka in the IR [72]. But it was not until the development of the velocity modulation technique by Saykallys group [41] that absorptions owing to neutral molecules could be avoided, so that these discharges could be fully exploited for ion spectroscopy. In the past quarter century, nearly 50 molecular ions have been studied by using velocity modulation, as reviewed in [93].

Much of the recent development work on velocity modulation has focused on improving the signal-to-noise ratio (S/N), to permit the study of trace ions or intrinsically weak transitions. The combination of optical heterodyne modulation with velocity modulation [38, 71] has pushed the noise level close to the shot noise limit with moderately intense lasers. Further improvement in the S/N therefore will require an extension of the optical path length through the plasma. The typical state of the art in this respect is a modified White cell [38, 71] that affords a total path length of ~8 m. This path length could, in principle, be increased dramatically by enclosing the positive column in a high-finesse optical cavity, as has been employed for the NICE-OHMS technique [114]. However, traditional velocity modulation spectroscopy relies on the difference in the ion drift velocity between the two half-cycles of an AC discharge, so the $1/f$ signal vanishes in a cavity (or any bidirectional multipass cell). In this work, we demonstrate that ion-neutral discrimination can be preserved in cavity-enhanced velocity modulation spectroscopy by using a $2/f$ demodulation scheme.

### 3.3 Experimental

Our experimental setup is illustrated in Fig. 3.1. Molecular ions ($N^+_2$) are produced in an uncooled positive column discharge cell in a continuous flow of nitrogen at a pressure of ~3.4 Torr. The cell used is identical to that described in [102], with the exception that the cavity ringdown mirrors in that reference have been replaced by BK7 Brewster windows to allow the insertion of an intracavity iris. The plasma is produced by an AC sine wave (3.8 kV$_{pp}$, 40 kHz) delivered to two water-cooled electrodes spaced by ~40 cm, and generated by a step-up transformer, the primary loop of which is driven by an audio amplifier (AE Techron 5050) in series with a 5Ω resistive load for plasma stabilization. The cell is placed inside an optical cavity that consists of two fused silica dielectric mirrors with 1 m radii of curvature and reflectivity 99.7%, separated by ~1.3 m. One of the mirrors is mounted to a cylindrical piezoelectric transducer (Piezomechanik), which controls the length of the cavity. The finesse of the cavity is reduced to ~100 by using the intracavity iris, to facilitate locking.

A ring Ti:sapphire laser (Sirah Matisse-TS) is locked to the cavity by using the Pound-Drever-Hall (PDH) method [25]. The back-reflection from the cavity is sampled by using an ordinary beam splitter,
and a Faraday isolator is placed at the output of the laser to prevent mode hops owing to optical feedback. Sidebands are generated by using an electro-optic modulator (at 8.1 MHz), and the output of the photodiode monitoring the back-reflection is sent through a high-pass (1.6 kHz) filter, amplified (24 dB), and then mixed with the RF modulation frequency and low-pass filtered (1.9 MHz) to produce an error signal that can be fed into the lasers control circuitry to keep the laser on resonance with the cavity. The laser is scanned by applying a DC voltage to the cavity piezo; a continuous tuning range of \(~3.5\) GHz has been routinely achieved. The laser frequency is measured by using both a Fabry-Perot interferometer (Toptica FPI-100) and a wavemeter (Bristol 621A-IR) with an accuracy of 70 MHz, and multiple contiguous \(~3.5\) GHz scans can then be stitched together.

The transmitted light from the cavity is sent through bandpass filters to reduce plasma emission and then focused onto a photodiode, which is placed \(~2\) m away from the plasma to further reduce the plasma emission. The output of this photodiode is sent to two lock-in amplifiers, both referenced to the plasma frequency, but with different sensitivities and different phases to optimize the discrimination between ion and neutral signals.
3.4 Results

A representative spectrum is shown in Fig. 3.2. One lock-in amplifier is primarily sensitive to molecular ion signals, in this case a close blend of the Q_{11}(14) and Q_{12}(6) transitions of the ν=1→0 band of the Meinel system (A^2Π_u-X^2Σ^+_g) of N_2^+. The observed frequency of this blend is in excellent agreement with that reported in a previous Fourier transform spectroscopy study of this band [30] and is illustrated by the vertical line in Fig. 3.2. The other lock-in is sensitive to neutral signals, in this case an unassigned transition that is likely part of the ν=4→4 band of the first positive (B^3Π_g-A^3Σ_u^+) system of N_2 [81]. In contrast to direct absorption studies [102, 30, 81], in which neutrals and ions can be separated only by quantum mechanical assignment or by their differing response to plasma conditions such as pressure, they are clearly separable by their different line shapes and phases in the present experiment.

![Figure 3.2: Spectral lines of (a) N_2 and (b) N_2^+, recorded simultaneously by using two lock-in amplifiers with different phase settings.](image)

The N_2^+ transitions show a line shape that is well described as a second derivative of a Gaussian (with a Lamb dip, discussed below). The velocity modulation of the ions could be viewed as a wavelength modulation of the two counterpropagating laser beams in the cavity (in the ions rest frame), thus yielding a familiar $2f$ line shape. The lock-in signal from the velocity modulation can also be simulated by assuming that the ions have a Gaussian (thermal) distribution of velocities, but that the center velocity oscillates in time, in phase with the discharge voltage. Trace a in Figure 3.3 shows the time-dependent absorption of N_2^+ at line center, owing to ions with zero velocity along the cavity axis; such ions are most abundant at the zero crossing of the discharge voltage, as there is no electric field to cause a net drift velocity. Trace c shows the N_2^+ absorption far from the line center, owing to ions with a large velocity along the cavity axis; such ions are
most abundant at the maxima of the discharge voltage, and thus appear 180° out of phase from the ions in trace a. This qualitatively explains why the wings of the N$_2^+$ line show up with the opposite sign from the line center in the lock-in signal shown in Fig. 2. The N$_2^+$ transitions do not show significant concentration or amplitude modulation, which would appear as an ordinary Gaussian line shape.

Figure 3.3: Simulated time-dependence of the N$_2^+$ absorption, a, at line center; b, at the zero-crossing; and, c, at the minimum, compared with, d, the electric field. Trace e, time-dependent concentration of N$_2$.

In contrast, the N$_2^+$ lines do appear with ordinary Gaussian line shapes, approximately 78° out of phase from the N$_2^+$ lines. These electronically excited nitrogen molecules are produced by impact with energetic electrons $\gtrsim$6.2 eV in the plasma, and their concentration is modulated by the discharge, but their velocity is unaffected. The observed value of the phase difference between N$_2^+$ and N$_2^+$ is not understood at present, but is likely to be pressure dependent.

Because of the high-intensity laser field inside the cavity, many of the observed transitions exhibit Lamb dips, as evident in the N$_2^+$ line in Fig. 3.2. To our knowledge, this is the first time Lamb dips have been observed in molecular ion spectra by using tunable laser absorption spectroscopy. The only previous report of a Lamb dip in a molecular ion (DBr$^+$ [44]) involved a laser magnetic resonance approach, which may be less generally applicable than the present approach. With improved frequency calibration (e.g., with an optical frequency comb), it will be possible to measure the transition frequencies of molecular ions with greatly enhanced resolution and precision, relative to Doppler-limited spectroscopy. Accurate measurements of the width of the Lamb dips as a function of laser power and discharge pressure may also allow measurement of the pressure broadening coefficients, and thereby the ion-neutral collisional rate coefficients. At present, the observed linewidth of the Lamb dips $\sim$130 MHz appears to be dominated by the frequency jitter of the cavity, as it is independent of the pressure of the discharge and it is considerably larger than is expected from unresolved hyperfine structure.
3.5 Discussion

The present work demonstrates the feasibility of cavity-enhanced velocity modulation spectroscopy, but several improvements to the current system will be needed before this technique can exceed the sensitivity of other established velocity modulation experiments (e.g., [71]. First, the noise level must be substantially reduced from the present value of an equivalent fractional absorption of $10^5$. When measurements are taken with the plasma off, the noise level is $10^7$, which indicates that our biggest source of noise is either electrical pickup or optical emission from the plasma. It should be possible to mitigate this noise by a combination of better shielding and/or a wavelength modulation scheme. The use of heterodyne spectroscopy with a sideband frequency equal to the free spectral range of the cavity, as in [114], may be especially useful in improving the noise level.

Second, the finesse of the cavity must be increased, to extend the effective absorption path length. The maximum finesse of our cavity is currently limited by the quality of our laser lock, which can be significantly improved by adding an acousto-optic modulator for high-frequency corrections. Additionally, we can improve the frequency stability of the system by locking the cavity to the laser instead of the reverse. The laser itself can then be locked either to its internal reference cavity or to an optical frequency comb. Another limit to our finesse is the presence of the Brewster windows, which could be avoided by mounting the cavity mirrors directly to the plasma cell, as in [102]. Ultimately, our current mirrors can be replaced by supermirrors to further increase the finesse. Finally, the signal can also be enhanced by using a longer discharge cell and by employing liquid nitrogen cooling to reduce the partition function of the molecular ions and the Doppler linewidth.

3.6 Conclusions

In this Letter we have demonstrated, for the first time to our knowledge, the use of cavity-enhanced spectroscopy together with velocity modulation. This combination offers the promise of substantially increasing the effective path length in velocity modulation experiments and permitting the study of extremely weak transitions of ions that can be produced in abundance, as well as the study of ions that are difficult to produce in quantity. In the limit of a high-finesse cavity combined with heterodyne spectroscopy [114], the S/N of the most sensitive velocity modulation experiments [38, 71] could be improved by a factor of $10^5$ or more. Furthermore, the presence of Lamb dips in the cavity-enhanced spectra opens the door to high-precision molecular ion spectroscopy as well as measurements of ion-neutral collisional rate coefficients.
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Chapter 4

Noise Immune Cavity Enhanced Optical Heterodyne Velocity Modulation Spectroscopy

4.1 Abstract

The novel technique of cavity enhanced velocity modulation spectroscopy has recently been demonstrated as the first general absorption technique that allows for sub-Doppler spectroscopy of molecular ions while retaining ion-neutral discrimination. The previous experimental setup has been further improved with the addition of heterodyne detection in a NICE-OHMS setup. This improves the sensitivity by a factor of 50 while retaining sub-Doppler resolution and ion-neutral discrimination. Calibration was done with an optical frequency comb, and line centers for several $N_2^+$ lines have been determined to within an accuracy of 300 kHz.

4.2 Introduction

4.2.1 Velocity Modulation Spectroscopy

Laboratory spectroscopy of molecular ions is of great interest to a variety of fields, but is typically difficult because even in laboratory plasmas designed to observe a particular ion, the ion of interest has a very low concentration, typically orders of magnitude lower than that of any ambient neutral molecules in discharge cells. Velocity Modulation Spectroscopy (VMS) in positive column discharge cells has been the most commonly used technique in this field over the past several decades because it combines the advantages of relatively high ion density and ion-neutral discrimination. [93]

Recently, a new method of performing VMS has been demonstrated by placing the plasma discharge cell within an optical cavity in a technique we call Cavity Enhanced Velocity Modulation Spectroscopy (CEVMS). [89, 68] The optical cavity provides two major advantages over traditional VMS: greatly increased path length (about an order of magnitude greater than any previous VMS experiments, even with a cavity.
finesse of only 300) and the ability to observe a sub-Doppler Lamb dip for each spectral line (due to the high intracavity laser power and the perfectly overlapped counterpropagating beams induced by the optical cavity).

Although CEVMS showed much promise, its sensitivity was ultimately limited by noise in the laser-cavity lock, particularly noise that was induced by the high voltage AC plasma discharge. In the current work, the sensitivity limitations of CEVMS have been greatly improved by combining the technique with Noise Immune Cavity Enhanced Optical Heterodyne Molecular Spectroscopy (NICE-OHMS).

4.2.2 NICE-OHMS

NICE-OHMS is a technique that was first developed in the late 1990s [114], and has since been used with great success by several groups to observe spectra of many different neutral molecules with sensitivity unprecedented by other direct absorption spectroscopic techniques. [33]

The principle of NICE-OHMS is that while the laser carrier frequency is locked to an optical cavity mode, a set of FM sidebands are added to the laser, spaced at an integer multiple of the cavity free spectral range (FSR). Thus the carrier (laser center frequency) and both sidebands get coupled into, and out of, the cavity simultaneously. The transmitted beam is detected with a fast photodiode and demodulated at the heterodyne modulation frequency.

Because the two sidebands have the same intensity when no absorbers are present within the cavity and are 180° out of phase with one another, the positive and negative RF beat signals created by the sideband frequencies beating against the carrier frequency cancel each other out, causing NICE-OHMS to be a zero-background technique. When the frequency modulated laser is coupled through the optical cavity, any noise in the laser-cavity lock is the same for the carrier and both sidebands, so the demodulated signal is unaffected. Thus, NICE-OHMS allows for the path length enhancement of an optical cavity, a factor of \(2 \cdot \frac{\text{finesse}}{\pi}\), while not introducing any additional noise in the system beyond that of ordinary single-pass heterodyne spectroscopy.

An absorption signal is observed when one of the RF sidebands is absorbed more than the other, causing an imbalance in the two heterodyne beats, so they no longer add to zero. For any absorption, there is a corresponding dispersion, related by the Kramers-Kronig relations. [55] With heterodyne detection, it is possible to observe this dispersion signal, because a phase shift in the carrier frequency or either of the sideband frequencies also creates an imbalance in the beat signals, leading to a net signal. The net signal obtained from a phase shift of one of the laser frequencies is 90° out of phase with that obtained from absorption of one of the sidebands, so through phase-sensitive detection, it is possible to observe absorption
and dispersion independently of one another.

### 4.3 Experimental

The experimental setup is shown in Figure 4.1. It is similar to that previously used for cavity-enhanced velocity modulation experiments [89, 68], with the addition of a second electro optic modulator (EOM) and a high speed photodiode for heterodyne detection.

![Figure 4.1: Experimental Layout. FI: Faraday isolator; PBS: polarizing beam splitter; AOM: acousto optic modulator; QWP: quarter wave plate; VCO: voltage controlled oscillator; EOM: electro optic modulator; PZT: piezo electric transducer; RF: radio frequency generator; PS: phase shifter.]

The laser is double-passed through an acousto optic modulator that is resonant at 85 MHz, which red-shifts the laser frequency by 170 MHz and makes the pointing of the beam immune to changes in the AOM drive frequency. [24]

The laser is then passed through two electro optic modulators, which add two sets of RF sidebands to the laser frequency. The first EOM, which is non-resonant, adds 30 MHz sidebands with a small modulation index ($\beta \sim 0.01$). These sidebands are detected in the back-reflected signal off of the cavity, and are demodulated with an RF mixer to generate a Pound-Drever-Hall [25] error signal. That error signal is then processed with analog electronics, and split off into two components; slow corrections (up to 100 Hz) are sent to the cavity piezo, while faster corrections (up to 60 kHz) are sent to the voltage controlled oscillator (VCO) that drives the acousto optic modulator (AOM).

The second EOM, which is resonant, adds sidebands spaced at an integer multiple of the FSR of the optical cavity. The light transmitted through the cavity is detected with a fast photodiode. The AC portion of the detector signal is sent through an RF amplifier, then a power splitter that sends the signal to two mixers. The mixers are referenced to the sideband RF signal, but are set to be 90° out of phase with one another through a phase delay induced by a difference in cable lengths between the reference signal and the local oscillator (LO) input of the mixers. The overall detection phase is adjusted using an RF phase shifter.
in the line between the RF generator and the amplifier that drives the heterodyne EOM. Two different experimental setups were used to observe several lines in the $v = 1 \leftarrow 0$ band of the Meinel system ($A^2\Pi_u - X^2\Sigma_g^+$) of $N_2^+$. One setup used a 1 GHz resonant EOM to space the heterodyne sidebands at 9 cavity FSRs for observation of Doppler profiles and demonstration of ion-neutral discrimination. The other setup used a 113 MHz resonant EOM to space the sidebands at 1 cavity FSR for sub-Doppler studies of the observed Lamb dips.

The optical cavity used in both setups had a finesse of 300, which gave a cavity linewidth of 450 kHz. Throughout the course of a scan, the cavity length would change by 12 $\mu$m as the piezo was scanned, causing the FSR to change by approximately 1 kHz. To avoid increased noise near the end of the piezo travel, a feed-forward loop was implemented, in which the piezo voltage was scaled down, inverted, and sent to the DC FM input of the RF driver so the sideband spacing would track with the cavity FSR as the cavity length was scanned.

4.4 Results & Discussion

4.4.1 Sub-Doppler Lineshape Analysis

The general sub-Doppler NICE-OHMS lineshape function is somewhat complex because there are three laser frequencies amplified within the cavity, each with enough power to saturate a transition, but to different degrees. Each laser frequency present in the cavity can act as a pump and/or a probe for sub-Doppler spectroscopy. For example, the carrier can act as a pump while a sideband acts as a probe, producing a Lamb dip spaced halfway between the two frequencies. Thus, Lamb dips are observed spaced at half the sideband spacing. For significant modulation depth ($\beta \sim 1$), where maximum heterodyne signal intensity is obtained, second-order sidebands also add small contributions to the outer edges of the signals. The overall
sub-Doppler lineshape function is given by

\[
\chi_{\text{subDop}}(\nu_d) = \{A_1[\chi_{\text{abs}}(\nu_d - \frac{1}{2}\nu_{fm}) - \chi_{\text{abs}}(\nu_d + \frac{1}{2}\nu_{fm})] + A_2[\chi_{\text{abs}}(\nu_d - \nu_{fm}) - \chi_{\text{abs}}(\nu_d + \nu_{fm})] \\
+ A_3[\chi_{\text{abs}}(\nu_d - \frac{3}{2}\nu_{fm}) - \chi_{\text{abs}}(\nu_d + \frac{3}{2}\nu_{fm})]\} \sin \theta_{fm} \\
+ \{A_0[\chi_{\text{disp}}(\nu_d)] + A_1[\chi_{\text{disp}}(\nu_d - \frac{1}{2}\nu_{fm}) + \chi_{\text{disp}}(\nu_d + \frac{1}{2}\nu_{fm})] \\
+ A_2[\chi_{\text{disp}}(\nu_d - \nu_{fm}) + \chi_{\text{disp}}(\nu_d + \nu_{fm})] \\
+ A_3[\chi_{\text{disp}}(\nu_d - \frac{3}{2}\nu_{fm}) + \chi_{\text{disp}}(\nu_d + \frac{3}{2}\nu_{fm})]\} \cos \theta_{fm}
\] (4.1)

where \(\nu_d = \nu - \nu_0\) is the detuning of the laser center frequency, \(\nu\), from the transition center frequency, \(\nu_0\). \(\nu_{fm}\) is the heterodyne modulation frequency and \(\theta_{fm}\) is the heterodyne detection phase. \(A_{0,1,2,3}\) are amplitudes related to the overall laser power and the modulation depth. In this work, these amplitudes are used as fit parameters with the constraint \(A_i > A_{i+1}\).

\(\chi_{\text{abs}}\) and \(\chi_{\text{disp}}\) are general lineshape functions for absorption and dispersion profiles, respectively. In this work, pseudo-Voigt profiles [103] are used for both the absorption and dispersion lineshapes. \(\chi_{\text{abs}}\) is simply a linear combination of the peak-normalized Gaussian and Lorentzian lineshape functions, while \(\chi_{\text{disp}}\) is derived from \(\chi_{\text{abs}}\) transformed by the Kramers-Kronig relations [55]. The lineshape functions are given by

\[
\chi_{\text{abs}}(\nu) = \eta e^{-\frac{4\nu^2}{w^2}} + (1 - \eta)(\nu_0w)\left(\frac{\nu w}{(\nu^2 - \nu_0^2)^2 + \nu^2 w^2}\right) \tag{4.2}
\]

\[
\chi_{\text{disp}}(\nu) = \eta \frac{2}{\sqrt{\pi}} e^{-\gamma^2} \int_0^\gamma e^{-\gamma'^2} d\gamma' + (1 - \eta)(\nu_0w)\left(\frac{\nu^2 - \nu_0^2}{(\nu^2 - \nu_0^2)^2 + \nu^2 w^2}\right) \tag{4.3}
\]

where \(w\) is the full width at half maximum (FWHM) for both Gaussian and Lorentzian profiles, \(\nu_0\) is the linecenter, \(\eta\) is the fractional Gaussian character of the lineshape, \((1 - \eta)\) is the fractional Lorentzian character, and \(\gamma = 2(\ln 2)^{1/2}(\nu - \nu_0)/w\).

The combination of concentration and velocity modulation of \(N_2^+/\), both of which occur at \(2f\), causes the observed Doppler profile to be much different from those seen in other \(fm\)- and \(wm\)-NICE-OHMS setups that observe neutral molecules. In this work, no attempt was made at fitting the overall Doppler broadened lineshapes; the Doppler broadened profile was approximated by a third order polynomial near the linecenter that was used as a baseline for sub-Doppler fitting.
4.4.2 1 GHz Sideband Spacing

The 1 GHz system, with sidebands spaced at 9 FSRs, was used for Doppler-broadened scans. Figure 4.2 shows a typical scan with this system, collected with a 300 ms lock-in time constant, 100 ms delay between points, and approximately 10 MHz step size. With this setup, only a single mixer and lock-in amplifier were used, and the RF phase was set to be nearly pure dispersion, as evidenced by the presence of a strong central Lamb dip, which is expected to be absent from the pure absorption signal.

![Figure 4.2: A scan with 1 GHz sideband spacing, demonstrating discrimination between N2+ and N2. At the left is an unassigned transition of electronically excited neutral N2. At the right is an unresolved blend of two N2+ lines, Q_{12}(6) and Q_{11}(14). The top and bottom traces are the X and Y channels of the lock-in amplifier, rotated in post-processing by 64°.]

During data collection, the lock-in amplifier phase was set to zero. After collection of the data, computer software was used to rotate the phase of the signal with respect to the plasma frequency in order to minimize the amount of N2+ signal present in the Y channel. The optimal angle was found to be $\theta = 64^\circ$. This differs somewhat from the previously measured $78^\circ$ [89], likely due to slightly different plasma conditions. Note that just the concentration of N2+ is modulated in the plasma, so its Doppler-broadened profile is similar to other fm-NICE-OHMS lineshapes that are typically observed for neutral molecules. [63] With N2+, however, both the velocity and concentration are being modulated simultaneously, which leads to a more complex lineshape that cannot be isolated into a single phase.
4.4.3 113 MHz Sideband Spacing

For spectroscopy with sidebands spaced at a single cavity FSR, both RF mixers were used, and the lengths of cables going to the LO inputs of the two mixers were made such that the relative phases were 90° apart. The overall phase of the system was adjusted to optimize the isolation of absorption and dispersion signals using an electronic phase shifter on the input to the amplifier that drives EOM2.

A typical scan with the 113 MHz system, calibrated with an optical frequency comb, as described in [68], is shown in Figure 4.3. A single scan produces four orthogonal signals: absorption and dispersion, each with X and Y components. Absorption and dispersion signals are first separated using the 90° phase difference in the RF mixer references, then each of these is split into two components separated by 90° relative to the plasma frequency by mixers within the lock-in amplifiers. Fits were performed on the Lamb dips of the comb-calibrated scans using Equation 4.1, along with a cubic sloped baseline to approximate the Doppler profile near the line center.

Based on fits of several scans in alternating directions, calibrated with an optical frequency comb, the measured line center frequency was found to have a standard deviation of approximately 2 MHz. Because of the delayed response of the lock-in amplifiers used for demodulation, the determined line centers tend to be shifted in the direction of the scanning. By pairing and averaging pairs of scans in opposite directions, the measurement standard deviation can be reduced to ∼300 kHz. It was found that the linecenter frequencies determined previously in Ref [68] were all too high by 20 MHz due to an ambiguity in the determination of the sign of the comb carrier-envelope offset.
4.5 Conclusions and Future Work

The technique of cavity enhanced velocity modulation spectroscopy has been further improved by the addition of heterodyne detection to minimize the noise induced by the laser-cavity lock. This improvement has improved upon the achievable sensitivity of CEVMS by nearly two orders of magnitude while retaining ion-neutral discrimination. Combined with an optical frequency comb, linecenters can be determined to within 300 kHz.

Further improvement to this technique can be realized by moving to a higher finesse cavity to increase both the effective path length and the intracavity optical power. Moving to a higher finesse cavity would cause this technique to be more sensitive to mismatches in the cavity FSR and RF sideband frequency due to the narrower cavity resonances. This effect could be compensated for by actively locking the RF sideband frequency to the cavity FSR using the DeVoe-Brewer [22] method, rather than the less precise feed-forward loop that was used in this work. This technique could also be extended to the mid-infrared wavelength region by using a high power optical parametric oscillator (OPO) to observe a much greater variety of molecular ions.
Chapter 5

Lineshape Analysis

5.1 Introduction

The lineshapes produced by the techniques described in this thesis are quite complex, so a thorough discussion explaining the current state of our knowledge in the simulation and fitting of these lineshapes is presented in this chapter. The topics discussed here include absorption and dispersion, which can both be detected through heterodyne spectroscopy, as well as the lineshapes that result from the various types of modulation and demodulation that were utilized in this thesis work.

Concentration and velocity modulation were used from Chapter 3 onward, while heterodyne detection was first utilized in Chapter 4, and was used from that point onward. The introduction of heterodyne detection drastically improved the attainable S/N of the various spectroscopic systems, but also significantly complicated the observed lineshapes, not only from the addition of another level of modulation, but also from the introduction of sensitivity to dispersive signals, rather than just absorptive ones. Wavelength modulation was used only for the neutral methane spectroscopy presented in Appendix C. For all of the work presented in this thesis, both Doppler-broadened and sub-Doppler signals are observed, so analysis of both types of signals are presented in this chapter.

5.2 Absorption and Dispersion

When heterodyne detection, described in Section 5.3, is used, it is possible to observe absorption signals, or dispersion signals, or both absorption and dispersion simultaneously through separate detection channels. The purpose of this section is to provide a physical explanation of absorption and dispersion, and how they relate to one another. The next section explains how the fundamental lineshapes of absorption and dispersion produce experimental lineshapes in heterodyne spectrometers.

Physically, dispersion and absorption correspond to the real and imaginary components of the index of refraction, respectively. A change in the real part of the index of refraction of light induces a net phase
shift of that light relative to the phase without the dispersive element in the system. The Kramers-Kronig relations [55] describe the relationship between absorptive and dispersive lineshapes. These lineshapes can be derived from the condition of causality, and one of the simplest equations directly relating absorption and dispersion is given by [97]

$$n(\omega_r) = 1 + \frac{c}{\pi} \lim_{\epsilon \to 0^+} \int_0^{\infty} \frac{\alpha(\omega_a)d\omega_a}{\omega_a^2 - (\omega_r + i\epsilon)^2}$$  \hspace{1cm} (5.1)

This equation can be used to compute the dispersion profile for any possible absorption profile, no matter how obscure, although it may not be possible to evaluate the integral symbolically. The two most common lineshapes, Gaussian and Lorentzian, are those that are used for the basis of all following lineshape simulation in this chapter. Lorentzian dispersion profiles have a simple symbolic representation that can be derived from the Lorentzian absorption profile and Equation 5.1, while the same is not true for Gaussian profiles. Rather, computation of the Gaussian dispersion lineshape requires numerical integration. Fortunately, the form of this numeric integral is very common in mathematics, and is called the Dawson Function, or Dawson Integral. This function is built into many mathematical modeling and data processing programs, so manual numerical integration is not generally necessary. Gaussian and Lorentzian profiles are shown in Figures 5.1 and 5.2, respectively; each figure shows both absorption and dispersion profiles.

![Figure 5.1: Gaussian absorption (red) and dispersion (blue) profiles.](image)

### 5.3 Heterodyne Spectroscopy

Heterodyne techniques are often used in laser spectroscopy in an attempt to minimize experimental noise in a given spectrometer, as many sources of noise (laser intensity, acoustic, etc.) tend to scale proportional to 1/frequency. Heterodyne modulation is typically performed by modulating either the laser frequency or
phase at radio frequencies (RF), most often in the range of ~100 MHz to 1 GHz. In addition to decreasing the detection noise in a system, heterodyne detection provides the added advantage of enabling detection of both absorption and dispersion profiles for each observed molecular transition.

The basic idea of heterodyne spectroscopy is to modulate the laser frequency (or phase) fast enough to generate RF sidebands on the primary (carrier) laser frequency, as shown in Figure 5.3. The spacing of the sidebands from the carrier is determined by the frequency of the applied modulation, while the amplitude of the sidebands is dependent on the amplitude of the applied modulation, typically expressed in terms of the modulation index ($\beta$).

The amplitudes of the carrier and all orders of sidebands are given by the simple expression $E_0 \times J_n(\beta)$, where $n$ is the order of sideband, $E_0$ is the overall laser amplitude and $J_n(\beta)$ is the $n^{th}$ order Bessel function of the first kind. Most implementations of heterodyne spectroscopy attempt to keep the value of $\beta$ small.
enough to make the second, while still keeping it large enough to detect the desired beat signal between the carrier and each sideband.

A beat signal is generated between each pair of laser frequencies present. Two of these beats occur at the heterodyne modulation frequency: the one between the carrier and the positive sideband, and the one between the carrier and the negative sideband. When none of the frequencies are absorbed or dispersed, the intensity of the positive and negative beats are given by $I_0 J_0(\beta) J_1(\beta)$ and $I_0 J_0(\beta) J_{-1}(\beta)$, respectively. Because Bessel functions have the property $J_{-n}(x) = -J_n(x)$, it is easy to see that these two beats have the same absolute intensity, but are 180° out of phase with one another, and thus add to zero.

When one of the sidebands is absorbed so that the two sidebands are no longer exactly equal in amplitude, the two beats no longer balance each other out, and a net RF signal is generated, as shown in Figure 5.4. This generated signal is exactly in-phase with the unabsorbed sideband beat phase, and its amplitude is determined by the magnitude of the absorption responsible for it. Note that absorption of the carrier frequency has no effect on the net beat signal, because both sideband beats are affected by the same amount, and no imbalance is created.

![Figure 5.4: A graphical representation showing how absorption of one heterodyne sideband leads to a net beat signal over the course of one cycle of the RF modulation. Top: the laser spectrum, showing the positive (blue) sideband being slightly absorbed. Lower left: the color-coded beat signal generated by the positive (blue) and negative (red) sidebands beating with the carrier; note the difference in amplitude. Lower right: the net beat signal (purple) from adding the two individual beats. Note the difference in phase between this net beat signal and the one shown in Figure 5.5](image)

Likewise, when one of the sidebands is dispersed (phase-shifted), the beats generated by the two sidebands no longer cancel one another out, and a net beat signal is generated, as shown in Figure 5.5. The generated
net beat signal is exactly $90^\circ$ out of phase with the two contributing beats in the limit of small phase shifts. Even for large phase shifts, this net signal is still approximately $90^\circ$ out of phase with any generated absorption signal. Unlike the case of absorption, the net signal is also sensitive to dispersion of the carrier frequency. Because shifting the phase of the carrier has the opposite effect on each beat as shifting the sideband, the phase of the carrier dispersion signal is $180^\circ$ out of phase with the net signals from sideband dispersion. And because a phase shift in the carrier affects both sideband beats, it has twice the amplitude of the net beat from a phase shift of just one of the sidebands.

Figure 5.5: A graphical representation showing how dispersion of one heterodyne sideband leads to a net beat signal over the course of one cycle of the RF modulation. Top: the laser spectrum, showing the positive (blue) sideband being slightly dispersed. Lower left: the color-coded beat signal generated by the positive (blue) and negative (red) sidebands beating with the carrier; note the difference in phases. Lower right: the net beat signal (purple) from adding the two individual beats. Note the difference in phase between this net beat signal and the one shown in Figure 5.4.

By comparing the net beat signals in Figures 5.4 and 5.5, which represent absorption and dispersion, respectively, we can see that the net beats generated by these two phenomena are $90^\circ$ out of phase with one another with respect to the heterodyne modulation frequency. Typically, heterodyne experiments use phase-sensitive detection in the form of an RF mixer to demodulate the signal. By tuning the phase of the mixer reference signal, it is possible to selectively observe either absorption or dispersion, or some linear combination of both. Often, the detector signal is split into two separate mixers referenced to be $90^\circ$ out of phase with one another, and the overall detection phase is tuned to isolate the absorption signal in one detection channel and dispersion in the other detection channel.

With the physical understanding of the mechanism behind heterodyne beat signal generation, it is
straightforward to determine overall lineshapes for detection at any phase. In the pure absorption phase, each of the two sidebands samples the overall absorption profile in turn as the laser wavelength is scanned. The net result is two independent contributions, one positive and one negative, from the two sidebands, as shown in Figure 5.6. Likewise, the dispersion profile shows the sidebands each sampling the lineshape in turn, but with the addition of the carrier contribution that is inverted with respect to the sideband contributions, and is also twice the intensity. For each absorption and dispersion, the net overall signal is simply the sum of the contributions of the three laser frequency components.

Figure 5.6: Black: net absorption and dispersion signals for a typical heterodyne experiment. Red, Blue: contributions of the negative and positive sidebands to the overall signal profiles. Purple: carrier contribution to the dispersion profile. Below: a laser frequency spectrum with colors of the various frequency components corresponding to the lineshape contributions above.

The lineshape depiction shown in Figure 5.6 shows how the signals appear when the heterodyne sideband spacing is comparable to the FWHM of the line being scanned over, but the lineshapes may look significantly different when the heterodyne modulation frequency is either much larger or much smaller than the transition linewidth.

In the limit of small heterodyne modulation frequency, the absorption profile appears as a simple first derivative of the natural absorption lineshape, while the dispersion profile appears as a second derivative of the natural dispersion lineshape. In this case, heterodyne absorption can be thought of as sampling two points along the absorption profile and subtracting one from another, which is one of the simplest ways of taking a numerical derivative of a function. Dispersion, on the other hand, has a third component, the carrier frequency, which is twice as large as the other two. Thus, sampling dispersion relies on taking some central point, multiplying the function at that point by two, then subtracting the values of the function that are on either side of the central point. In this way, probing dispersion is probing the curvature, or second derivative, of a function.
The other limit, in which heterodyne sidebands are spaced by much more than the linewidth of the feature of interest, is common in sub-Doppler saturation spectroscopy, where linewidths are often sub-MHz while heterodyne modulation frequencies are still typically $\gtrsim 100$ MHz. In this case, each laser frequency essentially probes its own lineshape for both absorption and dispersion, with essentially no contributions from the other components of the overall lineshape.

### 5.4 Velocity Modulation Spectroscopy

Velocity modulation spectroscopy (VMS) was first developed in 1983 [41], and since that time, has been used to study over 50 molecular ions in the laboratory. [92] This technique relies on striking a plasma discharge with alternating polarity while passing a laser through the discharge cell parallel to the electrode-induced electric field. Any ions present are Doppler-shifted toward the oppositely charged electrode, i.e. positive ions move toward the cathode while negative ions move toward the anode.

The ions’ absorption profiles are alternately shifted red and blue with respect to the laser. When the laser frequency is slightly detuned from an ionic absorption, the ions’ Doppler profile moves in and out of resonance with the laser frequency. This causes the velocity modulation of the ions to be translated into an intensity modulation of the laser, which can be detected using a lock-in amplifier on the detector output.

Detecting the velocity-modulated signal rather than the DC absorption of the plasma has several advantages. First and foremost, it enables ion-neutral discrimination, which comes from the fact that neutral molecules are not directly accelerated by the electric field. This aspect is very important given than neutral molecules tend to be $\sim 6$ orders of magnitude more abundant than ions in these plasma discharges. Neutral molecules can be slightly modulated, however, by electron impact or by having an ions recombine while retaining its prior velocity, so it is possible for them to interfere somewhat with ion detection, but certainly not to the degree they would interfere in a DC detection scheme.

Oftentimes, scans are collected multiple times (or signals are split to multiple lock-in amplifiers) with lock-in settings of $1f$ and $2f$. The $1f$ detection is primarily sensitive to velocity modulation, while $2f$ detection is sensitive primarily to concentration modulation. Thus, any signals that appear significantly stronger in $2f$ detection are typically attributed to neutral molecules, while the ones that are stronger in $1f$ are attributed to ions. Velocity modulation spectroscopy also allows for easy determination of which signals are from positively charged ions and which are from negatively charged ones, because these two signals are $180^\circ$ out of phase with one another.
5.5 Velocity and Concentration Modulation

Traditionally, the lasers used for VMS have either been set up with a single pass through the cell, or in a unidirectional multipass configuration. Sometimes, the laser is split into two paths and directed separately through the multipass cell in opposite directions, with the signals from the counterpropagating beams subtracted from one another before going through the lock-in amplifier demodulation to double the total amount of signal while subtracting noise. Recently, there has also been work done using a unidirectional ring cavity. [91] All of these methods rely on the laser only passing through the cell in one direction at a time, so they are only sensitive to velocity modulation, and not concentration modulation (except perhaps for any asymmetry in the plasma discharge, which is typically small). Technically, the multipass cells can have counterpropagating beams, but because the two directions are subtracted from one another, this works out to be functionally equivalent to the other unidirectional techniques in terms of lineshapes and detection schemes.

With the technique of cavity enhanced velocity modulation spectroscopy (CEVMS), which uses a two-mirror cavity positioned around a plasma discharge cell, the laser is passing through the plasma both directions simultaneously, and the net signal encoded in the laser intensity is the sum of the absorptions from the entire round trip. The major advantages of this technique are path length enhancement and the enabling of saturation spectroscopy. Even with a fairly modest finesse of $\sim 200$, we are able to attain an order of magnitude greater effective path length through the cell than was previously possible with the best non-cavity-enhanced multipass cells. Not only is the path length enhanced, but so is the intracavity power. This power enhancement factor of $F/\pi$ is necessary to saturate transitions of molecular ions, which have much larger relaxation rates (and thus lower saturation parameters for given laser power) than most neutral molecules.

The biggest disadvantage to integrating cavity enhancement with VMS is that the $1f$ demodulated signal vanishes due to the symmetry of the cavity, so $2f$ demodulation must be performed. This makes detection sensitive to concentration modulation, both of excited neutral species and of the ions of interest. We have shown that the phase of detection can be set to reduce or eliminate neutral contributions in at least one of the detection channels, while still retaining ion signal in that channel. [89, 90] This means that ion-neutral discrimination is retained, although it takes a bit more work in setting the detection phase appropriately, which may prove more difficult in more complex plasmas with multiple neutral species each being modulated at its own phase.

The other disadvantage with CEVMS is that the lineshapes of ions end up being significantly more complicated than the ones observed with ordinary VMS due to the sensitivity to both velocity and concentration.
modulation of the ions of interest. In ordinary VMS, the observed lineshapes can be approximated quite well by the first derivative of an ordinary Gaussian function. Extending that idea to CEVMS would imply that an ordinary second derivative would fit the acquired data nicely, given that it is the natural extension from 1f to 2f, but we have observed that that is not the case. Rather, we must explicitly take into account the effects of concentration modulation to be able to model anything even closely resembling the observed lineshapes. Here I will describe my efforts to model the lineshapes, starting with simple lineshape functions, then factoring in velocity modulation, and finally adding in concentration modulation as well. Unfortunately, the final solutions will be in integral notation with no apparent analytical simplification, so the final equations won’t be in a convenient notation for performing fits of acquired data, but they do at least provide qualitative comparisons with observed data.

For simplicity, all of the following equations will be centered at zero on the frequency axis, and all frequency deviations (heterodyne splitting, velocity modulation amplitude) will be relative to the transition Doppler linewidth. The derivation is in very general terms, so it is almost trivial to substitute different lineshape functions in the end, but including those from the start makes the equations somewhat more cumbersome to work with and understand.

First, we’ll start with the general absorption and dispersion lineshape functions:

\[
\chi_{abs}(\nu_d) = e^{-\nu_d^2}
\]

\[
\chi_{disp}(\nu_d) = e^{-\nu_d^2} \int_0^{\nu_d} e^{x^2} dx
\]

where \( \nu_d \) is the laser detuning from the transition center frequency and \( x \) is an integration variable that falls out of the equation upon evaluation of the integral. Note that \( \chi_{disp} \) is simply the Dawson function \( D_+(\nu) \), which is built into many computer graphing and mathematical modeling programs. Now, if we want to factor in heterodyne detection, we have

\[
\chi_{absHet}(\nu_d) = \chi_{abs}(\nu_d - \nu_h) - \chi_{abs}(\nu_d + \nu_h)
\]

\[
\chi_{dispHet}(\nu_d) = 2\chi_{disp}(\nu_d) - \chi_{disp}(\nu_d - \nu_h) - \chi_{disp}(\nu_d + \nu_h)
\]

where \( \nu_h \) is the heterodyne modulation frequency. From this point forward, I will use the generic lineshape function \( \chi(\nu) \), where any of the lineshapes from equations 5.3 or 5.5 can be substituted for \( \chi(\nu) \), depending on the mode and phase of detection. For a single-pass velocity modulation experiment, the time-dependent
velocity distribution is simply

\[ F(t) = A \times \chi (\nu_d + \nu_a \cos(2\pi t)) \]  

(5.6)

where \( t \) is time, \( \nu_a \) is the maximum frequency deviation of the center of the Doppler distribution induced by the electric field upon the ions, and \( A \) is an amplitude determined through Beer’s law by the ion density, transition strength, and effective path length through the plasma. This assumes that the velocity modulation is purely sinusoidal, which may or may not be the case for a given system. At low frequencies (a few kHz or less), the velocity modulation tends to be more square than sinusoidal. [29] But the systems described in this thesis work at sufficiently high frequencies (~40 kHz) that sinusoidal modulation seems reasonable. Equation 5.6 is valid for single-pass or unidirectional multipass systems, but to describe our cavity-enhanced spectrometers, we need to take into account the bidirectionality of the laser. When the Doppler distribution is red-shifted with the forward-propagating laser passes, it is blue-shifted with respect to the reverse-propagating passes. This makes the two directions see Doppler distributions that are effectively 180° out of phase with one another. The sum of the absorptions of both directions of beams is given by

\[ F(t) = A \times \left\{ \chi (\nu_d + \nu_a \cos(2\pi t)) - \chi (\nu_d - \nu_a \cos(2\pi t)) \right\} \]  

(5.7)

where the two terms being added together correspond to the forward- and reverse-propagating components of the laser through the velocity modulated discharge cell. Equation 5.7 assumes a constant ion population throughout the course of a discharge cycle. To account for the time-dependent concentration, we can replace the constant \( A \) with a time-dependent function

\[ A(t) = (1 - \alpha) + \alpha \cos^2(2\pi t + \phi) \]  

(5.8)

where \( \alpha \) is the depth of the concentration modulation and \( \phi \) is the phase difference between the peak ion concentration and the peak ion velocity. Values of \( \alpha \) can range from 0, corresponding to constant ion density, to 1, corresponding to the ion population being completely destroyed and re-created with each half-cycle of the plasma discharge. Like the average drift velocity of the ions, the concentration of the ions may or may not vary sinusoidally with the plasma discharge, so a functional form that was easy to work with was chosen. In the future, we may experiment with a square wave concentration modulation or a ramp, with rise and fall rates corresponding to formation and destruction rates. But because the lock-in demodulation selects a single Fourier coefficient of the signal modulation, we don’t expect that different functional forms will have large effects on the qualitative analysis of these results.
Several simulations of CEVMS signals for various levels of concentration modulation are shown in Figure 5.7. This initial simulation was performed with concentration and velocity modulation phases set equal to one another. Although this simple assumption probably isn’t entirely correct, it does allow for a series of graphs to be generated that shows an interesting trend. With pure velocity concentration (top graph of Figure 5.7), the lineshape approximates a second derivative of a Gaussian lineshape function. This is to be expected, as traditional VMS experiments, which are insensitive to concentration modulation, produce first derivative lineshapes, and the higher level of demodulation adds a second derivative to the overall lineshape. When concentration modulation dominates (in the lower graphs in Figure 5.7), the lineshape appears almost purely Gaussian. This lineshape is also not surprising because that is the lineshape that the excited neutral molecules, which are only concentration modulated, produced.

Adding in heterodyne detection in a NICE-OHVMS setup further complicates the lineshape, both through the extra layer of modulation/demodulation and through enabling the detection of dispersion in addition to absorption signals. Figure 5.8 shows the same simulations that were done in Figure 5.7, but with heterodyne lineshapes. This initial simulation was also done assuming that the concentration and velocity modulation were exactly in phase with one another. Although this is likely not the case for real-world conditions, it does show an interesting trend. Absorption and dispersion each start with 4 “lobes” contributing to the overall lineshape without any concentration modulation. As more concentration modulation is added into the simulation, the outer lobes become larger while suppressing the inner lobes, until the lineshape evolves to the point of having only two lobes.

The simulations presented in Figures 5.7 and 5.8 were performed with the velocity and concentration phases set equal to one another, meaning that the peak ion concentration occurs at the same time as the peak ion velocity, with both concentration and velocity varying sinusoidally over time. This condition allows for all of the signal going to each lock-in amplifier to be isolated into a single detection phase, so careful selection of lock-in demodulation can nullify one of the two lock-in channels in a two-channel lock-in set to X/Y demodulation mode. From our experimental studies, this is typically not possible, indicating that the concentration and velocity modulation phases are not identical.

Figures 5.9 and 5.10 show the effects of varying the velocity/concentration relative phase while holding the absolute amount of concentration modulation fixed at 25% of the total ion population. Note that each graph now has a second trace, corresponding to the quadrature lock-in detection channel. This second trace was not shown in Figures 5.8 and 5.7 because it was zero for all frequencies and all levels of concentration modulation.

One interesting trend in these simulations is that the total peak-to-peak signal actually increases in the
Figure 5.7: Simulations of CEVMS lineshapes for various levels of concentration modulation: (from top to bottom) 0, 25, 50, 75, and 100% concentration modulation depth ($\alpha = 0$ to 1 in steps of 0.25). For these simulations, the concentration modulation was set to be in phase with the velocity modulation, so all of the signal can be isolated into a single channel for each simulation. Both horizontal and vertical axes are the same for all graphs.
Figure 5.8: Simulations of NICE-OHVMS lineshapes for both dispersion (blue) and absorption (red) detection phases for various levels of concentration modulation: (from top to bottom) 0, 25, 50, 75, and 100% concentration modulation depth ($\alpha = 0$ to 1 in steps of 0.25). For these simulations, the concentration modulation was set to be in phase with the velocity modulation, so all of the signal can be isolated into two channels for each simulation. Both horizontal and vertical axes are the same for all graphs.
in-phase channel as the concentration and velocity modulation become more and more out of phase with one another, leading to the maximum amount of signal when the two modulations are 90° out of phase with one another. It is also interesting that the quadrature detection channel is nullified not only at 0°, but also at 90° separation of concentration and velocity modulation phase separation. In our work, both with N₂⁺ and with H₃⁺, we have seen that the two lock-in channels tend to be somewhat comparable in signal amplitude, differing by less than a factor of 4, and often by much less than that. This would seem to indicate that concentration modulation is moderately phase shifted from velocity modulation, rather than being near 0 or 90° shifted.

Although the simulations presented in this chapter provide a qualitative picture showing that we understand the physical processes contributing to the overall Doppler-broadened lineshapes for both CEVMS and NICE-OHVMS experiments, they have not yet been used to provide any quantitative measure of the various parameters that go into creating the simulations. There are two major challenges with providing a more quantitative analysis than was presented here. First, all of the simulations rely on numerical integration rather than producing analytical expressions for lineshapes, making fitting to actual data difficult. Second, there is a very large parameter space that needs to be explored if any attempt at determining actual experimental parameters is to be made. The simulations presented here have only explored the effects of concentration modulation amplitude and phase. There is still overall detection phase (for both heterodyne and plasma frequency demodulation), peak velocity modulation Doppler shift, and heterodyne sideband spacing relative to Doppler width. Even beyond these simple parameters, it is also possible that the velocity and concentration modulation are not purely sinusoidal, and that the overall Doppler lineshape is not a pure Gaussian throughout the course of a discharge cycle, as it may be not only shifted but also distorted by the applied voltage. In short, the work presented in this chapter is only a first step into the larger problem of someday being able to actually fit real experimental data using this type of analysis.

5.6 Sub-Doppler Features

The sub-Doppler features of the observed lineshapes are somewhat simpler than the overall Doppler broadened shape. Because sub-Doppler Lamb dips are dependent on just the zero-velocity ion population, we don’t have to be concerned with that population shifting in frequency with respect to the laser. The zero-velocity population does change throughout the course of a discharge cycle, both with the overall ion population (fewer total ions correspond to lower zero-velocity population) and with shifting of the Doppler profile (smaller shift corresponds to larger zero-velocity population).
Figure 5.9: Simulations of CEVMS lineshapes with a constant 25% concentration modulation, for various phases of concentration modulation relative to velocity modulation. From top to bottom, the phase differences are: 0, 22.5, 45, 67.5, and 90°. The two traces of each graph correspond to lock-in demodulation in phase (blue) and 90° out of phase (red) with the velocity modulation.
Figure 5.10: Simulations of NICE-OHVMS lineshapes with a constant 25% concentration modulation, for various phases of concentration modulation relative to velocity modulation. The left traces (blue, purple) correspond to dispersion signals, while the right traces (red, magenta) correspond to absorption signals. The two traces of each graph correspond to lock-in demodulation in phase (blue, red) and 90° out of phase (purple, magenta) with the velocity modulation. From top to bottom, the phase differences are: 0, 22.5, 45, 67.5, and 90°.
Thus, the sub-Doppler features essentially experience purely concentration modulation. A simple sinusoidal modulation of concentration leads to the exact same lineshapes as no modulation at all, so the Lamb dips would be expected to have ordinary unmodulated lineshapes, overlaid on the modulated Doppler profile. In fact, ordinary Voigt profiles tend to work fairly well at fitting, as can be seen in Chapter 4, but the fits still aren’t perfect.

Although the center of the Lamb dips cannot shift with plasma modulation, it may be that the widths of the Lamb dips are not constant throughout the course of each cycle of the discharge. When the discharge voltage is at a zero-crossing, the collisional relaxation rate is determined primarily by ion-neutral collision dynamics, which have been well studied and are modeled quite well with Langevin dynamics. But when the discharge voltage is at a maximum, the ions are being accelerated through a bath of neutral molecules that are at rest (to within the Doppler distribution), so the collision rate may increase during that portion of the cycle, causing the Lamb dip linewidth to increase as well. Investigating the effects of varying Lamb dip width will be the target of future research and simulation.
Chapter 6

Ion Beam Spectroscopy

6.1 Abstract

We present the design and construction of a direct absorption ion beam spectrometer with several improvements over previous designs[17]. Recent advances in electrostatic optics have been implemented, along with a time of flight mass spectrometer that can be used simultaneously with optical spectroscopy. A noise immune cavity enhanced optical heterodyne molecular spectroscopy (NICE-OHMS) setup with a noise equivalent absorption of $2.3 \times 10^{-11} \text{ cm}^{-1} \text{ Hz}^{-1/2}$ is used to observe several N$_2^+$ transitions in the ion beam with linewidths of 120 MHz. An optical frequency comb is used for absolute laser frequency calibration to determine transition rest frequencies to within 1 MHz. This instrument provides rigorous ion/neutral discrimination and this work represents the first direct-absorption equivalent spectra of an electronic transition in an ion beam.

6.2 Introduction

The study of molecular ions is important in a number of fields, including physical chemistry, combustion chemistry, atmospheric chemistry [31], and astrochemistry [45, 73]. Ions are transient and reactive species, so even in plasma discharges, neutral molecules are typically around six or more orders of magnitude more abundant than the ions of interest. Early spectroscopic studies on glow discharges were often hampered by interfering signals from neutral absorbers [93]. The invention of velocity modulation spectroscopy (VMS) [41], which involves using a high voltage AC discharge to modulate the velocity of ions and a lock-in amplifier

---

This chapter was first published as: A. A. Mills, B. M. Siller, M. W. Porambo, M. Perera, H. Kreckel, and B. J. McCall, “Ultra-Sensitive High-Precision Spectroscopy of a Fast Molecular Ion Beam”, Journal of Chemical Physics, 135, 224201 (2012).[69]

Unlike the other chapters of this thesis that were written entirely by me (with input from coauthors), this chapter was written piecewise, with each author taking the sections which they were most knowledgeable of. I personally wrote the parts pertaining to optical spectroscopy, both in the experimental description and the results and discussion. I also did the final editing of all the sections together to make one cohesive document.
to isolate the modulated ionic absorption signals from the unmodulated neutral signals, has allowed for the
spectroscopic study of several cations and anions [93]. However, due to harsh plasma conditions, molecular
ions produced in VMS experiments often have high rotational and vibrational temperatures, typically on the
order of several hundred Kelvin. For instance, CH$_3^+$ has been studied by the Oka group in a liquid nitrogen
cooled discharge cell, where the rotational, vibrational, and translational temperatures were reported as 371,
700, and 830 Kelvin, respectively [49].

Until recently, all VMS experiments produced Doppler-limited line widths of $\gtrsim 1$ GHz. [89] For small
diatomic molecules, the spectra remain relatively simple to assign and line intensities are fairly strong,
but larger molecular ions become much more complicated and lose intensity due to quantum dilution at
increased rotational temperatures. Supersonic expansion discharges have also been used to study molecular
ions, as they produce ions with reduced rotational temperatures through adiabatic expansion of a gas. This
reduced rotational temperature comes with the price of lost ion/neutral discrimination, because the same
discharge that produces the ions of interest also produces excited radicals and neutral molecules. Although
concentration modulation can provide some discrimination from background precursors [21], radicals [3] and
excited Rydberg states can still congest and complicate the recorded spectrum.

A fast ion beam spectrometer that provided rigorous ion/neutral discrimination and sub-Doppler line
widths was developed in the late 1980s [17], with the hope of combining a supersonic expansion with the
ion/neutral discrimination and narrow linewdths of a fast ion beam. In this instrument, ions were first
produced in a plasma, then extracted from the discharge source, accelerated, and deflected 90° from the
initial flight path, creating an ion beam that was spatially separated from any neutral molecules that were
present in the source, and that was collinear with a laser beam. Within the laser-ion overlap region, the
velocity of the ion beam was modulated using an AC voltage applied to a drift tube around the beams,
providing rigorous ion-neutral discrimination when the detected signal from the laser was demodulated with
a lock-in amplifier. A Wien filter (velocity filter) was used after the drift region to determine the species of the
ion beam, but always at a much lower beam velocity than was typically used for spectroscopy. Absorption
spectra in the mid-IR of HF$^+$, HN$_2^+$, HCO$^+$, H$_3$O$^+$ and NH$_4^+$ were recorded [17, 74, 50]. Supersonic
discharges were attempted, but no rotational temperatures lower than 100 K were achieved. [51]

There have been a number of technological advances over the past 20 years that could allow for significant
improvements over the previously developed ion beam spectrometer. Difference Frequency Generation (DFG)
lasers are much more tunable than the previously used color center laser. Novel cavity enhanced spectroscopic
techniques have been developed, more accurate and precise frequency measurements have been made possible
with optical frequency combs, and ion optical components have been simplified and improved.
In this paper, we describe a new ion beam instrument that uses a Ti:Sapphire laser (the future pump of a DFG) for Noise Immune Cavity Enhanced Optical Heterodyne Molecular Spectroscopy (NICE-OHMS) as a sensitive spectroscopic probe of the ion beam. This instrument uses a time-of-flight mass spectrometer (TOFMS) to provide mass analysis of constituents of the ion beam at spectroscopically relevant beam energies. Lastly, a frequency comb is used to accurately measure the frequencies of the optical transitions.

The initial proof of concept system studied in this work is the fundamental band of the $A^2Π_u - X^2Σ^+_g$ system of $N_2^+$, which is an important species in atmospheric aurorae and electrical discharges. Because the line centers of many transitions in the fundamental band of this system are known [30], $N_2^+$ can serve as an easily understood benchmark of the capabilities of our fast ion beam spectrometer.

### 6.3 Experimental Approach & Performance

#### 6.3.1 Overview of the experimental setup

The experimental setup can be divided into two functional groups: i) the ion beam setup, including the ion source, the ion optics and the mass spectrometer; and ii) the spectroscopic setup, consisting of the laser system and signal detection electronics. The two parts of the system interact in the central overlap region, where the laser cavity and the ion beam are superimposed. Figure 6.1 shows an overview of the entire experiment.

In order to minimize vibrations in the spectroscopic setup, the optical components are mounted on a pneumatically stabilized laser table that is mechanically isolated from the ion beam setup. The mirrors of an optical cavity are positioned on breadboards that overhang the edge of the laser table and surround the ion beam drift region. Within the optical cavity, the laser is coupled through Brewster windows mounted on the ion beam chamber, and is overlapped with the ion beam within the drift region.

A cold cathode ion source, described in detail in Section 6.3.2, is used to produce a beam of $N_2^+$ at an energy of 2-6 keV. After the beam is extracted from the source, it is focused by an Einzel lens and steered by two sets of parallel electrostatic plates into a cylindrical electrostatic double-focusing deflector [54]. When this deflector is biased, the ion beam is turned 90° and focused into the drift tube. When the deflector plates are grounded, the ion beam proceeds straight through a hole in the outer deflector plate and into a Faraday cup that is used to optimize source conditions for maximum ion current, which is generally $\sim 10 \mu A$.

After exiting the deflector chamber, the ion beam proceeds through a 27 cm long drift tube and two metal plates that are spaced 13 cm apart, centered in the drift region. The metal plates are attached to vertical linear manipulators; each plate has three 3 mm diameter apertures that are spaced 1.5 cm vertically and
Our cold cathode source was made with a fused silica tube held by two electrodes, with an opening at the

drift tube. A more thorough description of the detection system is given in Section 6.3.5.

Optical spectroscopy of the ion beam is done using the technique of noise immune cavity enhanced optical heterodyne molecular spectroscopy (NICE-OHMS) [114], which combines the long effective path length of cavity enhanced spectroscopy with the noise suppression of heterodyne spectroscopy. Further noise suppression is obtained by modulating the velocity of the ions by applying a square wave voltage to the drift tube. A more thorough description of the detection system is given in Section 6.3.5.

### 6.3.2 Cold Cathode Ion Source

A modular cold cathode discharge source was used for simplicity and low pumping throughput requirements. Our cold cathode source was made with a fused silica tube held by two electrodes, with an opening at the

Figure 6.1: Complete schematic of the NICE-OHMS setup with fast ion beam.
back for sample gas inlet, and another at the front through which ions are extracted.

The electrodes are constructed using stock Ultra-Torr unions from Swagelok. High temperature silicone O-rings are used to make seals to the fused silica tube with polished ends. The front electrode includes a custom ferrule with a 1 mm diameter aperture to allow ions to be extracted, and a 22° bevel to reduce beam expansion induced by space-charge interaction [70, 77]. A small circle of stainless steel mesh was used in the back electrode to produce a more uniform electric field while still allowing gas to flow through the inlet.

A schematic view of the source is shown in Figure 6.2. The aluminum cap that holds the back electrode provides mechanical stability and allows for electrical and water-cooling connections. The ions are extracted through a 0.25” diameter hole in a grounded stainless steel plate after the front electrode.

![Figure 6.2: A schematic of the cold cathode with attached power supplies.](image)

High voltage is applied to both electrodes. The front electrode is connected to the power supply that determines the beam energy. That power supply is also connected to the ground of the floating power supply, which is powered through an isolation transformer, and insulated by a plastic box.

### 6.3.3 Vacuum & Ion optical system

The vacuum system, with the exception of the ion source chamber, is made from standard stainless Conflat components in order to achieve high vacuum conditions. The homebuilt ion source chamber, which is pumped by a 2000 L/s turbomolecular pump, has a pressure of $\sim 5 \times 10^{-6}$ Torr during operation.

The overlap and mass spectrometry regions are pumped by two 500 L/s turbomolecular pumps situated below the 90° deflector chambers, establishing typical pressures during operation of $6 \times 10^{-7}$ Torr at deflector 1 and $8 \times 10^{-8}$ Torr at deflector 2. The vacuum cross that houses the mass spectrometer detector is pumped by a 250 L/s turbomolecular pump, and has a typical pressure of $\sim 2 \times 10^{-8}$ Torr.

The ion optical configuration was designed to optimize the ion density in the laser/ion overlap region between the two electrostatic deflectors. All ion optical elements are electrostatic, so all particles with the same kinetic energy and charge state are guided on the same trajectory regardless of particle mass. The
positive ions that emerge from the ion source with an energy $V_{\text{BEAM}}$ are initially focused by the first Einzel lens. In the next short vacuum nipple the ion beam traverses a set of two parallel plate steerers. Each set of steerers can be used to deflect the ion beam both horizontally and vertically, allowing for an adjustment of the beam angle as well as for parallel offsets to the ion beam position. Each steerer plate is supplied by an independent bipolar power supply with voltages up to $\pm 1000$ V. By applying voltages of the same sign to opposing steerer plates, it is also possible to induce additional horizontal or vertical focusing in the steerer section.

The cylindrical 90° deflectors follow a new design that provides control of the ion beam focusing in both dimensions [54], unlike traditional cylindrical or quadrupole deflectors that create an astigmatic output beam. Our cylindrical deflectors use plates of differing plate heights to mimic the field of a spherical deflector at the ideal ion beam orbit without the cost and size of a true spherical deflector.

In operation, about 50% of the 10 μA ion beam current that is measured in the Faraday cup in the first ion deflector chamber can be transported through the overlap region and both deflectors and collected in the retractable Faraday cup after deflector 2. But once the 3 mm apertures are put into place in the drift region, only 1-2 μA of beam current make it through the system. After traversing the overlap region, the ion beam is turned by the second deflector, collimated by a second Einzel lens, and directed into the time-of-flight mass spectrometer.

### 6.3.4 Beam-modulated TOFMS

**MS Design**

Previous ion beam spectroscopists used a Wein velocity filter as a mass analyzer to identify the ion species and to optimize the ion current at a lower beam energy than that at which the optical spectroscopy was performed. [74, 17, 50] mainly because of the limited resolving power of a Wien filter. A linear time-of-flight mass spectrometer (TOFMS), however, has the resolving power to characterize the ion beam simultaneously with the optical spectroscopy.

The linear TOFMS uses the well characterized beam modulation technique [6, 7] to create an ion packet from a continuous ion beam. Figure 6.1 shows the TOFMS region, consisting of an Einzel lens and a pair of vertical electrostatic deflector plates. The deflection plates are held at an equal voltage but with opposite polarity. The polarity of the plates is then quickly reversed to sweep the ion beam over a 5 mm diameter aperture located near the detector. Two beam profilers aid in aligning the ion beam through the 1.53 m drift tube and onto the electron multiplier tube detector.
The mass spectrometer is used to (i) identify the ion species in the plasma, (ii) estimate the beam energy and (iii) calculate the energy spread of the ions created by the cooled cold cathode plasma source. In a nitrogen plasma under typical conditions, the source produces mostly $N_2^+$ and $N^+$ in a ratio of 10:1, as shown in Figure 6.3. The field-free flight tube length combined with arrival times of individual ions can be used to estimate both the average beam energy as well as the energy spread of the ions in the beam, as shown in Figure 6.3. For a beam energy of $\sim$3780 V, the energy spread was found to be 4.7 V, which is consistent with the spectroscopic linewidths presented in Section 6.4.1.

### 6.3.5 Optical Spectroscopy

The Ti:sapphire laser, optical cavity, and locking scheme, [89, 68] and the NICE-OHMS has been described previously [90] so only a brief overview is given here. Two sets of RF sidebands are added by two electro optic modulators (EOM). The first non-resonant EOM adds sidebands at $\sim$30 MHz with a small modulation index. The signal from a back reflection off of the cavity is demodulated with an RF mixer to generate the Pound-Drever-Hall [25] error signal. An analog lockbox splits corrections from the error signal into slow and fast components. The slow corrections are sent to the cavity piezo while the fast corrections are sent to the voltage controlled oscillator (VCO) that drives the AOM. As shown in Figure 6.1, the laser is double passed through a 85 MHz resonant acousto optic modulator (AOM), which makes the pointing of the laser beam immune to changes in the AOM frequency [24] and induces a 170 MHz redshift to the laser light.

The second EOM, resonant at 113 MHz, adds sidebands at exactly the FSR of the optical cavity with a
modulation index $\beta \sim 1$. The laser is coupled into the cavity, and the light transmitted through the cavity is detected with a fast photodiode.

Heterodyne spectroscopy (including NICE-OHMS) is sensitive to both absorption and dispersion signals, which are related to one another through the Kramers-Kronig relations. Since the two signals appear 90° out of phase with one another with respect to the RF modulation, it is possible to independently observe each signal with phase sensitive detection. To take advantage of this aspect of the spectroscopy, the AC component of the detector signal is amplified, split into two paths, and demodulated with two separate mixers which are set to be 90° out of phase with one another. The overall detection phase is adjusted using an RF phase shifter in the line between the RF generator and the amplifier that drives the 113 MHz EOM. The RF phase shifter is used to separate the absorption and dispersion signals from one another.

**Modulation Scheme**

Because residual amplitude modulation (RAM) induced by the EOM or external etalons can limit the sensitivity of NICE-OHMS, it is advantageous to use a second form of modulation. In this work, the velocity of the ions is modulated by a square wave voltage at 4 kHz applied to the drift tube and aperture plates.

Because the ions travel at a high velocity, the observed lines are blue- and red-shifted according to

$$\frac{\nu'}{\nu_0} = \sqrt{\frac{1 \pm \frac{v}{c}}{1 \pm \frac{v}{c}}}$$  \hspace{1cm} (6.1)

where $\nu'$ is the Doppler shifted frequency, $\nu_0$ is the rest frequency, and $v$ is the velocity of the ions, given by

$$v = \sqrt{\frac{2qV}{M}}$$  \hspace{1cm} (6.2)

where $q$ is the charge of an electron, $V$ is the energy of the ion beam, and $M$ is the mass of the species. For a 3.86 kV ion beam of $\text{N}_2^+$, the Doppler splitting is $\sim 180$ GHz. Under velocity modulation, the 5 V$_{pp}$ square wave induces an additional doppler splitting of $\sim 120$ MHz.

**Frequency Comb Calibration**

The frequency of the laser can be determined at every point by measuring the beat frequency of the Ti:Sapphire laser against the nearest comb mode. In order to characterize the precision of the spectroscopic measurements, several frequency comb calibrated scans are shown. Insert graphs of comb calibrated scans. After the line center for the red shifted $\nu_-$ and the blue shifted $\nu_+$ components are
measured, the central line position can be calculated by taking the geometric mean \( \nu_0 = \sqrt{\nu - \nu_+}. \)

6.4 Results

6.4.1 Spectroscopic Results

Two typical scans of the Q\textsubscript{22}(15) line are shown in Figure 6.4. Only the dispersion phase is shown, because there is no observable signal at the absorption detection phase. Due to the large amount of laser power present within the laser cavity and the low ion density, we believe that the absorption signal is saturated to the point of being below the noise level of the instrument. The dispersion component, however, is unaffected by optical saturation. The line shape function for the NICE-OHMS velocity modulated dispersion signal is given by

\[
\chi^\text{disp}_{\text{vel}_{d,D}} = \chi^\text{disp}(\nu_d - \nu_{fm} - \nu_{em}) - 2\chi^\text{disp}(\nu_d - \nu_{em}) + \chi^\text{disp}(\nu_d + \nu_{fm} - \nu_{em}) - \chi^\text{disp}(\nu_d - \nu_{fm} + \nu_{em}) + 2\chi^\text{disp}(\nu_d + \nu_{em}) - \chi^\text{disp}(\nu_d + \nu_{fm} + \nu_{em})
\]

(6.3)

where \( \chi^\text{disp} \) is the general dispersion line shape function, \( \nu_d \) is the de-tuning of the carrier from the transition center frequency (\( \nu_d = \nu - \nu_0 \)), \( \nu_0 \) is the line center, \( \nu_{fm} \) is the RF modulation frequency, and \( \nu_{em} \) is the velocity modulation spacing.

The Gaussian dispersion line shape, derived from a peak-normalized Gaussian line shape, is given by [34]

\[
\chi^\text{disp}(\nu) = -\frac{2}{\sqrt{\pi}}e^{-\gamma^2} \int_{0}^{\infty} e^{\gamma'^2} d\gamma'
\]

(6.4)
where $\gamma = 2\nu_d \sqrt{\ln 2} / \text{FWHM}$ and FWHM is the full width at half maximum for the Gaussian profile.

When the spectra are fit to Equation 6.3, the line center, FWHM, and peak-normalized Gaussian amplitude are obtained. An example of the red- and blue-shifted components of a NICE-OHMS signal are shown in Figure 6.4. The average linewidth was $\sim 120 \text{ MHz}$, which is consistent with the beam energy spread observed with the TOFMS. Some slight asymmetry is seen between amplitude of the positive and negative velocity modulation components, and appears to be dependent on the alignment and overlap of the ion beam with the laser beam.

### 6.4.2 Sensitivity

For a baseline scan obtained with a 3s lock-in time constant, the observed noise equivalent absorption is $\sim 1.3 \times 10^{-11} \text{ cm}^{-1}$, which is a factor of 30 lower than the original ion beam instrument [17]. The improvement comes from several factors: a lower fractional noise level at the detector ($5 \times 10^{-8}$ vs $2 \times 10^{-7}$), thanks in part to heterodyne detection; a higher cavity finesse (450 vs 100); and a longer laser/ion overlap length (27 cm vs 15 cm). Unfortunately, our S/N is not improved by this same factor, mostly due to the fact that our ion density within the drift region is about an order of magnitude than that of the previous instrument.

The shot noise limit for the instrument is given by [113]

$$
\sigma_{\text{shot noise}} = \frac{\pi}{F \times L} \sqrt{\frac{qB}{\eta P_0} \frac{1}{J_0(\beta)J_1(\beta)}}
$$

(6.5)

where $q$ is the charge of an electron, $B$ is the bandwidth of detection, $\eta$ is the detector responsivity, $P_0$ is the power incident on the detector, and $J_n(\beta)$ are Bessel functions of the heterodyne modulation index, $\beta$. The effective path length through the ion beam is the laser/ion beam interaction length ($L=27 \text{ cm}$) times the number of round trip passes ($F/\pi$, where finesse=450).

At a typical power level of 0.82 mW and a 3s time constant, the expected fractional shot noise is $4 \times 10^{-12} \text{ cm}^{-1}$. Thus, the observed noise in the instrument is within a factor of 4 of the shot noise limit. Because the noise level appears to be independent of laser power on the detector, it is believed that electronic noise limits the sensitivity of the instrument.

### 6.4.3 Discussion

In order to obtain a rotational temperature, spectra of the $^qQ_{22}(J)$ lines (with $J=4.5, 7.5, 10.5, 14.5$ and 21.5) with lower energies ranging from 60 to 970 cm$^{-1}$ were collected. The spectra were fit to Equation
6.3. The intensities were normalized to the strength of the transition, which was obtained along with the lower state energies, from PGopher [104] using constants from Reference [30]. Figure 6.5 shows a Boltzmann distribution plot for the five lines. From the slope of the linear regression, the rotational temperature is calculated to be 601±52 K.

While only a handful of lines were observed, there is no reason why more lines could not be observed with this more highly resolved technique. As the previous work [30] observed Doppler limited transitions with linewidths of 1-1.4 GHz, the line centers were only determined to a precision around 60 MHz, with an accuracy of 150 MHz. It is expected that the line center determination accuracy could be increased by at least a factor of 60. This is expected to have a positive effect on the overall RMS of the current fit (100 MHz) and the individual observed-calculated values for many blended lines. However, as N$_2^+$ has been studied extensively, other molecules may provide more scientifically interesting results.

Finally, it should be noted that the spectra shown have a completely rigorous ion/neutral discrimination both from the spatial separation and the applied velocity modulation. As the spectroscopy is only sensitive to the ions whose velocity is being modulated, the neutrals cannot contribute to the absorption signal. While previous cavity-enhanced velocity modulation technique studies [89, 68, 90] showed a discrimination between ions and neutrals in the detection phase, the ion beam technique is rigorously insensitive to absorbing neutrals.

### 6.5 Conclusions and Future Directions

We have demonstrated the construction of a fast ion beam spectrometer which provides the rigorous spatial and velocity modulation discrimination against background neutrals and radicals. We have demonstrated the instrument’s capabilities by showing example spectra from the $A^2\Pi_u - X^2\Sigma^+_g$ system of N$_2^+$, and in so doing, have demonstrated the first direct absorption equivalent spectra of an electronic transition in an ion beam.
We have demonstrated that the ion beam produces sub-Doppler spectra with dispersion features equivalent to absorption features. The ion beam instrument has a mass spectrometer with high time-resolution that resolves mass spectra at spectroscopically relevant beam energies. The line shape of the NICE-OHMS signal has been described, as well as the sensitivity and the observed noise. With the current detectors and laser power, the noise is within a factor of 4 of the shot noise limit. The NICE-OHMS instrument reported in this article has been shown to be a factor of 30 more sensitive than previous direct absorption ion beam instruments [17]. The rotational temperature of ions in the ion beam was found to be \( \sim 600 \text{K} \).

The laser spectroscopy reported here was based on using two EOMs on a frequency tunable Ti:Sapphire laser. By combining the output the Ti:Sapphire with a Nd:YAG laser in a periodically-poled Lithium Niobate crystal, a mid-IR laser with sidebands NICE-OHMS will be produced. This will allow the extension of this NICE-OHMS technique into the mid-IR to record the fundamental vibrations of other molecular ions.

Finally, it is expected that a continuous supersonic expansion discharge source [18] and skimmer will replace the cold cathode ion source in the near future. Using a supersonic expansion will enable the spectroscopy of larger molecular ions, for which quantum dilution at high temperatures is a serious problem.
Chapter 7

Indirect Rotational Spectroscopy of HCO$^+$

7.1 Abstract

Spectroscopy of the $\nu_1$ band of the astrophysically relevant ion HCO$^+$ is performed with an optical parametric oscillator calibrated with an optical frequency comb. The sub-MHz accuracy of this technique was confirmed by performing a combination differences analysis with the acquired rovibrational data and comparing the results to known ground-state rotational transitions. A similar combination differences analysis was performed from the same data set to calculate the previously unobserved rotational spectrum of the $\nu_1$ vibrationally excited state with precision sufficient for astronomical detection. Initial results of cavity-enhanced sub-Doppler spectroscopy are also presented, and hold promise for further improving the accuracy and precision in the near future.

7.2 Introduction

Molecular ions are a particularly challenging group of species to study with optical spectroscopy. Even in laboratory plasmas that are designed to observe only a specific ion, neutral molecules are still orders of magnitude more abundant than their charged counterparts. This is why the most productive techniques for ion spectroscopy tend to have some method for discriminating ionic absorption signals from neutral ones. Since the late 1980s, the predominant tool for this has been velocity modulation spectroscopy (VMS). The groundwork of VMS was laid by Wing et al. in a velocity modulated ion beam [107], and the first application of VMS as it is known today was by Gudeman et al. in a velocity modulated positive column discharge cell. [41] Since the initial work, the technique has become a mainstay in ion spectroscopy and has been extensively reviewed. [93, 39]

Protonated carbon monoxide, HCO$^+$, was the first ion whose spectrum was acquired using VMS. The...
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R-branch of the $\nu_1$ C-H stretch band was first measured by Gudeman et al. in a positive column discharge cell out to R(18). [41] Shortly after, the P-branch was also observed out to P(10) in a modulated DC glow. [2] After these lines were published it was another 24 years before any work revisited the $\nu_1$ band, when Verbraak et al. used a continuous wave optical parametric oscillator (cw-OPO) operating in the mid-infrared and a supersonic expansion discharge source to rotationally cool the ions. [100]

The first observation of an HCO$^+$ rotational transition was via telescope rather than in a laboratory in 1970 by Buhl and Snyder. [15] Because the line that they observed was unidentified at the time, it was referred to as “X-ogen”. Later that year, Klemperer suggested that the “X-ogen” line was due to the $J = 1\leftarrow0$ transition of HCO$^+$. [53] Five years later, Woods et al. confirmed its identity by microwave spectroscopy. [109] Since that time, HCO$^+$ has been found in a variety of astronomical environments including protoplanetary nebulae [82], star forming regions [79], the interstellar medium [61], and even the comet Hale-Bopp [67]. The abundance of HCO$^+$ makes it an important participant in the rich chemistry that exists in the interstellar medium. Due to the large rotational constant of HCO$^+$, its higher rotational transitions exist in the sub-millimeter/terahertz region. Newer telescopes such as The Atacama Large Millimeter and sub-millimeter Array (ALMA) and the Stratospheric Observatory For Infrared Astronomy (SOFIA) have sub-millimeter/terahertz capability. These new astronomical capabilities lend necessity to a relatively simple way to gain laboratory information in that spectral region, a challenging region for laboratory spectroscopy, due in part to the relative scarcity of quality sources and detectors compared to the microwave and infrared spectral regions. In this work, we present a demonstration of how precision rovibrational spectroscopy can be used to infer rotational transitions to precision sufficient to facilitate astronomical searches.

In the case of HCO$^+$, most of the ground state transitions have been observed up to $J = 17\leftarrow16$, with the exception of a few gaps in coverage. [16] Additionally, only a few pure rotational lines have been observed in vibrationally excited states. One such transition is the $J = 3\leftarrow2$ rotational transition in the $\nu_1$ first vibrationally excited state. [56] With this single transition combined with our high-precision IR spectrum, the entire rotational spectrum of the $\nu_1$ state can be calculated, limited only by the number of rovibrational lines that have been observed. The technique demonstrated here is also useful for determining high precision rotational constants in excited states.

In this work, we present spectra of the $\nu_1$ fundamental band of HCO$^+$ acquired using optical heterodyne spectroscopy coupled with VMS (OH-VMS). This technique combines the advantages of the low noise of heterodyne spectroscopy with ion-neutral discrimination of VMS. Our instrument utilizes a cw-OPO tunable from 3.2 to 3.9 $\mu$m, and produces ions within a liquid nitrogen cooled positive column discharge cell. Optical
frequency comb calibrated scans were acquired and fit with sub-MHz precision, and the resulting fits were used to calculate rotational transitions for the ground state and the first vibrationally excited C-H stretch state. These calculations result in the first experimental observation, albeit indirectly, of the $J = 3\leftarrow 2$ transition in the ground state and the complete determination of the of the rotational spectrum up to $J = 10\leftarrow 9$ in the $\nu_1$ first excited state.

### 7.3 Experimental

The experimental setup, shown in 7.1, has been described previously [19] with the exception of the frequency comb integration, so it will be discussed only briefly here. A Ytterbium-doped fiber laser is frequency modulated with a fiber-coupled electro optic modulator (EOM) using two RF generators: one at $\sim 80$ MHz for heterodyne detection, and the other at $\sim 2$ MHz for locking to the optical cavity around the discharge cell. After the modulation is applied, this seed laser is amplified to 10 W total power using a fiber amplifier, and this amplified beam acts as the pump for the optical parametric oscillator (OPO).

![Figure 7.1: The Experimental Layout. YDFL: Ytterbium-doped fiber laser; EOM: electro-optic modulator; PS: phase shifter; RF: radio frequency generator; OPO: optical parametric oscillator; P: pump; S: signal; I: idler; PZT: piezo-electric transducer; PSD: phase-sensitive detector](image)

Three beams exit the OPO head: the pump (~1064 nm), the signal (tunable from 1.5 to 1.6 $\mu$m), and the idler (tunable from 3.2 to 3.9 $\mu$m). The idler is used for spectroscopy of HCO$^+$ while the other beams are used for frequency measurements using a near-infrared wavemeter and frequency comb. For the comb-calibrated scans, the wavemeter is only used prior to a scan to determine which comb modes the pump and signal are each closest to, while the comb is used throughout the scan to take frequency readings at each
acquired data point.

### 7.3.1 Comb Integration

The optical frequency comb used in this work (Menlo FC1500) has been described previously in operation with a different laser system. [68] Scanning the OPO with the comb is accomplished by first tuning the carrier-envelope offset of the comb to approximately 20 MHz and determining its sign. Then the comb repetition rate is tuned to make the signal offset beat lie within the range of 25-35 MHz from the nearest comb mode, limited by the RF bandpass filter built into the frequency counter used to record that beat. Then the frequency of the pump is tuned to approximately 20 MHz from its nearest comb mode, and the signs of the offset beats for both the pump and the signal are determined and recorded. Finally, the pump is offset-locked to the comb using a frequency-to-voltage converter circuit that generates an appropriate error signal for offset locking.

The nearest comb mode numbers are determined for the pump and the signal before each scan using the wavemeter, then are recorded (and incremented/decremented for the signal when necessary) as the scan progresses. At each frequency step, the data acquisition program pauses for 1.5 seconds, then the comb repetition rate and offset beats are recorded by frequency counters with 1 Hz refresh rates, and the lock-in amplifier outputs are recorded. With the lock-in amplifier time constant set to 300 ms, the lock-in amplifiers have 5 time constants to respond before the reading is polled for each point, so any scanning direction dependent line center pulling is smaller than the random scan-to-scan variability in line center determination.

After each point, the repetition rate is tuned by an amount sufficient to slew the pump frequency by \( \sim 5 \text{ MHz} \) (\( \sim 1.8 \text{ Hz} \) change in repetition rate). The pump remains offset locked to the same comb mode throughout the course of each scan. The total continuous scanning range of the pump (and therefore for the idler) for comb-calibrated scans is limited to \( \sim 800 \text{ MHz} \) by the comb scanning electronics; the comb repetition rate can only be changed by a relatively small amount while still retaining its lock onto the direct digital synthesizer (DDS) that stabilizes the repetition rate.

To keep the signal offset within the frequency counter bandpass filter at each point, a feed-forward system is used to tune the signal frequency using a double-pass acousto-optic modulator (AOM) setup. In a double-pass configuration, the frequency shift induced by the AOM is doubled, while making the pointing of the beam independent of the frequency applied to the AOM. [24] Stable pointing is crucial to the operation of the system, as good spatial overlap between the comb light and each of the cw beams is important for generating offset beat signals on the high speed detectors.
After the counters are read for a data point and the repetition rate is slewed to the next point, the amount the signal frequency needs to be shifted by is calculated using the change in the repetition rate, the signal comb mode number, and the amount the signal was away from the 30 MHz target offset frequency for the previous point; this frequency shift is then applied to the frequency of the RF generator that drives the AOM. The AOM diffraction efficiency is high enough to provide reliable signal/comb offset beat measurements in the driving frequency range of 150-210 MHz, which corresponds to a frequency shift of 300-420 MHz when taking into account the double-pass configuration. When the calculated desired AOM frequency lies outside this range, the drive frequency is shifted by 50 MHz (corresponding to a 100 MHz change in the shifted signal frequency, matching the comb repetition rate), and the signal mode number is incremented or decremented by one, depending on whether the 100 MHz shift was positive or negative.

This signal-shifting scheme allows the shifted signal frequency to be determined using the frequency comb at each point, despite the fact the signal frequency is fixed (with the exception of some slow drift) while the comb repetition rate is slewing. The unshifted signal frequency can then be determined simply by subtracting the AOM frequency shift, which is precisely known from the digital setting of the RF generator at each point, and this unshifted signal frequency is subtracted from the directly measured pump frequency to determine the idler frequency.

### 7.3.2 Spectroscopy Configuration

The plasma cell used in this work, Black Widow, shown in 7.2, was the same cell used by Takeshi Oka in many of his velocity modulation experiments. It allows for liquid nitrogen cooling of the plasma to reach an estimated rotational temperature of \( \sim 166 \) K for HCO\(^+\), as shown in the Boltzmann plot in 7.3, using plasma conditions of 30 mTorr CO in 500 mTorr H\(_2\) with a 35 kHz, 140 mA discharge. The idler beam is coupled through Brewster windows on either end of the cell into the central bore of the discharge cell. For this work, three different optical configurations were used: single-pass, double-pass and cavity-enhanced, all of which relied on heterodyne modulation and detection at \( \sim 80 \) MHz.

The comb calibrated scans presented in this paper used a simple single-pass configuration, where the cavity mirrors shown in 7.1 were removed and the cavity-locking RF modulation and feedback circuit were disabled. This allowed for the acquisition of Doppler-broadened scans with signal-to-noise ratios of \( \sim 300 \) for the strongest lines and \( \sim 100 \) for the weakest ones, but due to the lack of a bidirectional beam and sufficient laser power, did not allow for the observation of Lamb dips. A typical comb-calibrated scan is shown in 7.4.

A series of double-pass wavemeter-calibrated scans were collected for the previously unobserved P(11) through P(17) transitions. In the double-pass configuration, a single mirror was placed on the far side of
Figure 7.2: “Black Widow”, the liquid nitrogen cooled positive column discharge cell acquired from Takeshi Oka and used for the work in this paper. The central bore, where the plasma discharge occurs, is surrounded by a sheath of flowing liquid nitrogen, which is in turn surrounded by a vacuum jacket to prevent ice from forming on the cell.

the cell to back-reflect the idler for a second pass through the cell. Approximately 30% of the reflected beam was then picked off with a silicon window and directed to a high-speed detector, the signal from which was demodulated first at the heterodyne frequency, then at twice the plasma frequency ($2f$), as opposed to the $1f$ demodulation that was used for the single-pass work. The linecenters determined from these scans are shown in 7.1, and compared to the calculated values from the fit parameters determined by the comb-calibrated work. All but one of the linecenters determined from these scans fall within the expected 70 MHz uncertainty from the wavemeter calibration. The one exception, P(17), is thought to be off by more than the uncertainty due to an inaccurate signal reading caused by poor optical alignment.

<table>
<thead>
<tr>
<th>Transition</th>
<th>Observed (cm$^{-1}$)</th>
<th>Calculated (cm$^{-1}$)</th>
<th>Obs - Calc (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>P(11)</td>
<td>3054.730</td>
<td>3054.73019(4)</td>
<td>-6</td>
</tr>
<tr>
<td>P(12)</td>
<td>3051.502</td>
<td>3051.49993(5)</td>
<td>62</td>
</tr>
<tr>
<td>P(13)</td>
<td>3048.245</td>
<td>3048.24688(6)</td>
<td>-57</td>
</tr>
<tr>
<td>P(14)</td>
<td>3044.969</td>
<td>3044.97111(7)</td>
<td>-63</td>
</tr>
<tr>
<td>P(15)</td>
<td>3041.672</td>
<td>3041.67269(8)</td>
<td>-21</td>
</tr>
<tr>
<td>P(16)</td>
<td>3038.354</td>
<td>3038.35169(9)</td>
<td>69</td>
</tr>
<tr>
<td>P(17)</td>
<td>3035.013</td>
<td>3035.00817(10)</td>
<td>145</td>
</tr>
</tbody>
</table>

Table 7.1: Previously unobserved wavemeter-calibrated scans of the P(11) through P(17) transitions. Uncertainties are ~70 MHz, limited by the wavemeter uncertainties for the pump and signal frequencies added in quadrature. Calculations are based on ground state constants from Cazzoli et al.[16] and excited state constants determined from our comb-calibrated scans.

A few uncalibrated scans were collected with the cavity mirrors in place in a noise immune cavity enhanced
optical heterodyne velocity modulation spectroscopy (NICE-OHVS)\textsuperscript{[90]} configuration. One such scan, showing strong central Lamb dip features on top of the Doppler profile, is shown in 7.5. Unfortunately, the dielectric coatings on the mirrors were found to be hygroscopic, which led to poor laser coupling efficiency through the cavity in this wavelength range and degraded performance over time. To obtain optimal Lamb dip depth, the total cell pressure had to be decreased to \( \sim 200 \text{ mTorr} \) and the discharge current had to be turned down as low as possible while still maintaining a stable plasma, to \( \sim 100 \text{ mA} \). Both the lower pressure and the lower discharge current produce lower overall density of HCO\textsuperscript{+} within the cell. This decreased density combined with the poor laser transmission through the cavity cause the signal-to-noise in the NICE-OHMS scans to be significantly compromised compared to the single- and double-pass scans, despite the factor of \( \sim 400 \) greater path length that NICE-OHMS provides through the plasma.

7.4 Results and Discussion

Each comb calibrated scan was fit to a second derivative of a Gaussian function, which approximates the convolution of heterodyne modulation with velocity modulation observed in the experiment. Between 4 and 7 scans were acquired of each transition, and the data acquired from those fits were used to compute the average linecenters and standard errors shown in 7.2. The errors varied somewhat from one transition to the next, but the average uncertainty was found to be \( \sim 600 \text{ kHz} \).

As can be seen by the fit in 7.4, this fit function is not perfect, likely due to imperfect setting of the
Figure 7.4: A typical comb-calibrated scan (red dots) of the P(5) transition of HCO$^+$, along with a fit to the data (blue line). Error bars for the points are not shown, as they would be smaller than the point size for both intensity and frequency.

detection phases. For this work, both the RF and plasma demodulation phases were set to maximize the signal-to-noise of a single detection channel out of the four channels that were acquired with each scan. It is likely that there is some dispersive component to the lineshape function, rather than it being purely absorptive. It is also likely that the velocity modulation of the ions is not purely sinusoidal and that the lock-in demodulation is not exactly in phase with the velocity modulation, and both of these factors can also affect the overall lineshape.

There is also a slight asymmetry in the observed lineshapes for several of the scans that is not fully understood at this time. By adding a slightly sloped baseline to the data, we can make it significantly more symmetric, and also make the fit slightly better. Symmetrizing the data in this way causes the determined linecenter to shift by less than 1 MHz for even the most asymmetric scans. Given that we do not know the physical cause of this phenomenon, we have taken the approach of manipulating the data as little as possible, so this symmetrizing was only done to estimate the potential error induced by the asymmetry.

When asymmetry is present, it tends to manifest with the low-frequency lobe of the lineshape having a greater maximum than the high-frequency one. Such a systematic error would be mitigated by subtraction of observed linecenters, as is done in the combination differences analysis described in the following several paragraphs. Based on the errors in the calculation of rotational transitions, it appears that random scan-to-scan variability is the limiting factor in linecenter determination, and not the effects of this asymmetry.

For approximately half of the comb-calibrated scans, the determined linecenters disagreed with the previously measured HCO$^+$ transition frequencies [2] by greater than the specified accuracy of 30 MHz.
Figure 7.5: A roughly calibrated scan of the P(5) transition of HCO$^+$, showing the Lamb dips that are obtainable with cavity enhancement combined with lower cell pressure. The frequency calibration of this scan was based on the line center determined from the comb calibrated scans combined with the approximate scan voltage to frequency transfer function of the seed laser.

It was found that the source of the errors was incorrect comb mode number determination for either the signal or the pump beams due to inaccuracy of the wavemeter. These incorrectly calibrated scans were easily corrected by adding or subtracting a multiple of the comb repetition rate to or from the calculated idler frequency. After correcting the idler frequency calibration, it was found that all but two of the observed transitions agreed with Amano’s previous work to within 30 MHz. The two exceptions to the 30 MHz agreement were the R(0) and R(3) transitions, but those were both further verified by comparing the combination difference analysis with directly measured rotation transitions, as shown in 7.3. Any remaining error in the determination of comb mode numbers would appear as an error of $\sim 100$ MHz, which is not observed.

A combination differences analysis was performed to demonstrate the accuracy of our comb-calibrated rovibrational compared to known rotational transitions. First, frequencies of transitions sharing the same upper state energy level, e.g. R(0) and P(2), were subtracted from one another to generate ground state energy level spacings for pairs of energy levels separated by two rotational energy levels. For example, the J=2→0 spacing was calculated from $f_{R(0)} - f_{P(2)}$, the J=3→1 spacing was calculated from $f_{R(1)} - f_{P(3)}$, and so forth for all observed transitions up to the J=10→8 spacing.

Then the directly measured J=1→0 transition was subtracted from the J=2→0 energy level spacing to indirectly compute the J=2→1 rotational transition frequency. This computed frequency was then subtracted
from the J=3→1 spacing to compute the J=3→2 transition frequency, and the process was repeated for higher rotational energy levels up to J=10→9. At each step, the calculated rotational transition from the previous step was used with a new energy level difference to compute a new rotational transition. The indirectly calculated rotational transitions in the current work are compared to the previously observed rotational transition frequencies in 7.3.

Such an analysis was also carried out for the $\nu_1$ (C-H stretch mode) first vibrationally excited state. To our knowledge, the only directly observed rotational transition was J=3→2 [56]. This single transition, combined with our rovibrational data, is sufficient to compute the expected rotational transitions from J=1→0 up to J=10→9, as shown in 7.4. The comb-calibrated data were also fit using the previously determined ground state constants[16], and the following vibrationally excited state constants were determined: $\nu_1 = 3088.739009(5)$ cm$^{-1}$, $B_1 = 44240.536(9)$ MHz, and $D_1 = 82.31(9)$ kHz. These values agree within 2$\sigma$ with the uncertainties those previously determined by Amano [3088.73951(31) cm$^{-1}$, 44240.34(33) MHz, and 80.3(33) kHz] using infrared spectroscopy [2], while disagreeing by 5$\sigma$ with the $B_1$ and $D_1$ determined by an “all-inclusive” fit by Lattanzi et al. that used data from several microwave and infrared papers to determine constants across several vibrational states to determine $B_1 = 44240.614(17)$ MHz and $D_1 = 86.56(82)$ kHz. [56] Given that the only data for the $\nu_1$ state included in the “all-inclusive” fit were Amano’s
Table 7.3: Indirectly calculated rotational transition frequencies derived from the data in 7.2 compared to the directly measured rotational transitions compiled by Cazzoli et al. [16].

<table>
<thead>
<tr>
<th>J'</th>
<th>J''</th>
<th>Calc. Freq. (MHz)</th>
<th>Obs. Freq. [16] (MHz)</th>
<th>Calc - Obs (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>n/a</td>
<td>89188.5247</td>
<td>n/a</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>178374.6(17)</td>
<td>178375.0563</td>
<td>-0.5</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>207557.0(19)</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>356732.3(19)</td>
<td>356734.2230</td>
<td>-2.0</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>445903.9(21)</td>
<td>445902.8721</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>535061.0(23)</td>
<td>535061.5810</td>
<td>-0.5</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>624207.4(26)</td>
<td>624208.3606</td>
<td>-1.0</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>713344.0(27)</td>
<td>713341.2278</td>
<td>2.8</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>802455.7(27)</td>
<td>802458.1995</td>
<td>-2.5</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>891558.4(27)</td>
<td>891557.2903</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Table 7.4: Pure rotational transitions for the vibrationally excited \( \nu_1 \) state of HCO\(^+\), calculated from the rovibrational data in 7.2 and the directly observed\[56\] \( J=3 \rightarrow 2 \) rotational transition.

<table>
<thead>
<tr>
<th>J'</th>
<th>J''</th>
<th>Calc. Freq. (MHz)</th>
<th>Uncertainty (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>88486.7</td>
<td>1.9</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>176955.4</td>
<td>1.6</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>353900.7</td>
<td>0.9</td>
</tr>
<tr>
<td>4</td>
<td>5</td>
<td>442366.0</td>
<td>1.1</td>
</tr>
<tr>
<td>5</td>
<td>6</td>
<td>530813.3</td>
<td>1.3</td>
</tr>
<tr>
<td>6</td>
<td>7</td>
<td>619257.7</td>
<td>1.6</td>
</tr>
<tr>
<td>7</td>
<td>8</td>
<td>707676.3</td>
<td>1.9</td>
</tr>
<tr>
<td>8</td>
<td>9</td>
<td>796093.7</td>
<td>1.9</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>884477.9</td>
<td>2.4</td>
</tr>
</tbody>
</table>

7.5 Conclusions

The current work demonstrates the ability of Doppler-broadened comb calibrated velocity modulation spectroscopy to determine linecenters with sub-MHz accuracy and precision. This accuracy has been verified by performing a combination differences analysis of the rovibrational data and comparing the results to the previously observed rotational spectrum of vibrational ground state HCO\(^+\). The potential of extending the technique to sub-Doppler work has also been demonstrated. With a proper set of cavity mirrors, it should be possible to further improve the precision of this technique. From the current series of fits, the Doppler-limited linewidth is \( \sim 450 \) MHz, and the uncertainty of a single fit is \( \sim 350 \) kHz. From the Lamb dip scan of
HCO$^+$ shown in 7.5, the peak-to-peak linewidth of the central sub-Doppler feature is only $\sim$50 MHz, so it is reasonable to assume that the precision of a fit to sub-Doppler features would be approximately an order of magnitude more precise than one to a Doppler-broadened scan, assuming the S/N problem can be solved by a non-hygrosopic set of cavity mirrors. The investigation into whether the accuracy is also improved by the same factor will be the subject of future work.

One of the greatest advantages of this indirect approach over direct rotational spectroscopy is the generality of it. The chemistry within positive column discharge cells tends to be very rich, so it is possible to make a wide variety of molecular ions. The cell used in the current work was cooled with liquid nitrogen, but it could easily be cooled by water or air, or even heated to attain greater population in higher rotational levels and compute the rotational spectrum up to very high $J$ values. The infrared source and detectors are also very versatile in terms of spectral coverage; entire rovibrational bands for a wide variety of ions lie within its tuning range, and can be observed without any changes to the optoelectronic system.

This work also has implications for astronomical searches for the astrophysically relevant ion HCO$^+$. While the ground vibrational state has been thoroughly studied, little work has previously been done in this vibrationally excited state. Rotational transitions in the vibrationally excited state could be of astrophysical interest, particularly in hot, dense environments such as hot cores and circumstellar envelopes. [12]
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Appendix A

Precision Cavity Enhanced Velocity Modulation Spectroscopy

A.1 Abstract

The new technique of cavity enhanced velocity modulation spectroscopy has been further developed, incorporating a tighter cavity to laser lock and an optical frequency comb for absolute frequency calibration. Several $N_2^+$ transitions have been observed with much higher precision than previously possible, and transitions that were blended in earlier Doppler-limited experiments are now resolved. The full-width at half-maximum of the observed Lamb dips is $\sim$40 MHz, and appears to be dominated by a broadening due to the velocity modulation. Future extension of this technique into the mid-infrared should enable significant improvements in the sensitivity and resolution of vibrational spectroscopy of molecular ions.

A.2 Introduction

Ever since its development by Gudeman et al. in 1983 [41], velocity modulation spectroscopy has been the workhorse of molecular ion spectroscopy, because of its sensitive discrimination between ion and neutral signals. [39] In the past 25 years, this technique has been used to study nearly fifty different molecular ions, as reviewed in [93]. It has been implemented at wavelengths ranging from the UV to the millimeter-wave. [28, 84] The most sensitive velocity modulation spectrometers (e.g., [38, 71]) combine optical heterodyne modulation with a modified White cell for uni-directional multipassing. The S/N ratio of such experiments could be further improved by extending the optical path length using an external cavity, but the traditional $1/f$ demodulated signal vanishes in such a cavity.

No major technological advances have been published on velocity modulation since it was last reviewed in [93]. However, additional molecular ions have been studied, including FeCO$^+$ [42] and FeO$^+$ [43] in
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the millimeter/submillimeter range, and \( \text{D}_2\text{O}^+ \) [26], \( \text{SO}^+ \) [57], and \( \text{H}_3\text{O}^+ \) [116] in the mid-infrared. Other molecules such as \( \text{Cl}^+_2 \) [110], \( \text{CO}^+ \) [112], and \( \text{N}_2^+ \) [111] have been studied in the visible/near-IR using the optical heterodyne magnetic rotation enhanced velocity modulation previously reviewed in [93].

In a recent paper [89], we demonstrated that ion-neutral discrimination can be achieved in an optical cavity, using phase-sensitive 2\( f \) detection. This work also showed that Lamb dips were observable due to the high intracavity power, thus opening the door to routine sub-Doppler spectroscopy of molecular ions. However, those experiments were limited by a poor laser to cavity lock and a lack of precise frequency calibration. Here, we present an improved system that uses a double-passed acousto-optic modulator (AOM) to achieve a tight lock of the cavity to the laser, and an optical frequency comb to obtain precise frequency calibration.

We demonstrate the method using the well-studied \( \text{N}_2^+ \) ion, which is abundant in atmospheric aurorae and nitrogen discharges [30]. The \( \text{A}^2\Pi_u - \text{X}^2\Sigma_g^+ \) system has been studied extensively. Several bands were observed in auroral storms by Meinel in 1950 [66], and the the 1-0 band was recorded in the laboratory by Benesh et al. in 1979 with a resolution of 1800 MHz [9]. Ferguson et al. recorded the Doppler-limited spectrum of several bands including the 1-0 band with a measurement precision of 60 MHz and an accuracy of 150 MHz [30]. These studies all relied on unmodulated sources, either DC positive column discharges or hollow cathodes. Other workers investigated higher vibrational levels by using velocity modulation [80, 20, 58].

Several groups [65, 94, 87, 64, 14, 95, e.g.] have used optical frequency combs to measure the absolute transition frequencies of molecular neutrals, in many cases combining them with sub-Doppler techniques to achieve a precision as good as \( \sim 10 \) kHz. However, to our knowledge, the present work represents the first application of optical frequency combs to high-precision molecular ion spectroscopy.

### A.3 Experimental Setup

The experimental setup is an improved version of the one described in [89], and is illustrated in Figure A.1. Molecular ions (\( \text{N}_2^+ \)) were produced in an uncooled positive column discharge cell with a continuous flow of nitrogen at \( \sim 0.5-4 \) Torr, as measured by a thermocouple gauge that was calibrated to a capacitance manometer. The ions were probed by the output of a Ti:Sapphire laser which was injected into an external cavity containing the discharge cell. An electro-optic modulator (EOM) added sidebands at 14 MHz, and the back-reflection off the cavity was used to generate a Pound-Drever-Hall error signal that represents the difference between the laser frequency and the cavity modes [25].

The low-frequency portion (\( \lesssim 100 \) Hz) of this error signal was fed back to a piezo on the cavity, which
Fig. A.1: Experimental layout, color online. Faraday isolator (FI), Fabry-Perot interferometer (FPI), acousto-optic modulator (AOM), polarizing beamsplitter (PBS), quarter-wave plate (QWP), radiofrequency generator (RF), electro-optic modulator (EOM), photodiode (PD), voltage controlled oscillator (VCO), avalanche photodiode (APD), high-pass filter (HP).

essentially locks the cavity to the laser; the laser itself is stabilized to an internal reference cavity which is temperature and pressure stabilized. The high-frequency portion of the error signal was fed to a voltage-controlled oscillator (VCO), which feeds a double-passed acousto-optic modulator (AOM; central frequency of 85 MHz) in a scheme similar to [24]. The frequency-shifted laser light was thereby locked to any fast fluctuations of the external cavity. This introduced a jitter of 1-2 MHz (as measured by fluctuations in the voltage input of the VCO while the system is locked), which is considerably smaller than the width of all of our observed transitions. The improved lock, compared to that in reference [89], enabled us to remove the intracavity iris which had been used to lower the finesse to ~100, resulting in a higher finesse of ~250 in the present experiment.

Before passing through the AOM (which blue-shifts the laser by 170 MHz), a portion of the laser beam was picked off and sent into a wavemeter (Bristol 621A-IR) with an accuracy of ±0.2 ppm (~±65 MHz), which was used for rough calibration. Another portion was combined on a photodetector with an optical frequency comb (MenloSystems FC1500), and the beat note was counted with the comb electronics. The FC1500 is a fiber-based comb, which contains two locking systems to keep the repetition frequency ($f_{rep}$) and the carrier-envelope offset ($f_{ceo}$) stabilized. In our case, $f_{rep}$ was locked near 100.005 MHz, and $f_{ceo}$ was locked to ~20 MHz. These frequencies are based on an input from a high-stability oven-controlled
crystal oscillator that is disciplined to the Global Positioning System (Endrun Technologies Tycho, HS-OCXO). Since the oscillator control loop averaging time constant is over 500,000 seconds, the stability of the oscillator’s 10 MHz frequency reference is expected to be better than $1 \times 10^{-12}$. The output of the fiber comb is frequency doubled in a periodically poled lithium niobate crystal, and spectrally broadened with a photonic crystal fiber. Because the comb light passes through a sum-harmonic generation periodically poled lithium niobate crystal, $f_{ceo}$ becomes $2f_{ceo}$.

The output of the cavity was directed onto a photodiode, the signal from which was demodulated by a lock-in amplifier referenced to twice the plasma frequency (with the phase set to be optimally sensitive to ion signals). The output of the lock-in was recorded, along with calibration data, by a custom LabView program over the course of each scan.

Scanning was performed in two different modes, which we refer to as high resolution and ultra-high resolution. In the high resolution scans, the laser was stepped in 5 MHz steps, with a 300 ms time constant and a 300 ms delay between points, and calibration was performed using only the wavemeter. In the ultra-high resolution scans, the laser was stepped in 1 MHz steps, with a 1 second time constant and delay time, and was calibrated using the frequency comb. For this purpose, the data acquisition computer recorded $f_{rep}$, $|f_{ceo}|$, and $|f_{beat}|$ from the comb’s computer, for each frequency step in our scans. Because the measurement system for $|f_{beat}|$ has a bandwidth of only 19.5-25.5 MHz, it was necessary to ratchet $f_{rep}$ by 1.2 Hz whenever $|f_{beat}|$ approached its limit in the course of a scan. This ensured continuous measurements of the beat frequency against the same comb mode throughout an entire scan, which was typically 0.9 GHz in length. In the future, this “soft lock” of the comb to the laser could be replaced by a system that directly locks the Ti:Sapphire laser to the comb; in such a scenario the laser could be scanned over long ranges simply by stepping $f_{rep}$.

The laser frequency can be determined using the equation $f_{Ti:S} = nf_{rep} + 2f_{ceo} + f_{beat}$. The difficulty in using the frequency comb for absolute calibration is that neither $n$ (the comb mode participating in the beat) nor the signs of $f_{ceo}$ and $f_{beat}$ are known a priori. The sign of $f_{beat}$ is easily determined by monitoring the change in $|f_{beat}|$ as the laser is tuned: if $|f_{beat}|$ increases as $f_{Ti:S}$ is increased, then its sign must be positive. The sign of $f_{ceo}$ can only be determined by changing $|f_{ceo}|$ while watching $|f_{beat}|$ while the laser is held at a constant frequency. However, this last step was inadvertently omitted in the present experiment, so the sign of $f_{ceo}$ is unknown in our measurements; however, all the ultra-high resolution scans reported here were recorded on two consecutive days, and the (unknown) sign of $f_{ceo}$ was fixed by its lock, which was left on continuously during that period.

The value of the comb mode $n$ was determined by using an estimate of $f_{Ti:S}$ from the wavemeter, which we
call $f_{\text{wm}}$. For each possible sign of $f_{\text{CEO}}$, an estimate of $n$ was calculated using $n_{\pm} = (f_{\text{wm}} \mp 2f_{\text{CEO}} - f_{\text{beat}})/f_{\text{rep}}$. These estimates can be expected to differ from an integer by an amount as large as 0.65, which represents the absolute accuracy of the wavemeter divided by $f_{\text{rep}}$. We found that in all cases only a single integer was within 0.65 of $n_-$, so that the determination of the true integer value of $n_-$ was unambiguous. This was also true in some cases for $n_+$; these cases were used to determine the difference between $f_{\text{wm}}$ and $f_{T:S}$ under the assumption that $f_{\text{CEO}}$ is positive. We found that the wavemeter’s offset varied by $\leq 8$ MHz over the course of a day, so that this could be used to “calibrate” the wavemeter and unambiguously determine the integer value of $n_+$. For all scans, we found that $n_+ = n_- - 1$, and consequently the two possible values of $f_{T:S}$ for the two signs of $f_{\text{CEO}}$ differ only by $f_{\text{rep}} - 2|2f_{\text{CEO}}| = 20.005$ MHz. For the remainder of this paper, we adopt the value corresponding to a negative $f_{\text{CEO}}$, but we caution that all of our frequencies may be overestimated by 20.005 MHz as a result. In the future, this ambiguity can be resolved by a direct determination of the sign of $f_{\text{CEO}}$ and/or by using a more accurate wavemeter. Nevertheless, the precision of the frequency determination at each step is $\sim 1$ MHz.

A.4 Transition Frequencies

Ten transitions of the $Q_{22}$ branch of the $v=1\leftrightarrow 0$ band of the Meinel system $A^2\Pi_u-X^2\Sigma_g^+$ of $N_2^+$ were observed in ultra-high resolution scans. A representative set of high and ultra-high resolution scans of the $Q_{22}(14.5)$ line are shown in Figure A.2. The vertical line represents the previously reported line center from the Doppler limited work of Ferguson et al. [30], and the horizontal line represents their stated calibration uncertainty ($\pm 150$ MHz). Of the ten observed transitions, eight were previously observed by [30], but $Q_{22}(0.5)$ and $Q_{22}(2.5)$ are reported here for the first time.

In the work of Ferguson et al. [30], many closely spaced transitions were unresolvable because of the Doppler-limited linewidths. Given the narrow sub-Doppler Lamb dips in the present work, many of these “blended” transitions are now resolvable. For example, the $R_{11}(10.5)$ transition was previously blended with the stronger $Q_{22}(11.5)$ transition. As shown in Figure A.3, the Lamb dips of these two transitions are clearly separated.

Each Lamb dip was fit to a Gaussian profile to determine the value of and the uncertainty in the line center frequency. Because of the relatively low S/N ratio of the wings of the Lamb dips, the profiles could be fit equally well to a Gaussian or a Lorentzian; a Gaussian fit was chosen because it was less sensitive to the noise in the wings of the observed dips. Table A.1 shows our line center frequencies, the differences between these and the previous measurements, and the differences between our frequencies and the predictions of an
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effective Hamiltonian fit.

The differences between our line centers and those of [30] are reasonably small, but are in some cases larger than the previous work’s estimated precision of about 0.002 cm\(^{-1}\) (which may apply only to the stronger transitions of [30]). The higher precision of the present work is evident from the residuals from the effective Hamiltonian fit (which used the constants from [30]). These residuals are tightly clustered around +0.003 cm\(^{-1}\), with a standard deviation of 0.0004 cm\(^{-1}\). This suggests that the molecular constants of this widely used prototype ion could be significantly improved using this method of sub-Doppler spectroscopy.

### A.5 Linewidth Investigation

In our initial report on cavity enhanced velocity modulation spectroscopy [89], the observed linewidth of the Lamb dips (\(~130\) MHz) was dominated by the mechanical instability of the cavity, and the resulting frequency jitter in the laser (which was locked to the cavity). With our improved lock of the cavity to the laser, a considerably smaller Lamb dip linewidth (as low as 40 MHz) is observed. However, this width is still quite a bit larger than expected from pressure broadening, so we have investigated its dependence on
Figure A.3: The high resolution scan of the Q\textsubscript{22}(11.5) line shows a second Lamb dip where the previously blended and unreported R\textsubscript{11}(10.5) line is now clearly resolved. The vertical line near R\textsubscript{11}(10.5) represents the predicted position from an effective Hamiltonian fit, and the horizontal bar indicates the rms-error of the Hamiltonian fit. The lock-in time constant was increased half-way through the scan which reduced the noise of the scan and broadened the observed R\textsubscript{11}(10.5) Lamb dip.

Table A.1: Doppler free transition frequencies (in cm\textsuperscript{-1}) of the Q\textsubscript{22}(J) series calibrated with a frequency comb, as well as the differences from the previously published values\cite{30}, and the differences from an effective Hamiltonian fit using the spectroscopic constants from [30]. Note that the observed frequencies may be systematically too high by 20 MHz due to an ambiguity in the sign of $f_{ceo}$ (see text).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>10924.65608(10)</td>
<td>—</td>
<td>0.00408</td>
</tr>
<tr>
<td>2.5</td>
<td>10919.46795(4)</td>
<td>—</td>
<td>0.00325</td>
</tr>
<tr>
<td>4.5</td>
<td>10912.92682(3)</td>
<td>0.00182</td>
<td>0.00322</td>
</tr>
<tr>
<td>6.5</td>
<td>10905.01953(3)</td>
<td>0.00853</td>
<td>0.00313</td>
</tr>
<tr>
<td>7.5</td>
<td>10900.54840(3)</td>
<td>0.00540</td>
<td>0.00310</td>
</tr>
<tr>
<td>8.5</td>
<td>10895.72876(3)</td>
<td>0.00076</td>
<td>0.00286</td>
</tr>
<tr>
<td>9.5</td>
<td>10890.55859(5)</td>
<td>0.00359</td>
<td>0.00299</td>
</tr>
<tr>
<td>11.5</td>
<td>10879.15384(3)</td>
<td>-0.00006</td>
<td>0.00294</td>
</tr>
<tr>
<td>12.5</td>
<td>10872.91398(3)</td>
<td>-0.00002</td>
<td>0.00288</td>
</tr>
<tr>
<td>14.5</td>
<td>10859.34469(3)</td>
<td>0.00269</td>
<td>0.00279</td>
</tr>
</tbody>
</table>

The cell pressure, rotational level, and laser power.

A graph of the FWHM of the Q\textsubscript{22}(14) transition at several pressures between 0.5 and 4.5 Torr is shown in Figure A.4. The calculated pressure broadening coefficient, assuming a Langevin collision rate and using the formulas in [75], is approximately 1.8 MHz/Torr. Not only is the slope of the observed pressure dependence (8 MHz/Torr) much higher than this, but there is also a significant linewidth (32 MHz) even at the limit of zero pressure. Clearly an effect other than pressure broadening is dominating the observed linewidth.

To investigate the possible role of hyperfine structure on the observed linewidth, we measured transitions from many rotational states at the same pressure of 0.35 Torr. No change in the FWHM as a function of the rotational quantum number was observed. To check for power broadening, we measured the FWHM of
Figure A.4: Linewidth as a function of cell pressure shows that the actual linewidth is much larger than the expected pressure broadening. Line of best fit: $\text{FWHM(MHz)} = 8\times P + 32$

the $Q_{22}(14.5)$ transition at incident optical powers between 7 and 30 mW, and observed no change over this range.

It seems clear that some other process is dominating the linewidth of the Lamb dips. We propose a lifetime broadening mechanism, based on the amount of time that a particular ion will be resonant with both counter-propagating laser beams (and thus participate in the Lamb dip) before its velocity is significantly changed by the AC field of the velocity modulation.

To estimate the order of magnitude of this effect, we assume that the drift velocity of the ions is proportional to the instantaneous voltage applied to the discharge cell. From the observed Doppler shift between the line center and the maxima of the velocity-modulated line profiles, we estimate the peak drift velocity to be $\sim 72000 \text{ cm/s}$, which corresponds to a peak Doppler shift of $\sim 800 \text{ MHz}$. In order for an ion to be probed by both directions of the laser beam in the cavity, its velocity along the cavity axis must be close enough to zero that its Doppler shift with respect to both beams is smaller than the cavity linewidth ($\sim 0.5 \text{ MHz}$).

Since the Doppler shift changes from $\sim 800 \text{ MHz}$ to 0 MHz in one quarter of a discharge cycle ($\sim 6 \text{ \mu s}$), the ion has an effective “lifetime” of only $\sim 4 \text{ ns}$, which corresponds to a lifetime broadening of $\sim 40 \text{ MHz}$, in rough agreement with our observations. The origin of the observed pressure dependence is unclear at the present time.

**A.6 Saturation Parameter**

Figure A.5 shows the experimentally observed Lamb dip depth as a function of the laser power incident on the cavity, which was adjusted by a variable attenuator on the RF input of the AOM (which changed its
Figure A.5: Experimentally observed Lamb dip depth, together with theoretical fit.

diffraction efficiency) while keeping all other experimental parameters constant. Theoretically [4], one would expect the ratio of the dip depth to the Doppler-limited absorption depth to be equal to $(1 + S)^{-1/2} - (1 + 2S)^{-1/2}$, where $S$ is the saturation parameter. Since the Doppler-limited absorption depth is independent of power, and $S$ is proportional to the incident power, we fit the observed dip depth to the expression $A \left[ (1 + kP_{in})^{-1/2} - (1 + 2kP_{in})^{-1/2} \right]$. As seen in Figure A.5, the fit is quite good; the resulting constant of proportionality is $k \approx 0.20 \pm 0.01$ mW$^{-1}$.

The saturation parameter $S$ can be conveniently defined as $\Omega^2/\Gamma^2$, where $\Omega$ is the angular Rabi frequency and $\Gamma$ is the relaxation rate. Given that $\Omega = \mu E/\hbar$ (where $\mu$ is the transition dipole moment and $E$ is the electric field strength), that the field intensity $I = E^2c/8\pi$, and also that the field intensity inside the cavity can be expressed as $I = F\eta P_{in}/\pi r_0^2$ (where $F$ is the cavity finesse, $\eta$ is the coupling efficiency into the cavity [or the ratio $P_{out}/P_{in}$], and $r_0$ is the beam radius inside the cavity), we can write $S$ in terms of $P_{in}$ as

$$S = kP_{in} = \frac{8\pi}{cF^2 \Gamma^2} \frac{\mu^2}{\pi r_0^2} P_{in}$$  \hspace{1cm} (A.1)

or, given an experimentally determined constant of proportionality $k$, we can write

$$\frac{\mu^2}{\Gamma^2} = k \frac{c\hbar^2}{8\pi} \frac{\pi r_0^2}{\eta F}.$$  \hspace{1cm} (A.2)

Substituting in the appropriate values for our case ($F = 250$, $\eta = 0.008$, $r_0 = 0.07$ cm, and $k = 2 \times 10^{-5}$ s erg$^{-1}$), we find that $\mu/\Gamma = 0.090$ Debye/MHz.

According to lifetime measurements [76], the Einstein coefficient for the 1-0 Meinel band is $\sim 7 \times 10^4$ s$^{-1}$; this is in good agreement with the theoretical value [37] of $5.9 \times 10^4$ s$^{-1}$. Combining this with the linestrength
of the $Q_{22}(14)$ transition used for these measurements (computed from PGopher [104]), the transition dipole moment is expected to be $\mu = 0.38$ Debye. This suggests a relaxation rate $\Gamma \approx 4.2$ MHz. This demonstrates the ability of cavity enhanced velocity modulation Lamb dip spectroscopy to determine the ratio $\mu/\Gamma$.

### A.7 Conclusions and Outlook

We have demonstrated that cavity enhanced velocity modulation spectroscopy can be used to make high precision (~1 MHz) measurements of molecular ion spectra, when used in conjunction with an optical frequency comb. This method provides considerably higher precision than conventional Doppler-limited spectroscopy, and consequently offers the prospect of more accurate determinations of molecular constants. Quantitative measurements of the Lamb dip depth also offer the possibility of experimentally determining transition dipole moments.

Although our initial demonstration of this method has utilized an electronic transition of a molecular ion, we see no reason why this method could not be extended to vibrational spectroscopy in the mid-infrared. Typical vibrational dipole moments are on the order of 0.15 D, and this vibronic dipole moment was only 0.43 D, therefore the power density would only need to be about 10 times higher. This increased intracavity power could be achieved by using a higher finesse cavity or a higher power laser (e.g., a cw OPO). In such a case, frequency calibration could be performed either with a mid-infrared comb [1], or by upconverting the mid-infrared laser to the near-infrared by sum frequency generation with a stabilized Nd:YAG laser in a periodically poled lithium niobate crystal.

The widths of the Lamb dips are comparable to the kinematically compressed linewidths of ion beam instruments [17], therefore similar precision can be obtained with the current type of instrument. Ion beam instruments are considerably more complex and suffer from reduced ion density, but do offer other advantages, including simultaneous mass spectrometry, mass identification spectral lines, and the possibility of rotational cooling when used with supersonic ion sources.

High-precision sub-Doppler vibrational spectroscopy of molecular ions would enable determination of molecular constants with near-microwave precision, which could in turn facilitate the prediction of pure rotational transitions. This could be very useful in reducing the classic “search problem” in rotational spectroscopy, and could also facilitate astronomical observations of molecular ions that have not been measured in the microwave, sub-mm, or THz regions. Furthermore, the high precision of this method would facilitate the identification of four-line combination differences in complex spectra (such as, for example, CH$_5^+$ [105, 83]) and thereby provide additional information to enable their assignment.
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Appendix B

Sub-Doppler Mid-Infrared Spectroscopy of Molecular Ions

B.1 Abstract

The technique of velocity modulation spectroscopy has recently been combined with cavity enhancement and frequency modulation methods into a technique called noise-immune cavity-enhanced optical heterodyne velocity modulation spectroscopy (NICE-OHVMS). We have implemented NICE-OHVMS with a cw-optical parametric oscillator (OPO) tunable from 3.2-3.9 μm, and used it to record spectra of the $R(1,0)$ and $R(1,1)^u$ transitions of the $ν_2$ fundamental band of H$_3^+$. The high optical power and cavity enhancement enable saturation of rovibrational transitions, which allows for line center frequencies to be measured with a precision of 70 kHz.

B.2 Introduction

Molecular ions play a key role as intermediates in chemical reactions, and a detailed understanding of their structure and intramolecular dynamics in the gas phase, generally obtained by spectroscopy, is a critical first step toward understanding their behavior in more complicated systems. The primary technique used for ion spectroscopy over the past 30 years has been velocity modulation spectroscopy (VMS). [40, 41]

In VMS, ions are produced in an AC positive column plasma whose polarity is alternated at frequency $f_{vm}$. The average drift velocity of the ions in the plasma is shifted toward the cathode from the applied electric field, while neutral molecules are generally unaffected. As the polarity is reversed, the average ion drift velocity also reverses, resulting in a periodic oscillation in the ion velocity distribution at $f_{vm}$. By interrogating the ions with a laser beam passing in one direction through the plasma, the absorption profiles are alternately red- and blue-shifted with respect to their rest frequencies, and phase-sensitive detection at $f_{vm}$ allows for selective retrieval of ionic signals. VMS therefore addresses one of the main challenges of

ion spectroscopy, i.e., detection of ionic species that are only $10^{-5}$-$10^{-6}$ as abundant as neutral molecules. Well over 40 unique molecular ions (not including isotopologues) have been detected with VMS; these have been extensively reviewed by Stephenson and Saykally. [93]

Recently, the use of a Fabry-Perot optical cavity to enhance the optical path length was demonstrated by Siller et al. (cavity-enhanced velocity modulation spectroscopy, CEVMS), who locked a Ti:Sapphire laser to an optical cavity surrounding a velocity modulated positive column cell and detected the transmitted light. [89] Because the light in the cavity is bidirectional, red and blue Doppler shifts are simultaneously superimposed, encoding the velocity modulation (VM) signal at $2f_{vm}$. Initially, this was believed to be problematic because any neutral molecules produced or excited by the discharge are concentration modulated (CM) at $2f_{vm}$; that is, the population of the excited species varies with the magnitude of the applied voltage, but not the sign of the voltage. By also encoding the ion signal at $2f_{vm}$, it was thought the concentration modulation signal of neutral molecules would overwhelm the ion velocity modulation signal. Siller et al. showed that the ion and neutral signals occurred at different phases with respect to the plasma voltage, thereby preserving ion-neutral discrimination through phase-sensitive detection. Additionally, the power enhancement from the optical cavity enables saturation spectroscopy and precise line-center determination. [68]

A related technique has also been employed using an optical frequency comb as the light source and a unidirectional ring cavity surrounding a plasma cell, effectively converting VMS to a broadband technique while preserving the high resolution of laser spectroscopy. [91]

Cavity enhanced absorption spectroscopy suffers from the fact that frequency noise in the laser is directly converted into intensity noise as a result of reduced cavity transmission. This limitation was overcome by Ye et al. with noise-immune cavity-enhanced optical heterodyne molecular spectroscopy (NICE-OHMS). [114] In this technique, the laser is phase modulated at $f_h$ (typically $100$s of MHz), effectively generating an FM triplet consisting of a carrier (at the optical frequency $f_o$) and a pair of sidebands with opposite phase at $f_o \pm f_h$. The triplet is coupled into the optical cavity by setting $f_h$ equal to an integer multiple of the cavity free spectral range (FSR). In the absence of any intracavity absorption or dispersion, the beat notes between each sideband beating with the carrier are balanced in both amplitude and phase, so there is no net signal at $f_h$. However, in the presence of an intracavity absorber or disperser, the beat notes are unbalanced in amplitude and/or phase, yielding a net signal. By encoding absorption/dispersion information at a high frequency, $1/f$ technical noise is reduced. Another advantage is that any laser frequency noise affects the cavity coupling efficiency of the carrier and both sidebands equally, which keeps the beat notes of each sideband with the carrier balanced, and eliminates direct conversion of laser frequency noise to noise in the final spectrum. The disadvantages are the complexity of the technique, particularly the demands of
maintaining the laser-cavity lock, and the requirement of a detector whose bandwidth is at least \( f_h \). An extensive review of the NICE-OHMS technique has been published by Foltynowicz et al. [33]

CEVMS and NICE-OHMS have been combined into a technique called noise-immune cavity enhanced optical heterodyne velocity modulation spectroscopy (NICE-OHVMS) in the near-infrared with a Ti:Sapphire laser. [90] Because \( f_h \) and \( f_{vm} \) are at significantly different frequencies (typically \( \sim 100 \text{ MHz} \) and \( \sim 10 \text{ kHz} \), respectively), the detector signal is first demodulated at \( f_h \), and then sent on to further phase-sensitive detection at \( 2f_{vm} \). NICE-OHVMS preserves the ion-neutral discrimination afforded by VMS, and takes advantage of the ultra-high sensitivity, saturation, and noise immunity of NICE-OHMS.

However, the technical demands of the NICE-OHMS technique have largely precluded its use in the mid-infrared spectral region in which VMS has been successfully exploited. The high bandwidth detectors and phase modulators required for NICE-OHMS are not as readily available in the mid-IR compared with the visible/near-IR. The only published mid-IR NICE-OHMS work was done with a quantum cascade laser near 8.5 \( \mu \text{m} \), and was limited by the detector bandwidth and the phase modulation characteristics of the device. [96] Work is currently underway in our laboratory to extend NICE-OHMS into the mid-IR using a difference frequency generation (DFG) source in the 3-5 \( \mu \text{m} \) region [78], which is particularly attractive for a general-purpose ion spectrometer because the vast majority of molecules have at least one fundamental vibrational band in that portion of the spectrum.

Here we report the first mid-IR NICE-OHVMS spectrometer, which uses a commercially available cw-optical parametric oscillator (OPO) tunable from 3.2-3.9 \( \mu \text{m} \). The high optical power of the OPO (\( \sim 1 \text{ W} \)) allows for use of high bandwidth mid-IR detectors that are not sensitive enough to be used with many other lower-power cw lasers in this region. This technique enables all of the advantages of the NICE-OHVMS technique to be brought to bear on fundamental vibrational transitions of molecular ions, including high precision sub-Doppler spectroscopy.

Our initial demonstration of this instrument focuses on the study of \( \text{H}_3^+ \), which is the simplest polyatomic molecular ion and serves as the primary initiator of ion-molecule chemistry in interstellar clouds. [101, 45] Its infrared spectrum was first observed by Oka in 1980, [72] and since then it has been extensively studied spectroscopically (see, for instance, the review in Ref. [59]). More recent research on \( \text{H}_3^+ \) focuses on spectroscopy above the so-called “barrier to linearity,” at which point the molecule adopts a linear geometry that induces a singularity in the Hamiltonian, complicating its theoretical treatment. [71] Nevertheless, for the lowest-lying energy levels, the agreement between experiment and ab initio theory is good to spectroscopic accuracy. [99] Measuring the energy level spacings experimentally with higher precision and accuracy would present a greater challenge for ab initio theory, possibly spurring new developments. The NICE-OHVMS
As a demonstration of the capabilities of this instrument, we present in this paper spectra of the ν₂ fundamental band of H₂⁺ at 3.67 μm. In section B.3 we describe the instrumental details, and in section B.4 we discuss NICE-OHVMS lineshapes and present spectra acquired with the instrument. Finally, in section B.5, the performance of the instrument is assessed, and future directions are discussed.

**B.3 Experimental Details**

Our NICE-OHVMS instrument is outlined in Figure B.1. A Ytterbium-doped fiber laser (YDFL, Koheras Adjustik Y-10), which acts as the seed laser, is sent through a fiber EOM (EOSPACE PM-0K5-00-PFU-PFU-106-S), amplified (IPG Photonics YAR-10K-1064-LP-SF), and used to pump a singly-resonant OPO (Aculight Argos 2400 SF). The pump (1.064 μm) and signal (1.5-1.6 μm) beams are sent to a wavemeter (Burleigh WA-1500) for frequency calibration. The idler (3.2-3.9 μm) is locked with the Pound-Drever-Hall (PDH) technique to a 1.9-m-long optical cavity consisting of two 1 m radius of curvature concave Si mirrors dielectric coated for 99.7% reflectivity over 3.1-3.4 μm surrounding a plasma cell. Cavity reflection and transmission are monitored by photodiodes (Boston Electronics Vigo PVM-10.6-1x1) with an effective bandwidth of ~125 MHz.

Heterodyne and PDH sidebands are generated by applying voltages at their respective frequencies to the fiber EOM on the seed laser simultaneously. The resultant frequency spectrum of the pump laser is imprinted on the idler beam. A PDH error signal used for cavity locking is generated by demodulating the
cavity reflection signal at the frequency RF1 (typically 2-20 MHz). The error signal is sent to feedback electronics which stabilize the length of the cavity on slow timescales via a piezoelectric transducer (PZT) attached to one of the cavity mirrors, and apply fast corrections to the idler frequency by a PZT mounted to one of the signal cavity mirrors inside the OPO head. The cavity transmission detector signal is sent to a pair of mixers ~90° out of phase with one another, and each is demodulated at frequency RF2 (equal to the cavity FSR of 79.12 MHz). The overall phase of the heterodyne detection is adjusted by phase shifting the RF signal driving the EOM using cables of appropriate lengths. The demodulated signal from each mixer is then sent to a lock-in amplifier referenced to twice the frequency used to drive the plasma, and the in-phase and quadrature outputs of each amplifier are digitized and stored on a computer.

Ions are produced in a liquid-nitrogen-cooled multi-inlet multi-outlet positive column discharge cell, which is placed between the two free-standing mirrors of the optical cavity. [60] Intracavity radiation is admitted into the cell by means of CaF$_2$ windows aligned at Brewster’s angle. The plasma is driven by a 40 kHz sine wave voltage produced by amplifying the output of an arbitrary waveform generator with an audio amplifier (Techron 7780) and a step-up transformer. H$_3^+$ was produced at a pressure of 200 mTorr and a discharge current of 170 mA. The outputs of the two mixers were each demodulated at 80 kHz with a lock-in amplifier set to a 10 ms time constant (16 Hz detection bandwidth).

Typical operation begins by filling the cooling jacket of the cell with liquid nitrogen and igniting the plasma. The cavity length is adjusted to bring it into resonance with the laser, and the laser-cavity lock is established. The idler frequency is tuned by applying a voltage to an internal PZT on the YDFL, and the cavity length is controlled with the locking electronics to maintain the resonance condition. When the cavity PZT reaches the end of its travel, the laser-cavity lock is electronically interrupted, the cavity length is reset to the other end of its travel, a new resonance is found, and the lock is reestablished. In this manner, the spectrometer can scan without manual intervention over the entire range of the YDFL PZT (around 100 GHz), although in practice a scan is generally much shorter. It is in principle possible to extend the automated tuning range further by electronic control of the intracavity etalon of the OPO and the nonlinear crystal position/temperature, but the practical utility of such efforts would likely be minimal.

B.4 Results and Analysis

B.4.1 Lineshapes

The overall Doppler lineshape for NICE-OHVMS in both absorption and dispersion has odd symmetry, and qualitatively appears similar to the third derivative of a Gaussian absorption profile. A detailed analysis of
the lineshape is beyond the scope of this paper and will be the subject of a future work, but a qualitative
description follows. Consider a general NICE-OHMS lineshape such as that shown in panels a and b of
Figure 2 in Ref. [33]. If the signal belongs to an ion, then the AC voltage of the plasma causes velocity
modulation (VM), Doppler shifting the lineshape at the plasma frequency. As a result of the bidirectional
nature of light in our optical cavity, the lineshape is simultaneously Doppler shifted to the red and to the blue
by the same amount at each point in time along the plasma voltage cycle. Consequently, the time-dependent
signal repeats itself every plasma half-cycle, or at twice the AC plasma frequency ($2f_{vm}$). In addition to
VM, an ion also experiences concentration modulation (CM) at $2f_{vm}$, and CM may be phase shifted with
respect to VM. Thus, in addition to a periodic Doppler shift at $2f_{vm}$ from VM, the lineshape amplitude
varies at $2f_{cm}$ from CM. The net signal observed comes in 4 channels corresponding to the even and odd
second order Fourier coefficients of the absorption and dispersion profiles affected by VM and CM.

The sub-Doppler lineshape is more straightforward. As has been discussed in regard to previous NICE-
OHMS setups [34, 5, 90], the carrier and sidebands can each act as pumps and probes for saturation
spectroscopy. The Lamb dips arising from the Bennet holes burned in the population appear at half-integer
multiples of the carrier-sideband spacing $f_h$, i.e. at all frequencies at which forward- and reverse-propagating
beams sample the same velocity component of the Doppler distribution. At the line center $\nu_0$, when the
zero-velocity distribution is both pumped and probed by the carrier, a signal only appears in dispersion as
the heterodyne detection scheme employed by NICE-OHMS is insensitive to absorption of the carrier. In
the current work, the heterodyne modulation index ($\beta$) is small enough ($\sim 0.63$) that only the carrier has
sufficient power to saturate transitions, while the sidebands can only act as probes. The dispersion signal
therefore contains Lamb dips at $\nu_0$ and $\nu_0 \pm f_h/2$, while the absorption signal contains them at $\nu_0 \pm f_h/2$.

While VM and CM have a strong influence on the lineshape of the Doppler profile, they do not affect the
sub-Doppler features in the same way. Because Bennet holes are only burned in the population at or spaced
evenly around the zero-velocity component of the ion distribution, VM effectively changes the abundance
of ions with the appropriate velocity. In that way, VM effectively behaves like CM, and the net effect is to
influence the amplitude of the Lamb dip lineshape and the relationship between the amplitudes of the even
and odd Fourier coefficients within absorption or dispersion. Neglecting any change of the ions’ collision
rate with changing velocity, VM and CM do not affect the sub-Doppler profile beyond its amplitude. The
sub-Doppler lineshape function [90] is

\[ \chi(\nu_d) = \left( A_1 \left[ \chi_a \left( \nu_d - \frac{f_h}{2} \right) - \chi_a \left( \nu_d + \frac{f_h}{2} \right) \right] \right) \sin \theta_h 
+ \left( -2A_0 \chi_a(\nu_d) + A_1 \left[ \chi_a \left( \nu_d - \frac{f_h}{2} \right) + \chi_a \left( \nu_d + \frac{f_h}{2} \right) \right] \right) \cos \theta_h, \]  

(B.1)

where \( \nu_d \) is the frequency detuning from the transition center frequency, \( \theta_h \) is the heterodyne detection phase, \( A_0 \) is the effective amplitude of the central (carrier-carrier) dispersion Lamb dip, and \( A_1 \) is the effective amplitude of the carrier-sideband Lamb dips for absorption and dispersion. \( \chi_a(\omega) \) is a Lorentzian lineshape function for absorption, and \( \chi_d(\omega) \) is a lineshape function for dispersion related to \( \chi_a(\omega) \) by the Kramers-Kronig relations. These are defined as

\[ \chi_a(\omega) = \frac{1}{1 + \gamma^2(\omega - \omega_0)^2} \quad \text{and} \]
\[ \chi_d(\omega) = \frac{-(\omega - \omega_0)\gamma}{1 + \gamma^2(\omega - \omega_0)^2}, \]

where \( \omega_0 \) is the center and \( \gamma \) is the inverse of the half-width at half-maximum. When using this fit function, \( f_h \) is held at the cavity FSR (79.12 MHz), the amplitudes are constrained such that \( A_0 > A_1 \), and the Doppler profile near the line center is approximated by a third-order polynomial with the quadratic term set to 0.

### B.4.2 \( \text{H}_3^+ \) Spectra

A sample spectrum of the \( R(1,0) \) and \( R(1,1) \) transitions of the \( \nu_2 \) fundamental band of \( \text{H}_3^+ \) is shown in Figure B.2. The signals in the top and bottom panels are the demodulated in-phase (black) and quadrature (red, offset) components of the two mixers, which in our setup we measure to be 96° out of phase with one another. The in-phase components of the \( R(1,0) \) transition are shown in greater detail in Figure B.3. The overall lineshape is slightly asymmetric; the blue side of the transition is stronger than the red side, particularly in mixer 2. The origin of this asymmetry is unknown, and its impact on the spectroscopic accuracy will be discussed below.

A simultaneous fit of the \( R(1,0) \) sub-Doppler features in all four detection channels to Equation B.1 is shown in Figure B.4. A number of constraints were employed to ensure that the fit parameters were all internally consistent. The line center frequency and Lamb dip width were forced to be equal for all four data
Figure B.2: NICE-OHVMS spectrum of the $R(1,0)$ and $R(1,1)^u$ transitions of the $\nu_2$ fundamental band of H$_3^+$. Each panel shows the in-phase (black, bottom) and quadrature (red, top) outputs of a lock-in amplifier demodulating the indicated mixer’s signal.

Figure B.3: NICE-OHVMS spectrum of the $R(1,0)$ transition of the $\nu_2$ fundamental band of H$_3^+$. The black trace is the in-phase output of mixer 1, and the red is the in-phase output of mixer 2.
channels. Mixers 1 and 2 were held at 96° apart, and the sideband spacing with held equal to the cavity FSR of 79.12 MHz. Because the in-phase and quadrature components of each mixer sample different blends of CM and VM, the Lamb dip amplitudes were allowed to be different for the in-phase channels and the quadrature channels. However, the two in-phase channels were forced to have equal Lamb-dip amplitudes, and likewise for the two quadrature channels. After all of these constraints, there are a total of 19 fit parameters for the entire data set: the line center frequency \( \nu_0 \), the Lamb dip full width at half maximum \( (2/\gamma) \), the overall detection phase \( \theta_0 \), Lamb dip amplitudes \( A_0 \) and \( A_1 \) for the in-phase channels and the quadrature channels, and baseline terms of the form \( c_0 + c_1x + c_3x^3 \) to approximate the central portion of the Doppler profile in each channel.

The overall quality of the fit is quite good; the residuals are composed primarily of fringing evident on top of the spectrum (especially mixer 2) with the notable exception of the quadrature channel of mixer 1, which has some small systematic deviations on the Lamb dips. The line center \( \nu_0 \) derived from the fit is 2725.89401954 ± 0.0000023 cm\(^{-1}\), but the absolute accuracy is limited by the > 2 \times 10^{-3} \text{ cm}^{-1} accuracy of the wavemeter, so the exact frequency should not be trusted. More important is the uncertainty of the line center determination, which is \( \sim 70 \text{ kHz} \); this represents the maximum potential accuracy of the

Figure B.4: A simultaneous fit of the central sub-Doppler region of the H\(^{3}\)\(^R\) \( (1,0) \) transition from all four data channels to Equation B.1. The symbols in the central portion of the graph are the data, and the solid lines are the fit results. The residuals of the fits are shown in the upper panel for mixer 1 and in the lower panel for mixer 2; in each case the symbols correspond to those in the central panel.
technique provided suitable frequency calibration is made (but see the discussion below about the effects of the asymmetry). The overall detection phase $\theta_h$ was found to be $132^\circ$, indicating a blend of absorption and dispersion in each mixer. Because the Lamb dip widths (full width at half maximum of $\sim110$ MHz as indicated by our fit) are much broader than the Lamb dip spacing of $39.56$ MHz ($f_h/2$), the individual Lamb dips for absorption and dispersion cannot be resolved at any RF detection phase. Rather than tuning the phase to separate absorption from dispersion in the two mixers, a phase of $132^\circ$ was chosen because it was found to isolate the fringing as much as possible in a single detection channel (mixer 2 in-phase), thus minimizing the fringing in the other 3 channels.

B.5 Discussion

The most interesting aspect of the NICE-OHVMS technique is the presence of Lamb dips which enables high precision measurements of line center frequencies. As demonstrated above with $\text{H}_3^+$, the precision of the line center determination is on the order of $70$ kHz. In its present implementation, the technique’s accuracy is limited by the wavemeter, and also by slow drifts in the frequency of the signal and idler beams caused by thermal fluctuations of the OPO cavity. Use of an optical frequency comb to stabilize and measure the frequencies of the pump and signal beams would reduce the accuracy uncertainty to $<100$ kHz. Ultimately, the total uncertainty of the technique will be determined by the reproducibility of line center determinations once appropriately calibrated.

The asymmetry observed in the overall NICE-OHVMS lineshape can adversely affect the overall accuracy. As mentioned above, the origin of this asymmetry is unknown, although it varies with heterodyne detection phase; similar effects were not observed in the near-IR implementation of NICE-OHVMS. [90] Nevertheless, we have performed simulations of the effects of the asymmetry by synthesizing skewed profiles and comparing the results of our fit function to the actual location of the Lamb dips. Based on the fitting of our simulations, we estimate that the magnitude of this line center shifting to be less than a few MHz, even for Doppler profiles that are much more asymmetric than those shown in this paper. Further study of this phenomenon will be possible with an optical frequency comb, and such work is envisioned in the near future.

The width of the Lamb dips ($\sim110$ MHz FWHM from the fitting) is fairly broad. We have varied the intracavity laser power and the cell pressure, but any differences in the linewidth were not observable. However, the ranges of the power and pressure measurements were limited: the intracavity power could only be changed by a factor of 2 before the laser-cavity lock was adversely affected, and the plasma could only give stable operation over 200-600 mTorr. Such wide Lamb dips were also observed in the NICE-OHVMS
experiment performed on $N_2^+$ in the near-IR [90]; in that study, the authors were able to observe a change in linewidth with pressure, but extrapolating to zero pressure still gave a linewidth of $\sim 30$ MHz. Assuming that the linewidth is related to the time an ion spends at zero velocity, it is perhaps unsurprising that a less massive ion like $H_3^+$ has a broader linewidth than $N_2^+$, as its velocity may be more easily altered by weak long-range interactions.

The fringing apparent in the figures above limits the sensitivity of the present measurements in 2 of the 4 detection channels. The origin of the fringing is not fully understood; however, it appears to have a definite phase with respect to both the heterodyne detection and the plasma modulation. When the plasma is turned off, the fringing does not appear in a scan, and if the cavity transmission detector is blocked while a signal originating from a single fringe is present on a lock-in channel, the signal vanishes. Thus, it appears that the fringing is the result of the plasma interacting with the laser light rather than a purely electronic effect. One possibility is that residual amplitude modulation (RAM) in the heterodyne sidebands is being modulated by the plasma. RAM is an imbalance in the amplitude and/or phase of the sidebands with respect to one another. When demodulated, RAM appears as a DC offset in the heterodyne signal; because of our detection scheme using velocity modulation and $2f$ detection, the NICE-OHVMS would ordinarily be insensitive to such an offset. However, if the refractive index of the plasma varies at $2f$, the DC signal from RAM will be modulated at $2f$ as well, resulting in a net NICE-OHVMS signal. Because RAM is also affected by the presence of etalons in the optical system and the optical frequency, a fringing pattern could possibly result as a function of laser frequency. Testing whether this is truly the origin of the fringing is difficult; however, it is probable that the fringing would be reduced by employing a RAM compensation scheme via temperature and voltage control of the fiber EOM. [88]

The sensitivity of the technique at the experimental detection bandwidth of 16 Hz, as determined from the noise-equivalent absorption in the baseline of the in-phase component of mixer 1 (which has the least fringing of the 4 detection channels), is $3.4 \times 10^{-9}$ cm$^{-1}$. which is about two orders of magnitude above the shot noise limit of $3.9 \times 10^{-11}$ cm$^{-1}$ calculated from

$$\alpha_{min} = \frac{\pi}{2F} \sqrt{\frac{eB}{\eta P_0} \frac{1}{J_0(\beta)J_1(\beta)L}},$$

where $F$ is the cavity finesse (120), $e$ the fundamental electric charge, $B$ the detection bandwidth (16 Hz), $\eta$ the detector responsivity, $P_0$ the power incident on the detector, $J_n(\beta)$ the $n$th order Bessel function for modulation index $\beta$ (0.63), and $L$ the cavity length (190 cm). While NICE-OHMS has been able to achieve a noise level within a factor of 2 of the shot noise limit in one implementation [114], the performance achieved
by NICE-OHVMS relative to the shot noise limit is already comparable to a number of other NICE-OHMS setups (see the extensive discussion in section 4 of [33]).

Ultimately, the absolute sensitivity can be improved by identifying and eliminating noise sources and by increasing the cavity finesse. An increase in cavity finesse leads to additional technical challenge in maintaining the laser-cavity lock, and may make the system even more susceptible to the fringing effects that have already been observed. Such challenges can likely be overcome by improving the bandwidth of the laser frequency corrections (currently limited to the 10 kHz bandwidth of the signal cavity PZT), and correcting for RAM as discussed above.

B.6 Conclusions

In this paper, we have demonstrated sub-Doppler spectroscopy of molecular ions in the mid-infrared spectral region using the NICE-OHVMS technique with a cw-OPO. By phase modulating the seed laser with a fiber EOM prior to amplification and optical parametric oscillation, the mid-infrared idler is also phase modulated without requiring a mid-IR EOM. The high optical power of the idler beam allows use of high-bandwidth detectors, which in turn make ultra-sensitive spectroscopy via NICE-OHMS possible. Velocity modulation spectroscopy is then combined with NICE-OHMS to afford ion-neutral discrimination, and the intracavity laser power is sufficient for saturating fundamental rovibrational transitions as demonstrated by spectroscopy of $\text{H}_3^+$. By fitting the sub-Doppler spectral features, the center frequencies of individual rovibrational lines can be measured with a precision of 70 kHz, and the maximum achieved sensitivity is within a factor of $\sim 90$ of the shot noise limit. Improvements to the technique, such as addition of an optical frequency comb for accurate wavelength calibration, technical modifications to improve its sensitivity, and expanding the frequency coverage of the OPO from 3.2-3.9 $\mu$m to 2.8-4.8 $\mu$m, are envisioned.
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Appendix C

Broadly Tunable Mid-Infrared NICE-OHMS Spectrometer

C.1 Abstract

The sensitive spectroscopic technique noise immune cavity enhanced optical heterodyne molecular spectroscopy (NICE-OHMS) has been successfully used in a variety of systems; however, no broadly tunable setup has been developed for the mid-infrared. To this end, we have integrated a difference frequency generation (DFG) system into a NICE-OHMS setup. Initial optimization and characterization was completed with ro-vibrational spectroscopy of methane. Doppler-broadened frequency modulated-NICE-OHMS spectra were recorded at a sensitivity of $2 \times 10^{-7} \text{ cm}^{-1} \text{ Hz}^{-1/2}$. Sub-Doppler saturation signals (Lamb dips) were also observed using wavelength modulated-NICE-OHMS, achieving a sensitivity of $\sim 6 \times 10^{-9} \text{ cm}^{-1} \text{ Hz}^{-1/2}$.

C.2 Introduction

Noise immune cavity enhanced optical heterodyne molecular spectroscopy (NICE-OHMS) is the most sensitive direct absorption technique developed. First reported by Ye et al.[114], this technique combines the increased absorption due to path length enhancement of cavity enhanced absorption spectroscopy[27, 4] with the low noise of frequency modulation/heterodyne spectroscopy[10]. Not only does NICE-OHMS allow for high sensitivity detection, but it can also probe sub-Doppler saturation features. Rigorous theoretical analyses of the NICE-OHMS signal, both Doppler-broadened and sub-Doppler, have been reported in several works[63, 5]. Variants of NICE-OHMS setups have also been developed, such as wavelength-modulated NICE-OHMS[98] and the ion-specific velocity-modulation NICE-OHMS[90].

Additionally, NICE-OHMS has evolved through its integration with different laser systems. Nd:YAG[114], Ti:sapphire[62], laser diode[47], and fiber-laser[85, 86] based NICE-OHMS spectrometers have been built, but

This chapter was first published as: M. W. Porambo, B. M. Siller, J. M. Pearson, and B. J. McCall, “Broadly Tunable Mid-Infrared Noise-Immune Cavity-Enhanced Optical Heterodyne Molecular Spectrometer”, Optics Letters, 37, 4422-4424 (2012).[78]
little work has been done on NICE-OHMS in the mid-infrared (3–10 μm) spectral region. To our knowledge, the only setup reported in this wavelength range is based on a quantum cascade laser (QCL)\[96\]. QCLs, however, suffer from limited tunability.

Other laser systems offer broader tunability in the mid-infrared. Difference frequency generation (DFG) produces a beam at the frequency difference between two input lasers using a nonlinear crystal, with the tunability only limited by the most tunable of the lasers and the transparency of the crystal. Similarly, continuous wave optical parametric oscillators (cw OPOs) emit mid-infrared radiation tunable from ~2.3 to 4.6 μm. To extend its tunability in the mid-infrared, we have integrated NICE-OHMS with a DFG setup, enabling use of this unique, high-sensitivity spectroscopy continuously in the ~3–5 μm region.

![Experimental Layout](image)

Figure C.1: Experimental Layout. FI: Faraday isolator; PBS: polarizing beam splitter; AOM: acousto-optic modulator; QWP: quarter wave plate; VCO: voltage controlled oscillator; EOM: electro-optic modulator; PZT: piezoelectric transducer; RF: radio frequency generator; PS: phase shifter; PSD: phase sensitive detector; PPLN: periodically poled lithium niobate crystal; $\triangle$: RF amplifier.

### C.3 Experimental

The experimental setup is illustrated in Fig. C.1. A ring Ti:sapphire laser (Sirah-Matisse TS) whose wavelength is measured with a Bristol 621A-IR wavemeter is sent through a double-pass acousto-optic modulator (AOM)\[24\] that is resonant at ~85 MHz, which redshifts the laser by ~170 MHz and results in no change to the beam pointing upon altering the AOM driving frequency. A Nd:YAG laser (1064 nm) is passed through two electro-optic modulators (EOM). The first EOM (New Focus 4003, MgO:LiNbO$_3$) is resonant at ~112.5 MHz and generates sidebands at the cavity free spectral range (FSR) used for heterodyne detection; the modulation index is 0.79. The second EOM (ThorLabs EO-PM-NR-C1, MgO:LiNbO$_3$) produces additional sidebands at ~6 MHz, which are used to generate the error signal in a Pound-Drever-Hall locking scheme\[25\]. The processed error signal is split into two correction pathways. Slow corrections (up to 70 Hz) are sent to the cavity piezoelectric transducer (PZT), while fast corrections (up to 60 kHz) are sent to the voltage controlled oscillator (VCO) of the AOM. The Ti:sapphire and Nd:YAG are combined in a periodically poled lithium niobate (PPLN) crystal, which results in a mid-infrared beam at the difference between
the frequencies of the two input lasers. This beam can be tuned between 2.8 and 4.8 μm by tuning the Ti:sapphire laser frequency (for NICE-OHMS, the wavelength-dependent reflectivity of the optical cavity mirrors limits the tuning range to 3.0–3.4 μm, but multiple mirror sets could be used to extend the tunability to 2.8–4.8 μm).

The mid-IR DFG is then coupled into a cavity with a finesse of ~300. The cavity transmission is captured on a 120 MHz bandwidth InSb detector (Kolmar). Then, the signal is split and demodulated with two RF mixers that are both referenced to the heterodyne RF frequency, but are 90° out of phase with one another to separate the absorption and dispersion signals.

The sample cell used in this work was equipped with turbomolecular pumps and operated as a flow cell. Natural gas was leaked into the cell from the building supply. Light was coupled through CaF\(_2\) Brewster windows on either end of the cell, which was isolated from the cavity mirrors to reduce vibrational noise.

Two different modulation techniques were performed during this work. The first was frequency modulated (fm)-NICE-OHMS. The second was wavelength modulated (wm)-NICE-OHMS, in which a 50 Hz dither was applied to the AOM VCO to induce a peak-to-peak modulation of 1.7 MHz, and phase sensitive detectors (that is, lock-in amplifiers) demodulated the resulting signal.

C.4 Results and Discussion

Demonstration and characterization of the DFG NICE-OHMS system was conducted by ro-vibrational spectroscopy of methane in natural gas. The heterodyne phase was adjusted such that one mixer output would be approximately tuned to the absorption phase and the other approximately tuned to the dispersion phase. A representative Doppler-broadened spectrum of a methane ro-vibrational transition (containing the absorption and dispersion channels) is shown in Fig. C.2.

![Figure C.2: Doppler-broadened fm-NICE-OHMS dispersion (top) and absorption (bottom) signals from the P(9) \(A_2\) transition of the \(\nu_3\) fundamental band of CH\(_4\) at a pressure of \(~6\times10^{-5}\) Torr. Raw data are given as dots, fits to the data are given in solid curves. The dispersion curve is offset vertically for clarity.](image-url)
A fit equation based on Equation 1 of Ref. [33] was used to fit the data:

\[
S = y_0 + A \left[ (\chi^\text{abs}_{-1} - \chi^\text{abs}_1) \cos \theta 
+ \left( 2\chi^\text{disp}_0 - \chi^\text{disp}_1 - \chi^\text{disp}_{-1} \right) \sin \theta \right]
\] (C.1)

where

\[
\chi^\text{abs}_j = \frac{1}{\sqrt{1 + G}} e^{-x^2}
\] (C.2)

\[
\chi^\text{disp}_j = \frac{2}{\sqrt{\pi}} e^{-x^2} \int_0^x e^t \, dt
\] (C.3)

and \( x = \frac{2\sqrt{\ln 2}(\Delta \nu + \nu_m)}{\delta \nu} \). Furthermore, \( \theta \) is the heterodyne detection phase, \( A \) is the amplitude, \( G \) is the saturation parameter, \( y_0 \) is an offset parameter, \( \Delta \nu = \nu - \nu_0 \) is the detuning of the source frequency \( \nu \) from the transition line center \( \nu_0 \), \( \nu_m \) is the heterodyne modulation frequency, and \( \delta \nu \) is the transition line width (FWHM). A global analysis fit was performed on both channels simultaneously with \( \theta, \nu_m, G, \) and \( A \) constrained to be equal for both detection channels and \( y_0 \) allowed to float independently. \( \nu_m \) is held fixed at 112.5 MHz.

The fractional noise equivalent absorption (NEA) is calculated to be \( \sim 1 \times 10^{-6} \text{ cm}^{-1} \text{ Hz}^{-1/2} \) and \( \sim 2 \times 10^{-7} \text{ cm}^{-1} \text{ Hz}^{-1/2} \) for the dispersion and absorption detection channels, respectively. Low frequency noise is observed in the baseline, which appear to be phase-dependent; this noise is more pronounced in the dispersion channel than in the absorption channel. This noise is suspected to be from etalons in the optical setup, residual amplitude modulation due to the heterodyne EOM, or a combination of these. Both of these effects can be phase-dependent[106, 108], which may explain why one channel contains more noise. Attenuation of the absorption signal due to optical saturation is observed, consistent with published theoretical descriptions[63]. The saturation parameter was determined to be \( \sim 70 \) by the global fit to the data.

Not only does this optical saturation attenuate the Doppler-broadened signal amplitude[63], but it also leads to sub-Doppler Lamb dips. The Lamb dips are the result of two modes of the phase-modulated light (a forward-propagating mode and a counter-propagating mode) interacting with the same velocity group of molecules. Lamb dips are observed in the Doppler-broadened spectrum at the line center for dispersion signals and at multiples of half the heterodyne frequency for both dispersion and absorption. As generally the center dispersion Lamb dip is the strongest of the Lamb dips, the scan parameters were varied to maximize the amplitude of this Lamb dip. Optimization of the center dispersion Lamb dip was aided by the fact that
no Lamb dip at line center should be observed in the absorption detection phase; thus, the heterodyne phase was varied until the center Lamb dip in one detection channel was completely eliminated. An optimized center dispersion Lamb dip is shown in Fig. C.3.

![Signal vs Frequency Detuning](image)

**Figure C.3:** Center dispersion Lamb dip of the P(12) $A_1$ transition of the $\nu_3$ fundamental band of CH$_4$ observed at a pressure of $\sim6\times10^{-5}$ Torr.

The sub-Doppler signals were obtained using wm-NICE-OHMS, as described earlier. Wavelength modulation broadened the sub-Doppler lineshape sufficiently to observe the signal while taking $\sim350$ kHz steps on the DFG (by tuning the Ti:sapphire laser). This detection scheme also results in higher sensitivity than that of fm-NICE-OHMS. With wm-NICE-OHMS, the NEA is calculated to be $6\times10^{-9}$ cm$^{-1}$ Hz$^{-1/2}$, which is about 250 times the shot noise limit. This value is about a factor of 60 less sensitive than what was observed for the QCL-based NICE-OHMS spectrometer[96].

Several issues seem to impact the ultimate sensitivity and performance of the spectrometer. Etalons formed between the transmission detector and the optical cavity and between the optical cavity and the DFG PPLN crystal decrease the sensitivity. For the Doppler-broadened scans, these etalons were significantly mitigated by using heat guns across the respective beam paths and averaging for $\sim1$ s per point, as accomplished in [52]. Furthermore, the lineshapes of the signals are somewhat distorted by drifts in the frequencies of the pump and signal lasers of the DFG process. To prevent this drifting in the future, we plan to stabilize the frequencies of both lasers by locking the Nd:YAG to an iodine hyperfine transition and the Ti:sapphire to an optical frequency comb.

### C.5 Conclusions

In summary, we present the first broadly tunable NICE-OHMS spectrometer in the mid-infrared. Coherent mid-infrared radiation is produced through difference frequency generation with a Nd:YAG laser and a tunable Ti:sapphire laser combined in a periodically poled lithium niobate crystal. The instrument was
characterized and optimized by probing ro-vibrational transitions of methane present in natural gas. Doppler-broadened fm-NICE-OHMS absorption and dispersion signals were acquired and fit. Sub-Doppler signals were observed using wm-NICE-OHMS. We have recently integrated this DFG NICE-OHMS system to the fast ion beam spectrometer described in [69]. Additionally, our research group has completed development of a similar mid-infrared NICE-OHMS system based on a cw OPO[19]. Both of these systems will be used to study ro-vibrational spectra of molecular ions.

The authors wish to thank Craig Riccardo and Joe Puhr for their help in acquiring spectra for this study. This work has been supported by the National Science Foundation (PHY-08-55633), the NASA Laboratory Astrophysics program (NNX08AN82G), and a David and Lucile Packard Fellowship. M.W.P. has been supported by a Robert C. and Carolyn J. Springborn Fellowship from the University of Illinois.
Appendix D

Applications of NICE-OHMS to Molecular Spectroscopy

D.1 Introduction

Noise Immune Cavity Enhanced Optical Heterodyne Molecular Spectroscopy (NICE-OHMS) is the most sensitive direct absorption technique, as it combines the advantages of cavity enhancement and heterodyne detection for very long effective path lengths through samples and (typically) near shot noise limited detection. Since its first demonstration by Ye et al. [114] in 1998, it has been implemented with a variety of laser systems to study a number of different molecules to extract various information from the obtained spectra.

The technique of NICE-OHMS is discussed thoroughly in another chapter in this book, so only a brief description will be given here. A generic NICE-OHMS experimental setup is shown in Figure D.1. The two distinguishing features of NICE-OHMS are an optical cavity and heterodyne detection, with the heterodyne sidebands coupled into separate cavity modes. The optical cavity provides path length enhancement by a factor of $2 \times F/\pi$ compared to a single-pass setup, where $F$ is the cavity finesse, which has ranged from 120 [19] to 100,000 [114] in the various NICE-OHMS implementations.

The laser is modulated at some multiple of the cavity free spectral range (FSR), effectively creating a set of heterodyne sidebands that can be coupled into separate cavity modes, as shown in Figure D.2. A second, typically weaker, set of sidebands is added to the laser frequency to enable locking of the laser frequency to the cavity length to constantly keep the carrier frequency on resonance with one of the cavity modes using the Pound-Drever-Hall method. [25] In some NICE-OHMS setups, these two sets of sidebands are also used for locking the sideband spacing to the cavity FSR using the DeVoe-Brewer method [22], to avoid frequency mismatch induced by the cavity FSR changing as its length is scanned.

The frequency modulation is typically applied using a pair of electro-optic modulators (EOM), as in [114], though both sets of sidebands can be applied by a single EOM if it is capable of simultaneously modulating...
Figure D.1: A generic NICE-OHMS experimental layout. The green components are utilized only in wavelength modulated (wm-NICE-OHMS) setups. For fm-NICE-OHMS, the final experimental signals are taken directly from the mixer outputs. Alternatively, in velocity modulation setups, as described in Sections D.3.2 and D.3.2, the ‘dither’ is applied to the discharge voltage (not pictured here) across the cell, inducing an alternating Doppler shift of the ions within the cell.

Figure D.2: The spectrum of a laser modulated for use in a NICE-OHMS setup overlaid with three optical cavity modes. Note the two sets of sidebands on the laser, in this example spaced at 30 MHz for cavity locking and 200 MHz for heterodyne detection. The second set of sidebands must be spaced at an integer multiple times the cavity FSR. They are most commonly spaced at a single FSR, but can be spaced at two [8] or even nine [90] or more times the free spectral range.

at two different frequencies with appropriate modulation depths. [85] Or, if the laser frequency can be modulated directly at sufficiently high frequencies, the modulation can be applied to the laser directly, as in [96].

D.2 Laser Systems

NICE-OHMS has been implemented with a fairly wide variety of laser systems, both in the near- and mid-infrared spectral regions.
D.2.1 Near-Infrared

To date, the vast majority of NICE-OHMS experimental setups have worked in the near-IR spectral region. Near-infrared optical components are generally less expensive, more readily available, and have better performance than the corresponding components designed for the mid-infrared, in part due to the large amount of research and development invested in the field by the telecommunications industry. Component selection is particularly important when it comes to the optical components that need to work at radio frequencies of \( \gtrsim 100 \) MHz, namely a high-speed detector and a method of modulating the laser frequency for heterodyne spectroscopy. Dielectric coatings for cavity mirrors also tend to be better-developed and higher performing in the near-infrared than in the mid-infrared, with losses of up to an order of magnitude lower than the best mid-infrared coatings available.

One disadvantage of working in the near-IR is that no fundamental vibrational bands for molecules lie in this region, so NICE-OHMS spectrometers in this region need to observe overtones or combination bands, which tend to be much weaker than fundamental bands. Since NICE-OHMS is such a sensitive technique, these detections are still possible, but it makes the detection limit in terms of quantity of analyte required for detection significantly larger than it would be for a spectrometer of the same sensitivity observing fundamental band transitions.

Neodymium:YAG

NICE-OHMS was first demonstrated by Ye et al. with a Neodymium:YAG (Nd:YAG) laser, and this first demonstration remains to this day the most sensitive NICE-OHMS implementation yet recorded, with a detection sensitivity of \( 1 \times 10^{-14} \) cm\(^{-1}\) Hz\(^{-1/2}\). [114, 62] This extreme sensitivity was obtained through a combination of very high finesse (100,000) cavity, with a very stable, well-locked laser (down to 1 mHz relative frequency), and a sensitive detection system that allowed for an observed noise level that was within a factor of 1.4 of the shot noise limit. Although an impressive feat, not much work has been done with Nd:YAG laser systems since, primarily because they are not very widely tunable and thus can’t be used to observe a very wide variety of chemical species.

Ytterbium:YAG

Ye et al. have also implemented NICE-OHMS with a Ytterbium:YAG (Yb:YAG) laser at 1030 nm. [115] The primary purpose of this work was stabilization of the laser frequency at both short and long timescales, since no precision reference existed at the Yb:YAG wavelength. To that end, a very narrow transition is needed at an absolute frequency. In this work, the R(29) transition of the 3\( \nu_3 \) band of acetylene was used.
The initial demonstration of NICE-OHMS by Ye et al. from Ref. [114]. Both scans were collected with wavelength-modulated detection of a Lamb dip of acetylene. The top scan is a direct DC detection of the dither signal, while the bottom utilized NICE-OHMS using the same cavity and dither. Fourteen years later, this spectrometer still retains the record for NICE-OHMS detection, with a sensitivity of $5 \times 10^{-13}$, as the absolute frequency reference.

The Yb:YAG beam was sent through a double-pass acousto-optic modulator (AOM), which shifts the frequency of the beam by $\sim 160$ MHz without changing the pointing of the beam as the AOM modulation frequency changes. The laser was locked to a stable optical cavity of finesse 75,000 using the Pound-Drever-Hall method. Most of the locking corrections up to 150 kHz control bandwidth were sent to the voltage-controlled oscillator (VCO) that controls the AOM frequency, while the very slow ($\lesssim 1$ Hz) corrections were sent to the Yb:YAG temperature controller. Using these two controls, the absolute laser frequency was stabilized to the cavity to within $\sim 1$ kHz relative linewidth, limited primarily by vibrations in the cavity.

For long-term stabilization against drift, a small dither was added to the cavity length, which the laser frequency followed, and a second-harmonic wm-NICE-OHMS signal of the central dispersion Lamb dip was used as an error signal, as it has antisymmetric symmetry. For optimal stabilization, the error signal should have as high a S/N and as narrow a linewidth as possible. In this work, a S/N of 900 was obtained from the sensitivity of $7 \times 10^{-11}$ at 1 s averaging, and the full width at half maximum (FWHM) linewidth of the signal was $\sim 500$ kHz, limited by a convolution of transit-time, pressure broadening, and the applied dither. The drift-correction error signal was processed and sent to the piezo-electric transducer on which one of the cavity mirrors was mounted to control the cavity length to prevent the laser frequency from drifting by any.
more than \(-1\) kHz over long timescales.

**Titanium:Sapphire**

Shortly after its initial demonstration with a Nd:YAG, NICE-OHMS was implemented with a titanium sapphire (Ti:Sapph) laser near 790 nm by Ma et al., and its performance was directly compared to that of the Nd:YAG setup. [62] The Ti:Sapph system has the advantage of being much more broadly tunable than the Nd:YAG one, which makes it a much more versatile tool for molecular spectroscopy. Because of this versatility, several other research groups have since implemented Ti:Sapph-based NICE-OHMS spectrometers at wavelengths ranging from 730 nm to 930 nm. [32, 90]

The biggest disadvantage of the Ti:Sapph-based system compared to the Nd:YAG one is that the Ti:Sapph has a significantly broader free-running linewidth and cannot be stabilized as tightly to the optical cavity. To extend the bandwidth of the laser-cavity lock, double-pass AOMs have been used to provide a higher-frequency transducer to the system. [62, 90] To extend the bandwidth even further, a third EOM can be used with a sweeping applied voltage to change the laser frequency even faster than the AOM allows, since the EOM is not limited by the propagation time of an acoustic wave through a crystal, as an AOM is. [62] With both of these extra frequency transducers, Ma et al. were able to stabilize the Ti:Sapph laser to a cavity of finesse 17,000 to within a relative linewidth of 400 mHz. This is more than satisfactory for performing NICE-OHMS, but is still a factor of \(-300\) worse than they were able to achieve with the Nd:YAG setup and cavity with 100,000 finesse.

**External Cavity Diode Lasers**

NICE-OHMS has also been implemented with different types of diode lasers, including external-cavity diode lasers (ECDL) and distributed feedback (DFB) diode lasers. Both of these types of diode lasers have the advantages of being relatively inexpensive and much more broadly tunable than the relatively fixed-frequency YAG-based lasers.

For example, Bell et al. build an ECDL-based NICE-OHMS spectrometer for studying the HO\(_2\) radical (see Section D.3.2), and also used it to study CH\(_4\) and CO\(_2\) for diagnostic tests of their system. [8] In working with their system, they found that the sensitivity varied significantly with wavelength; they attributed this to the response of the laser varying as the wavelength was tuned, particularly with respect to the locking corrections being sent to the laser current. At 6596 cm\(^{-1}\), where they optimized the system, they could achieve a sensitivity of \(3 \times 10^{-11}\) cm\(^{-1}\) with wm-NICE-OHMS, but tuning the laser by \(\sim 40\) cm\(^{-1}\) to the red limited their sensitivity to \(2 \times 10^{-10}\) cm\(^{-1}\). This is still very sensitive in absolute terms, but is nearly an
order of magnitude worse than their optimal value; this shows that optimizing a NICE-OHMS system under a particular set of conditions does not necessarily optimize it over a broad range of conditions.

Gianfrani et al. used a similar ECDL-based setup to study molecular oxygen (see Section D.3.1). [36] One unique aspect of their setup was the way in which they locked the heterodyne frequency to the cavity FSR. Rather than using the common DeVoe-Brewer method, they applied a small dither to the RF frequency at 70 kHz, demodulated the cavity back-reflection signal at that frequency, and used the resulting signal as an error signal for locking the sideband spacing to exactly the cavity FSR with a locking bandwidth of ~10 kHz. They also found that the locking corrections being sent to the laser injection current produced significant intensity noise, so to combat this effect, they used an AOM in another feedback loop to keep the laser power as constant as possible. They did this because while in principle, the noise-immune property of NICE-OHMS prevents laser intensity noise from contributing to the net spectroscopic signal, in practice, residual amplitude modulation (RAM) is always present, and can cause laser intensity noise to couple through the entire detection train and into the final signal. This effect of RAM often makes it worth taking the time to clean up whatever intensity noise there is, rather than relying on the noise-immune property to maximize the sensitivity of the instrument. The intensity stabilizer not only improved their sensitivity, but also allowed them to collect broad scans (up to 8 GHz wide) with very flat baselines.

**Distributed Feedback Diode Lasers**

NICE-OHMS has also been implemented with a distributed feedback (DFB) diode laser. [35] Compared to ECDLs, DFB lasers are more robust, since they don’t rely on an external grating that is susceptible to mechanical vibrations, so they have greater potential for use in more robust spectrometers. The DFB laser used in this work has the additional advantage of having a fiber-coupled output, which makes it easier to use the fiber-coupled acousto-optic and electro-optic modulators that were used for modulation and locking. Compared to free-space components, fiber components tend to be significantly easier to align and use, and often have better performance than their free-space counterparts.

**Fiber Lasers**

Fiber lasers offer excellent frequency stability and mode structure, which makes them well-suited for efficient coupling into and locking to optical cavities. Since the laser is fiber-coupled to start with, and exits the fiber in free space before entering the optical cavity, the instrument designer has a choice of using either fiber or free-space components for laser frequency modulation and control. Fiber EOMs are particular attractive for NICE-OHMS since they are much more efficient (lower half-wave voltage) compared to free space EOMs.
without the need for a resonant electronic circuit to amplify effective RF voltages. This allows for the laser frequency to be modulated at essentially any frequency up to several GHz with almost arbitrary depth of modulation. It is also possible to apply both of the modulation signals needed (for locking and for heterodyne detection) to a single EOM by using a simple RF combiner. Schmidt et al. demonstrated NICE-OHMS with an erbium-doped fiber laser, and observed acetylene with a sensitivity of $2.4 \times 10^{-9} \text{ cm}^{-1}$, which was about a factor of 1000 above the shot noise limit. [85] In a follow-up paper in which they used a different EOM with shorter fibers and used an active temperature controller for the temperature of the EOM and fibers, they improved the sensitivity to $5 \times 10^{-11} \text{ cm}^{-1} \text{ Hz}^{-1/2}$, which is within a factor of 26 of the shot noise limit. [33]

D.2.2 Mid-Infrared

NICE-OHMS hasn’t been implemented nearly as often in the mid-infrared as it has in the near-infrared, in part because high performance mid-infrared components are not very readily available, but the mid-infrared does offer the significant advantage of being the region of fundamental vibrational modes for many molecules. In the decade following the initial discovery of NICE-OHMS, only a single demonstration was done at wavelengths beyond 2 µm, which used a quantum cascade laser (QCL) at $\sim 8.5$ µm. Recently, mid-infrared systems have been implemented using nonlinear processes to frequency-shift near-IR lasers into the mid-IR. This allows for all laser processing to be done on the near-IR systems, meaning the only specialized mid-IR components required are cavity mirrors with appropriate coatings and fast detectors.

Quantum Cascade Lasers

Quantum cascade lasers (QCL) offer the advantage of being available at wavelengths ranging from 3.5 to 20 µm, a range inaccessible by most laser systems. Taubman et al. demonstrated a QCL-based NICE-OHMS spectrometer at $\sim 8.5$ µm with a sensitivity of $9.7 \times 10^{-11} \text{ cm}^{-1} \text{ Hz}^{-1/2}$. [96] They had two major difficulties in setting up this system: modulating the QCL, and detecting the resulting heterodyne beat signal, both of which typically need to operate with bandwidths of hundreds of MHz.

Frequency modulating the QCL was accomplished by modulating its injection current. They found that the modulation efficiency fell proportional to $1/f$, where $f$ is the modulation frequency, up to $\sim 100$ MHz, and dropped proportional to $1/f^2$ above 100 MHz. They did, however find a resonance in their QCL at 387.5 MHz where the modulation efficiency was significantly higher than nearby frequencies, so they chose this as their heterodyne frequency and designed their optical cavity length to match. They didn’t offer a physical explanation for the resonance, but note that resonant frequencies vary between different lasers,
even for lasers on the same chip. In this paper is also described a scheme for modulating a QCL with an injection-locking scheme using two lasers, a master and a slave, and they showed that this method reduced the observed RAM level by 49 dB compared to the current modulation scheme that was used for spectroscopy. Although this modulation scheme has not yet been used in a NICE-OHMS system, it is promising for future work.

The other challenge they faced was finding and characterizing a detector fast enough for optimal heterodyne detection. They used a mercury-cadmium-telluride (MCT) detector, and to determine its frequency response, they used two separate QCLs, tuned them to slightly different frequencies, and combined them onto the detector element. This gave them a heterodyne beat that should have constant amplitude over the ~800 MHz that they tuned the frequency difference. By recording the detector output signal versus the heterodyne frequency, they found that the net detector signal at 387 MHz was attenuated by 35 dB compared to the DC response, and they attribute this detector inefficiency as the reason for their detection sensitivity being an order of magnitude above the shot noise limit.

One of the limitations of working with QCL systems is the limited tunability, which can be anywhere from ~20 cm$^{-1}$ (for stand-alone QCL systems such as the one used for NICE-OHMS) to ~200 cm$^{-1}$ (for external-cavity systems).

Difference Frequency Generation

Recently, NICE-OHMS has been implemented with a broadly tunable mid-IR source through difference frequency generation (DFG). [78] The DFG process works by combining two lasers within a nonlinear material to produce a beam whose frequency is the difference of the two input lasers’ frequencies. This experimental setup was based around a fixed-frequency Nd:YAG laser and a tunable Ti:Sapph laser, which were combined in a periodically poled lithium niobate (PPLN) crystal. Because near-IR components typically have better performance, lower prices, and are more readily available than their mid-IR counterparts, all laser frequency control was done on the near-IR pump lasers before generating the mid-IR DFG, so the only mid-IR specific components that were needed were the detectors for cavity transmission and back-reflection, and the cavity mirrors, which were specified for the 3.0-3.4 μm range. The 2.8-4.8 μm tuning range of the laser system, limited by the poling periods of the PPLN crystal, is a particularly attractive range for fundamental vibrational modes of many molecules.

To minimize the effects of frequency-dependent RAM and etalon effects on the ultimate signal from the instrument, the two EOMs were both placed on the fixed-frequency Nd:YAG rather than the tunable Ti:Sapph. The system remains sensitive to any etalons on the mid-IR beam after the PPLN crystal, but it
is insensitive to those effects on either of the two near-IR beams.

This DFG system was used to acquire spectra of methane with both fm- and wm-NICE-OHMS. The fm-NICE-OHMS setup was used to acquire Doppler-broadened scans, and its sensitivity of $2 \times 10^{-7} \, \text{cm}^{-1} \, \text{Hz}^{-1/2}$ was limited primarily by etalons in the mid-IR beam path, particularly between the PPLN crystal and the cavity input mirror and between the cavity output mirror and the detector. In the wm-NICE-OHMS setup, a 50 Hz dither was added with a 1.7 MHz peak-to-peak modulation to observe just the sub-Doppler features of methane. In this configuration, the sensitivity was over an order of magnitude better: $6 \times 10^{-9} \, \text{cm}^{-1} \, \text{Hz}^{-1/2}$, approximately a factor of 60 above the shot noise limit.

**Optical Parametric Oscillators**

Recently, NICE-OHMS has also been implemented with an optical parametric oscillator (OPO), which relies on a nonlinear process similar to that used in the DFG system. [19] A 1064 nm ytterbium-doped fiber laser is used as the seed. This beam is passed through a fiber EOM that applies both the locking and heterodyne sidebands before the beam is sent to a fiber amplifier, which amplifies the total laser power to $10 \, \text{W}$ to be used as the pump of the OPO.

The OPO consists of a fan PPLN, which enables continuous tuning of the poling periods across its range by translating the crystal, and a singly resonant cavity, that is resonant with just the signal beam of the OPO. The signal is tunable from 1.5-1.6 $\mu$m, while the idler is tunable from 3.2-3.9 $\mu$m. Because the locking and heterodyne sidebands on the pump beam are not spaced at an exact multiple of the FSR of the OPO signal cavity, the signal beam remains a single frequency. Due to conservation of energy, this means that the sidebands get transferred entirely to the idler beam.

The NICE-OHMS cavity used in this work had a fairly low finesse, $\sim 120$, but with the idler power of $\sim 1 \, \text{W}$, there was more than enough intracavity power to enable sub-Doppler spectroscopy of molecular ions. Velocity modulation was coupled with NICE-OHMS in a technique referred to as noise immune cavity enhanced optical heterodyne velocity modulation spectroscopy (NICE-OHVMS). Not only does velocity modulation help to combat some of the difficulties associated with DC detection (e.g. RAM and etalons), but it also affords discrimination of ionic signals from neutral ones through phase sensitive detection. After RF demodulation to separate absorption from dispersion followed by a second level of demodulation at twice the plasma drive frequency, a total of four data channels were collected simultaneously. There was some significant fringing in the signals from three of the detection channels, and the quietest of the channels exhibited a sensitivity of $3.9 \times 10^{-9} \, \text{cm}^{-1}$. 
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D.3 Molecules

Several different molecules have been observed with the NICE-OHMS spectrometers described Section D.2. Many of these have been chosen to demonstrate and optimize spectrometers because they have bands that coincide with the spectral coverage of the laser systems used, while others were observed based on scientific interest and NICE-OHMS was the technique of choice due to its sensitivity and resolution. This section is intended to give an overview of the molecules observed with NICE-OHMS to date, briefly mentioning the molecules that were used as tests to demonstrate the capabilities of instruments, while discussing more in depth the studies from which new molecular information was extracted from NICE-OHMS spectra.

D.3.1 Closed-Shell Neutral Molecules

The vast majority of NICE-OHMS papers that have been published to date have demonstrated the detection of closed-shell neutral molecules. Typically, these spectrometers have a static sample cell, often made of Invar, Zerodur, or some other material with a low coefficient of thermal expansion, with the cavity mirrors permanently affixed to the cell, and one mirror mounted on a piezo-electric transducer.

Acetylene ($\text{C}_2\text{H}_2$)

For many of the papers whose primary purpose was to demonstrate the technique of NICE-OHMS and to characterize and optimize the various aspects of the technique, acetylene and its isotopologues have been favorite targets. [114, 86, 13, 63, 85] Several vibrational combination bands have been observed at wavelengths ranging from 730 nm to 1530 nm.

Methane ($\text{CH}_4$)

Bell et al. observed an unassigned methane transition at 6610.06 cm$^{-1}$ as a diagnostic of their NICE-OHMS spectrometer described in Section D.3.2, recording the pressure broadening in helium to verify the linearity of their spectrometer. [8] Their pressure-broadening coefficient of 1.5±0.1 MHz/Torr (HWHM) agreed well with the literature values for the $2\nu_3$ band of methane at 1.65 μm.

Ishibashi et al. observed several lines of the $2\nu_3$ band of methane with their ECDL-based wn-NICE-OHMS spectrometer with sub-Doppler resolution. [47] They also observed several lines of $^{13}$CH$_4$, and used their acquired spectra to determine that their sensitivity was $9.5 \times 10^{-11}$ cm$^{-1}$, which is within a factor of 2.6 of the shot noise limit, and that their spectral resolution was 320 kHz, limited primarily by transit time, but with a small contribution from residual frequency noise in the system.
Porambo et al. used methane to demonstrate the capabilities of their DFG-based NICE-OHMS spectrometer. [78] They performed both Doppler broadened scans with fm-NICE-OHMS, and sub-Doppler scans with wm-NICE-OHMS. They observed several transitions of the $\nu_3$ fundamental band of CH$_4$, and found that they could obtain a sensitivity of $\sim 6 \times 10^{-9}$ cm$^{-1}$ Hz$^{-1/2}$.

**Methyl Iodide (CH$_3$I)**

Ishibashi et al. also used their ECDL-based NICE-OHMS setup to observe the 2$\nu_4$ band of CH$_3$I centered around 1.65 $\mu$m. [48] They observed a total of 56 rovibrational transitions from the P, Q, and R branches with $\sim$1 MHz resolution. This allowed them to achieve full resolution of the electric quadrupole hyperfine components for the P and R branch lines, while the Q branch hyperfine components were partially blended. Because the hyperfine splitting pattern differs for different spectral lines, they found that hyperfine resolution was useful for assigning their acquired spectra.

**Nitric Oxide (NO)**

Bood et al. studied the sixth overtone band of nitric oxide near 797 nm in order to determine its transition dipole moment. [13] This high overtone band is too weak for most direct absorption techniques, which is why NICE-OHMS was chosen. They observed a total of 15 rovibrational transitions of the 2$\Pi_{1/2} - 2\Pi_{1/2}$ sub-band of this vibrational band at a pressure of 75 Torr, and from their data, they extracted absolute intensities of individual lines, the vibrational transition dipole moment, and Herman-Wallis coefficients. Comparing the transition dipole moment of 3.09 $\mu$D for this band to the lower overtone bands indicated a significant influence from anharmonicity at the $\nu=7$ vibrational level. They also parametrized the electric dipole moment of NO for bond lengths ranging between 0.91 and 1.74 Å more accurately than had previously been done.

**Molecular Oxygen (O$_2$)**

Gianfrani et al. used an ECDL and a cavity of finesse 6,000 to perform NICE-OHMS of molecular oxygen with a sensitivity of $6.9 \times 10^{-11}$ cm$^{-1}$ Hz$^{-1/2}$, a factor of 30 above the shot noise limit. [36] They studied weak magnetic-dipole transitions of the b$^1\Sigma_g^+ (\nu'=0) \leftrightarrow X^3\Sigma_g^- (\nu''=0)$ band near 762 nm. They started by characterizing their spectrometer in both fm- and wm-NICE-OHMS modes of operation using the $^PQ(13)$ line of $^{16}$O$_2$ with 50 mTorr of pressure, looking at both lineshapes and sensitivity compared to direct CEAS detection.

They then went on to look for the $^{16}$O$_2$ $^P$P(12) forbidden transition. As a consequence of the sym-
metrization postulate of quantum mechanics, transitions starting from even rotational quantum numbers are forbidden, so they used their NICE-OHMS spectrometer to look for one of these forbidden transitions as a test of this postulate. They saw no trace of a signal at up to 200 Torr of pressure, so based on their calculated sensitivity, they could set the upper limit on the violation of the symmetrization postulate for O$_2$ at $5 \times 10^{-8}$, which is about an order of magnitude lower than the previous upper limit.

They also observed some weak lines of $^{16}$O$^{18}$O and $^{16}$O$^{17}$O in their natural abundances (0.2% and 0.037%, respectively), and noted some nonlinearity with pressure that they attributed to two factors: the onset of pressure broadening at higher pressures, and the decreasing modulation depth of their constant-amplitude dither as linewidths broadened at higher pressures.

**Nitrous Oxide (N$_2$O)**

Taubman et al. characterized their QCL-based NICE-OHMS spectrometer with a nitrous oxide line at 1174.9515 cm$^{-1}$. [96] They used the observed spectra to determine that their experimental sensitivity was $9.72 \times 10^{-11}$ cm$^{-1}$ Hz$^{-1/2}$, and compared the obtained NICE-OHMS signals to those obtained with CEAS, showing the drastic noise reduction enabled by the technique.

Bell et al. performed spectroscopy of the R28(e) transition of the $\nu_3$ band of N$_2$O as another diagnostic of their spectrometer described in Section D.3.2. [8] They found the pressure-broadening coefficient of

Figure D.4: NICE-OHMS signal from Gianfrani et al. [36] of the $^P$Q(13) line of $^{16}$O$^{17}$O in its natural abundance (0.037%) at 764.489 nm for four different pressures ranging from 660 to $1.3 \times 10^4$ Pa.
2.2±0.1 MHz to be in good agreement for the literature value of the P(26) transition of the same band, and furthermore verified the linearity of their detection system, as indicated by the linear fit of the linewidth versus pressure plot.

**Carbon Dioxide (CO₂)**

Bell et al. also performed spectroscopy on the ν₁+ν₂+2ν₃ band of carbon dioxide at 6646.58 cm⁻¹ as a diagnostic test of their ECDL-based NICE-OHMS spectrometer whose primary purpose was spectroscopy of HO₂ radical (see Section D.3.2). They achieved a sensitivity of 2×10⁻¹⁰ cm⁻¹ in 10 s of averaging, which was two orders of magnitude more sensitive than their CEAS setup with the same cavity.

**D.3.2 Radicals and Ions**

More recently, NICE-OHMS has been used to observe HO₂, N⁺₂, and H⁺₃. The sensitivity of NICE-OHMS is very well suited to detection of these species, since under the conditions used to generate these species, radicals and ions are often orders of magnitude less abundant than their precursor molecules.

**Hydroperoxyl Radical (HO₂)**

The HO₂ radical, which is of interest to atmospheric chemistry, has recently been studied using NICE-OHMS by Bell et al. [8] NICE-OHMS was chosen as the optimal technique due to its species-specific detection (as opposed to some other indirect techniques that have been used for this molecule), its capability of extracting absolute number densities from spectra, and its extremely high sensitivity. The first vibrational overtone of the OH stretch (2ν₁) band, centered at 6649 cm⁻¹, was studied in this work, as it falls within the range of the ECDL used (1480-1540 nm).

Both fm- and wm-NICE-OHMS were performed. Heterodyne sidebands were spaced at ~219 MHz, twice the ring cavity’s FSR, and this frequency was locked using the DeVoe-Brewer method. For the wavelength-modulated work, a 60 Hz dither was applied to one of the cavity mirrors to induce a frequency dither with 100 MHz amplitude. By performing cavity-enhanced absorption spectroscopy (CEAS) of a known transition of methane at 6595.90 cm⁻¹ within their spectrometer, the authors determined that their cavity finesse was 2100±100.

Within the vacuum chamber, 2 cm above the ring cavity, five UV lamps were used for photolysis of Cl₂. The generated Cl atoms then reacted with methanol to form CH₂OH, which then reacted with O₂ to form HO₂ and formaldehyde. The authors performed a detailed chemical analysis of all reactions to take place within the chamber to predict the abundance of HO₂ as well as that of any potentially interfering species.
Two transitions of the first vibrational overtone of the OH stretch (2ν₁) were studied: the ⁹P₁(12) transition at 6623.32 cm⁻¹, and the ⁹P₂(10) transition at 6623.57 cm⁻¹. fm-NICE-OHMS was performed, and background scans were collected and subtracted by turning off the UV lamps for ~10 s and repeating the scans. A sensitivity of 1.8 × 10⁻⁹ cm⁻¹ was achieved, which corresponded to a minimum detectable concentration of ~ 4 × 10¹⁰ radicals/cm³.

Figure D.5: fm-NICE-OHMS spectra of HO₂ with fits from Bell et al. [8] (a) ⁹P₁(12) transition at 6623.32 cm⁻¹ (b) ⁹P₂(10) transition at 6623.57 cm⁻¹.

Kinetic studies were performed by turning off either the chlorine gas flow or the UV lamps, and observing the rate at which the observed signal decayed. The observed signal loss rate combined with kinetic modeling provided further evidence that the observed lines were, in fact, from the HO₂ radical and not some other species in the sample cell. The authors also used the decay rate to estimate the rate at which HO₂ is broken down by the walls of the chamber.

**Molecular Nitrogen Cation (N₂⁺)**

N₂⁺ has recently been studied with NICE-OHMS in both positive column [90] and ion beam [69] experiments. Both of these experiments relied on the same Ti:Sapph laser system, and because the cavity mirrors were physically separated from the sample cells, the positive column cell and the ion beam chamber could be moved in and out of the cavity without the need for a full optical realignment.

The cavity in both experiments had a finesse of ~300 and a free spectral range of ~113 MHz, and both experiments observed several transitions in the ν = 1 ← 0 band of the Meinel system (A²Πₓ-X²Σ⁺) of N₂⁺. Both also used a form of velocity modulation in addition to the usual NICE-OHMS heterodyne modulation.

In the positive column work, a plasma discharge cell was placed within the cavity, and light was coupled through Brewster windows mounted on either side of the cell. Two different heterodyne configurations were used: one with sidebands spaced at 1.02 GHz, 9 times the cavity free spectral range, and the other with sidebands spaced at 113 MHz, a single cavity free spectral range.
The plasma discharge voltage was modulated at 40 kHz, and the net signal was demodulated at twice that frequency to extract both the velocity- and concentration-modulated components of the ion signals, and the concentration-modulated signals of any excited neutral species. The 9-FSR setup was used to collect wide Doppler broadened scans of \( \text{N}_2^+ \) and \( \text{N}_2^2 \) (an electronically excited state of neutral \( \text{N}_2 \)), while the 1-FSR setup was used to primarily to collect scans of the sub-Doppler features at the center of the \( \text{N}_2^+ \) lineshapes. The Lamb dips were found to have much steeper pressure broadening (\( \sim 8 \text{ MHz/Torr} \)) than that of typical neutral molecules, as well as an extrapolated zero-pressure linewidth of \( \sim 32 \text{ MHz} \), which isn’t fully understood at this point.

Sub-Doppler scans were calibrated with an optical frequency comb, and with the extreme absolute accuracy afforded by comb calibration and the precision afforded by sub-Doppler resolution, line centers were determined with an absolute accuracy of \( \sim 300 \text{ kHz} \), which is approximately two orders of magnitude more precise than traditional Doppler-broadened, wavemeter-calibrated velocity modulation spectroscopy.

![Sub-Doppler scans](image)

Figure D.6: A signal from the NICE-OHVMS system with a nitrogen plasma. The two traces are from the X and Y outputs of the lock-in amplifier. For this scan, the heterodyne sidebands were spaced at \( \sim 1 \text{ GHz} \), so Lamb dips are spaced at \( \sim 500 \text{ MHz} \) on top of the Doppler profiles. Two spectral lines are shown, one from \( \text{N}_2^+ \) that is both concentration- and velocity-modulated, and the other from \( \text{N}_2^2 \) that is just concentration-modulated. The RF detection phase was tuned to show primarily the dispersion signal, as evidenced by the strong central Lamb dips, and the plasma detection phase was tuned to isolate all of the \( \text{N}_2^2 \) signal in a single detection phase.

For the ion beam work, the plasma discharge cell was removed from the optical cavity, and was replaced by a large vacuum chamber containing the ion beam and its associated ion optics. To avoid vibrations from the turbo pumps coupling into the cavity mirrors (and thus making locking more difficult), the ion beam
chamber was mechanically separated from the optical setup, resting directly on the lab floor while all of the optics, including the cavity mirrors, were mounted on a floated optics table. Again, light was coupled through Brewster windows that were mounted on the sides of the chamber, and the ion beam within the chamber was made collinear with the intracavity laser beam by moving the chamber (for coarse control) and steering the ion beam by tuning voltages on the various ion optics (for fine control).

The ions were extracted from the source and accelerated through a 3.8 kV potential drop before being steered through a metal tube along the collinearity path of the ion and laser beams. Velocity modulation was accomplished by applying a 4 kHz 2 V peak-to-peak square wave voltage to the metal drift tube. The NICE-OHMS signal was then demodulated at this modulation frequency to extract the ion signal. Because the modulation voltage required in this setup was quite small, very little electrical interference was introduced by it, as opposed to the positive column cell that used kV-level modulation voltages. Also, the modulation is completely independent of the laser, unlike wm-NICE-OHMS, which can still be somewhat sensitive to RAM and etalons. This allowed this spectrometer to obtain a noise-equivalent absorption of $\sim 2 \times 10^{-11} \text{ cm}^{-1} \text{ Hz}^{-1/2}$, within a factor of 1.5 of the shot noise limit.

The lines observed by this instrument are Doppler-shifted by $\sim 6 \text{ cm}^{-1}$ from their rest frequencies, and the linewidths obtained are narrowed through kinematic compression to $\sim 120 \text{ MHz}$, which was limited by the beam energy spread of the ions extracted from the source into the beam. With frequency comb calibration, transition rest frequencies were determined to within $\sim 8 \text{ MHz}$ of those determined by the NICE-OHMS work [90], which measured transition rest frequencies directly. The accuracy was limited by the asymmetry observed in the lineshapes, which is thought to be cause by imperfect alignment of the two beams and the beam energy stability over time.

**Trihydrogen Cation (H$_3^+$)**

The technique of NICE-OHVMS, which combines NICE-OHMS with velocity modulation spectroscopy within a positive column discharge cell, has been extended into the mid-infrared using an OPO, as described in Section D.2.2, and its capabilities were demonstrated by observing H$_3^+$ in a liquid nitrogen cooled discharge cell, which lowered the rotational temperature of the ions to $\sim 300 \text{ K}$, compared to the 600-700 K temperatures that are typical for air-cooled cells. [19]

Like the N$_2^+$ work, the detector signal was demodulated twice, first at the heterodyne frequency with two RF mixers, then at twice the plasma frequency using a pair of dual-channel lock-in amplifiers. Since the technique of NICE-OHVMS is sensitive to both concentration and velocity modulated signals, all four detection channels had some signal, and these signals were not completely separable from one another. This
makes fitting the Doppler profiles of the acquired signals difficult, so it was not attempted in this work.

Because Lamb dips probe only the zero-velocity population, velocity modulation of the overall ion population does not have the same effect on the signal as it does for the Doppler profile. Rather, the zero-velocity population increases and decreases throughout the cycles of the plasma discharge, so both velocity- and concentration-modulated signals appear as concentration modulation when just the zero-velocity population of the ions is considered.

Both the R(1,0) and R(1,1) lines of H\textsuperscript{+}\textsubscript{3}, which are separated by ~0.3 cm\textsuperscript{-1}, were collected in a continuous scan. The overall continuous tuning range of this system is ~8 cm\textsuperscript{-1}, limited by the tuning range of the fiber seed laser, and the overall wavelength coverage of the OPO system is 3.2-3.9 \mu m, though with additional OPO modules, the tuning range could be extended to 2.2-4.6 \mu m, limited by the transparency of lithium niobate.

Finer resolution scans were collected of just the R(1,0) line, and the four data channels acquired from each scan were fit simultaneously to find a linecenter. Although the accuracy of linecenter determination was limited to ~100 MHz by the wavemeter calibration, the precision of the fit was found to be ~70 kHz, which represents the ultimate limit that could be obtained if one were to calibrate the spectra with a more accurate method, e.g., with an optical frequency comb. The Lamb dips were found to each be ~110 MHz wide (FWHM), so each individual Lamb dip was not resolvable, since the Lamb dips are spaced by FSR/2, ~40 MHz.

\section*{D.4 Future Prospects}

Even though NICE-OHMS has been implemented by a number of research groups over the past 13 years, we have still only begun to scratch the surface of what NICE-OHMS makes possible. The recent developments extending NICE-OHMS into the mid-infrared hold promise to enable the detection of strong fundamental bands of a greater variety of molecules. There has also been a good deal of work attempting to make NICE-OHMS a more robust technique, one that has the potential in being deployed in more robust instruments to observe trace gases in a wider variety of environments rather than being confined to a laboratory setting.
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