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ABSTRACT

Coherently-coupled vertical cavity surface-emitting laser (VCSEL) arrays offer a unique approach to beam steering and high-radiance applications, and have many advantages such as small size, low cost, high speed, durability and manufacturing ease. Previous work on coherently-coupled VCSEL arrays has left unfinished the tasks of determining the beam steering mechanism within the arrays and achieving current uniformity across large arrays without resorting to overly-complicated fabrication procedures. This work fulfills the former by establishing a full theoretical connection between the differential current injected into the array elements and the observed steering of the far-field beam. Record high beam-steering speed and phase responsivity are also demonstrated, showing promise for applications in high-speed modulation. The first in-phase emission from a coherently-coupled bottom-emitting VCSEL array is also demonstrated, along with significantly improved current uniformity across larger arrays.
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Chapter 1: INTRODUCTION

1.1 Motivation and Background

Coherently coupled VCSEL arrays have many features that make them viable candidates for beam steering and high-radiance applications. Applications for non-mechanical optical beam steering include fiber switching, free-space communications and laser radar. Radiance, often referred to as ‘brightness’, is defined as power per area per solid angle. It is an important figure of merit for applications requiring high power in a small area with low divergence, such as for pumping high power fiber lasers that can only accept power into a small diameter within a limited cone of acceptance, or for free-space optical links, where on-axis power is essential. Vertical cavity surface-emitting lasers (VCSELs) are particularly well suited for such applications due to their small size, low cost, high speed, durability, manufacturing ease, single longitudinal mode and two-dimensional configurability.

1.1.1 Beam Steering

Non-mechanical optical beam steering promises lower cost, higher reliability, lower complexity and higher speed than mechanical approaches, which are typically still the norm for applications such as laser radar [1]. Non-mechanical beam steering was first demonstrated at radio frequencies during World War II with phased array radar. The same advantages of electronic control, reliability, and fast/accurate steering have
motivated efforts to migrate to optical frequencies. The difference in wavelength between the radio and optical spectrum has, however, proven a difficult barrier to overcome, and not due to lack of effort. Phased array beam steering was demonstrated in the optical regime as early as 1971 [2], and the ensuing approaches can be generally classified into continuous and discrete methods. The technique of using liquid crystals for continuous beam steering was introduced in 1975 [3], garnered much attention in the early 1990s [4], and remains the dominant technique for non-mechanical beam steering today [1]. This technology is fundamentally limited, however, to a maximum steering angle of 1° in both orthogonal directions at 81% efficiency, with a maximum steering speed on the order of milliseconds [1]. Alternate approaches for continuous beam steering include microelectromechanical systems [5, 6], surface gratings [7], electrowetting [8, 9], waveguides [10-12] and VCSELs [13-15].

Among the multiple figures of merit for optical beam steering, speed is still a critical and limiting factor for applications such as laser radar. While mechanical methods clearly have inertial limitations, even the fastest methods using liquid crystals are limited to speeds under 10 kHz [16, 17]. Beam steering above the kHz regime has only been shown previously with grating and waveguide techniques. This is because the index change with these methods can rely more directly on carrier-induced [18], electro-optic [10], or quantum-confined Stark [12] effects, as opposed to slower mechanical or thermal changes. These faster methods, however, are often difficult to extend into two
dimensions, require elaborate setups with feedback control [10], are not conducive to free space propagation [12, 18], or suffer from low efficiency [19]. Phased VCSEL arrays are well-suited for high-speed beam steering applications because they do not share these difficulties. They also have the advantages of very high electro-optical efficiency, a natural extension into two dimensions [14] and of being fabricated with standard lithographic processes onto a monolithic semiconductor wafer.

Phased VCSEL arrays also employ a unique beam steering mechanism. With the exception of injection-locked diode laser arrays [20, 21], all other beam steering methods alter the wavefront of an incident beam. In contrast, herein we demonstrate phase control at the quantum well active region of array elements. VCSEL arrays are fundamentally unique in acting as the source of both the emission and of a temporal phase shift, making them a closer analog to their phased array radar counterpart. This fundamental difference is illustrated in Figure 1.1 with a finite difference time domain (FDTD) simulation comparing beam steering with spatial and temporal phase shifts. Both methods in Figure 1.1 steer the beam in the same direction from normal, as apparent in the tilted wavefronts of the electric fields. The typical method in Figure 1.1a relies on a phase lag introduced in the z direction by the region with a linearly increasing index profile. The second method shown in Figure 1.1b relies on an increasing phase lag introduced along the x direction at the source, which is what we observe in phased
VCSEL arrays. The first approach can be understood as a spatial phase lag introduced in the z direction, and the second as a temporal phase lag introduced at the source.

Figure 1.1: FDTD simulation of beam steering, shown by tilted electric field profiles, with (a) spatial and (b) temporal phase shifts. The refractive index is set to one except for the region defined in (a). Dashed lines represent the source.

Since VCSEL arrays offer a fundamentally different approach, our understanding of the physical beam steering mechanism within them has been limited. The primary objective of this work is to further elucidate this steering mechanism, which will aid in optimizing these devices for particular applications. Our approach is to first determine the relative phase of the elements at the VCSEL facet using a Fraunhofer propagation method. We then examine both the beam steering dynamics and spatially-resolved spectra to identify the refractive index and resonant frequency changes occurring within the element cavities. We finally appeal to coupled mode theory to correlate the
observed phase shift with the observed resonant frequency differences between elements.

### 1.1.2 High Radiance VCSEL Arrays

The high efficiency of diode laser arrays makes them suitable as high-radiance sources for applications such as fiber laser pumps for missile defense [22], where pump radiance remains a limiting factor [23]. Edge-emitting laser arrays have historically dominated this market because they can typically achieve much greater single-mode power per element. Radiance from edge emitters has been scaled up by individually collimating and aligning multiple chips, but the complexity of this approach has caused a recent plateau in scaling efforts, as shown in Figure 1.2. VCSEL arrays offer the primary advantage of two-dimensional scalability, which affords the potential to surpass these limitations.

#### 1.1.2.1 High Power Multimode VCSEL Arrays

While high power is not to be confused with high radiance, a review of the techniques incorporated to achieve high power in multimode VCSELs and VCSEL arrays is informative with regard to achieving high radiance. A historical plot of continuous-wave (CW) high power records is shown in Figure 1.3. Prior to 1993, output power from individual VCSELs was limited to under 20 mW [24]. The first breakthrough came with a bottom-emitting structure with diamond heat sinking and a gain peak optimized
for high temperatures [25]. The importance of thermal management in achieving high power was thus realized early on. The bottom-emitting structure is key to thermal management, as it allows heatsinking at the end of a distributed Bragg reflector (DBR) mirror, reducing the thermal resistance from the active region to the heat sink. It was also noticed later [26] that depositing the top metal contact over the lasing element, as is possible with the bottom-emitting design, significantly balances the carrier density across the aperture, circumventing the problem of current crowding on the aperture perimeter that is found with top-emitting designs. These two distinct advantages of bottom-emitting structures are illustrated in Figure 1.4. The next breakthrough came with realizing the thermal limitations of larger aperture diameters [27], and the need to implement an array of VCSELs in order to continue to scale up the output power [28]. The highest reported CW power of 230 W from a VCSEL array was achieved in 2007 by

![Figure 1.2: Maximum radiance achieved with edge-emitting lasers by various high-power laser manufacturing companies, as sourced from respective websites.](image)
Princeton Optronics [29]. The historical plot of Figure 1.3 shows a clear transition to bottom-emitting arrays for increased output power [25,27-34].

Figure 1.3: Maximum CW output power from multimode VCSELs and VCSEL arrays.

![Graph showing maximum CW output power from multimode VCSELs and VCSEL arrays.]

Figure 1.4: Cross sections of (a) top- and (b) bottom-emitting VCSELs. The blue and red arrows signify the paths of least resistance for current and heat, respectively, illustrating the superior current uniformity and decreased thermal resistance of bottom-emitting VCSELs.

(a) Cross section of a top-emitting VCSEL. (b) Cross section of a bottom-emitting VCSEL.

1.1.2.2 High Power Single Mode VCSELs

While high output powers are necessary to achieve high radiance, single-mode operation is also critical towards achieving the small spot size, low divergence and
spectral purity necessary for many high-radiance applications. Small aperture diameters are necessary to maintain single fundamental mode output in individual VCSELs, however, which has limited the maximum single fundamental output power to <8 mW. This limitation remains despite numerous approaches by various research groups [35-41], as shown in Figure 1.5.

Figure 1.5: Maximum single fundamental mode output power from individual VCSELs achieved by various research groups and limited to less than 8 mW.

In light of the limitations of single fundamental mode VCSELs, VCSEL arrays were sought early on as a way to scale up power in a single higher order mode, or in a superposition of coupled modes (supermode). This is similar to the trend toward VCSEL arrays for high power, but coherent arrays offer distinct advantages over incoherent arrays, which are further detailed in Chapter 2. The advantages of coherent arrays come with much difficulty, however, because the array elements have to be coherently
coupled and the preferred mode has to be preferentially selected. A longstanding problem with this approach is that such arrays tend to operate in the out-of-phase supermode where nearest-neighbor elements are locked out-of-phase [42, 43], as predicted by theory [44]. This leads to an undesirable four-lobed far-field pattern with an on-axis intensity null. In-phase VCSEL arrays, which provide an on-axis intensity peak, have been obtained primarily with antiguided top-emitting arrays [45-47]. These types of arrays, as shown in the historical plot of Figure 1.6 [42, 43, 46-57], have been limited to a maximum power around 2 mW. This limitation is largely due to the difficulties of thermal management and current injection uniformity common to top-emitting arrays. These challenges, just like the challenges of high power VCSELs and VCSEL arrays, can be significantly mitigated with a bottom-emitting design.

Figure 1.6: Maximum pulsed (before 1997) and CW (after 1997) output power obtained from phase-locked VCSEL arrays by various research groups.
1.1.3 Coupling

High-radiance arrays necessarily rely on coherence between array elements, which in turn requires optical coupling between them. The primary types of optical coupling used in diode laser arrays include injection-locking, diffraction, evanescent and antiguided (or leaky-mode) coupling [58]. The latter two are compared in Chapter 2.

It is instructive to first consider the historical development, following [59], of coherently-coupled edge-emitting laser arrays, which were heavily researched in the 1980s and early 1990s to scale up single-mode power. The first coupled edge emitting arrays relied on gain-guiding. The index profile in these devices was heavily dependent on drive current, which led to significant modal instability. The research moved on to arrays with built-in evanescent coupling, where the array elements were designed to have a larger refractive index than the spacing regions between elements. In these arrays, the light in each element is guided, and the coupling occurs between the evanescent tails of the electric field in neighboring elements. These structures were found to operate almost exclusively in the undesirable out-of-phase supermode, simply because it has better overlap with the gain/loss profile of these arrays. Another significant drawback of both evanescent and diffraction coupling schemes is that they typically rely on nearest neighbor coupling between elements. This type of coupling leads to decreased coherence between elements further separated in the array, which has the undesirable consequences of multimode operation and a broadened far-field...
divergence. The maximum diffraction-limited power obtained from arrays of these three types is 200 mW, but the multi-lobed far field pattern due to the out-of-phase coupling significantly reduces their usefulness.

A significant breakthrough in coupled edge-emitting arrays came in 1988 with the incorporation of a built-in antiguided index profile [60]. This type of coupling allows strong, stable coupling between all elements of an array, and can preferentially support the preferred in-phase mode if properly designed. These advantages allowed antiguided edge-emitting arrays to demonstrate CW diffraction limited powers up to 500 mW in a single, in-phase mode [61, 62], which was far superior to that achieved with alternate coupling schemes. The output power of such edge-emitting arrays was eventually thermally limited, and various methods of beam combining have since been sought as an alternative approach to achieving high-radiance sources.

As previously stated, bottom-emitting VCSEL arrays have the potential to surpass these limitations due to advantages in 2D configurability and thermal management. Coupled VCSEL array development is currently in a state similar to that of coupled edge-emitting arrays in 1988, where they have achieved limited powers, typically in the undesirable out-of-phase operation [56]. In-phase emission has been achieved with built-in antiguiding [45], but with difficult re-growth fabrication processes and a thermally-limited output power of less than 2 mW [52]. The breakthrough in phased VCSEL arrays is likely to come from the combination of a bottom-emitting structure
allowing good thermal management and current uniformity with a strong, built-in antiguiding index profile to preferentially select the in-phase supermode. Previous bottom-emitting coherent arrays have employed reflectivity modulation and mesa etching, which led to out-of-phase operation [42, 43]. The first in-phase bottom-emitting VCSEL array is presented in this work. The array is dependent on an antiguided index profile that is created by a simple, self-aligned process. It represents a critical step toward coherent, high-radiance arrays.

1.2 Scope

In this work we examine phased VCSEL arrays designed for both beam steering and high radiance applications. The beam-steering arrays are designed in the top-emitting configuration. They have top contacts that are separated by a focused ion beam (FIB) etch to achieve current confinement between the array elements. In this way, the current injected into each element can be adjusted, which steers the beam in the far field. The high-radiance arrays have a bottom-emitting structure and are designed with a single contact for each array.

The analysis tools used for design and simulation, including the Fraunhofer propagation method and dynamic coupled mode theory, are first introduced in Chapter 2. The processing and experimental methods used are next presented in Chapter 3. Data from the top-emitting arrays is then presented and analyzed in
Chapter 4 with a primary goal of elucidating the physical beam-steering mechanism evident in the arrays. Results from the bottom-emitting array data are discussed in Chapter 5 and conclusions and future work are given in Chapter 6, followed by appendices and references.
CHAPTER 2: ANALYSIS TOOLS

2.1 Introduction

Various analysis tools used to design, model and characterize coherently coupled VCSEL arrays are presented. Different types of coherent coupling are first compared, based primarily on Refs. [58] and [59]. The Fraunhofer propagation method, which is used throughout this work to correlate the near and far field data, is discussed next [63]. Simulations of expected results based on the Fraunhofer propagation method are then presented. Finally, dynamic coupled mode theory, which has proven very capable of modeling various types of VCSEL arrays, is used to derive the connection between the native resonant frequencies of the element cavities and the temporal phase shift between them [64].

2.2 Coupling

Of the several typical types of coupling used in diode laser arrays, guided (evanescent) and antiguided coupling are the most prevalent and are both based on the refractive index profile of a given laser array. A comparison and contrast of these two coupling mechanisms thus provides a good theoretical foundation.
2.2.1 Guided and Antiguided Coupling

The guided and antiguided modes supported by a given index profile are illustrated in Figure 2.1(a-e). Coupled mode theory gives a good approximation for the guided solutions [65]. In this approach, the array elements are assumed to be coupled only to their nearest neighbor elements. In Figure 2.1, the in-phase (Figure 2.1b) and out-of-phase (Figure 2.1c) supermodes are shown for the index profile given in Figure 2.1a. The term *supermode* is used to denote the superposition of multiple, otherwise independently guided modes into a single overarching and coherent mode [65]. Laser arrays can operate in these supermodes with gain applied to the high-index regions.

With very few and unstable exceptions [66], such evanescently-coupled arrays are found to operate in the out-of-phase supermode shown in Figure 2.1c, simply because it has better overlap with the required gain profile. Specifically, the electric field of the out-of-phase supermode has a zero crossing in the inter-element regions without gain, while the in-phase supermode of Figure 2.1c has a non-zero field in this region. Also of note, both guided supermodes are shown to fall within an encompassing envelope as shown by the dashed lines in Figure 2.1(b, c).
Figure 2.1: (a-e) Comparison of guided (evanescent coupling) and antiguided (leaky-mode) electric field modal profiles for the given index profile. (f) Ray optics representation of guided (dashed) and antiguided (solid) propagation and (g-h) associated k-diagrams. Figures (a-f) follow Ref. [62].
The antiguided modal profiles shown in Figure 2.1d (in-phase) and Figure 2.1e (out-of-phase) can be achieved with gain applied to the low-index regions. The solutions for the electric field profile are typically found using Bloch analysis [67] or a decomposed two-dimensional Helmholtz equation [44]. The antiguided modes are not necessarily subject to the overarching envelopes like the guided supermodes, and can support uniform intensities in all array elements, which is typically desirable.

The ray optics and k-diagram sketches of Figure 2.1(f-h) reveal more coupling differences. In a guided mode the beam is confined by total internal reflection, and there is only a decaying evanescent wave in the low-index regions. In this case the propagation constant is given by 
\[ \beta_{\text{guided}} = k_0 n_{\text{eff}} = k_2 z > k_1 z, \]
where \( k_0 \) is the free space wave vector and \( k_1 \) and \( k_2 \) are shown in Figure 2.1(g, h). This is also shown by the effective indices \( n_{\text{eff}, d} \) and \( n_{\text{eff}, e} \) in Figure 2.1f, which reside between \( n_1 \) and \( n_2 \).

Alternatively, the antiguided beam only partially reflects at the index boundaries. The propagation constant is found as 
\[ \beta_{\text{antiguided}} = k_0 n_{\text{eff}} = k_2 z = k_1 z < k_1. \]
In this case, as shown in Figure 2.1f, \( n_{\text{eff}, d} \) and \( n_{\text{eff}, e} \) are less than \( n_1 \), and the wave is traveling rather than confined. The quantum mechanical analogy would be a bound particle inside a potential well (guided) versus a free particle above the well (antiguided).

While the beam transmission at the index boundaries can introduce edge radiation loss for antiguided arrays, it also affords them the significant advantage of
parallel coupling between all elements in an array. This advantage is more pronounced for larger arrays where weak, nearest-neighbor evanescent coupling leads to decreased coherence among separated elements. The edge radiation loss is also reduced in larger antiguided arrays because only the edge elements leak outwardly. Further, it can be eliminated entirely by incorporating an index guide, such as a photonic crystal cladding, around the perimeter of the array [46, 68]. Antiguiding is therefore more advantageous for larger arrays.

Another primary difference between the two types of coupling is that while evanescent coupling typically leads to the out-of-phase supermode, the preferred mode in antiguided arrays is largely determined by the interelement spacing. The traveling wave in the interelement region has a wavelength, \( \lambda'_2 \), as shown in Figure 2.1e, which is based on the index contrast between \( n_1 \) and \( n_2 \) and on the element width, \( d \) [44, 69]. A lateral resonance of the preferred in-phase mode can thus be achieved by varying the interelement separation to \( s = m\lambda'_2 / 2 \), where the array elements are resonantly in-phase for odd values of \( m \). Another method commonly used to suppress the undesirable out-of-phase and adjacent modes in antiguided arrays is to introduce loss in the interelement regions [70].

2.2.2 Summary

To summarize the differences between guided and antiguided arrays, the latter can have the primary disadvantage of edge radiation loss. The primary advantages of
antiguided arrays are the strong, parallel coupling between all elements and the ability to preferentially select the in-phase mode by controlling the interelement spacing and loss. Other advantages of antiguiding include the uniform intensity profiles achievable for the array elements and the ability to build in a large, stable index contrast without allowing higher order modes within the element regions.

2.3 Fraunhofer Propagation Method

The beam properties at the VCSEL array facet must first be understood in order to determine the beam steering mechanism within the array. We can obtain near-field images of the optical mode, but this only provides intensity data. The relative phase of array elements has been retrieved previously by applying antenna array theory to the angular position of the far-field peaks and nulls [71]. The Fraunhofer propagation method described herein, alternatively, takes into account both the near and far fields, and is much less subject to error [63].

The Fraunhofer approximation is a simplified analysis tool for translating a beam from the near to far field as denoted by the $\xi\eta$ and $xy$ planes, respectively, in Figure 2.2. It is fundamentally based on the Helmholtz equation and free-space Green’s theorem [72]. The first necessary approximation is to restrict the near-field contribution to the area defined by the aperture $\Sigma$, as in Figure 2.2. The field amplitude at point $P_1$ in the far field, $U(x_1,y_1)$, can then be found as the combination of the field transmitted
from each point, \( P_0 \), in the near field. Further necessary assumptions include \( \sqrt{\Sigma} \gg \lambda_0 \), \( |\vec{r}_{01}| \gg \lambda_0 \), \( \sin \theta \gg 1 \) and a monochromatic wave front, where \( \lambda_0 \) is the free-space wavelength, \( \vec{r}_{01} \) is the vector from \( P_0 \) to \( P_1 \), and \( \theta \) is the off-axis angle of \( \vec{r}_{01} \) as defined in Figure 2.2. The Fraunhofer approximation can then be found as

\[
U(x, y) = \frac{e^{jk_0z}}{j\lambda z} e^{j\frac{k_0}{2z}(x^2+y^2)} \int \int_{-\infty}^{\infty} U(\xi, \eta) e^{j\frac{2\pi}{\lambda z}(x\xi+y\eta)} d\xi d\eta ,
\]

(2.1)

where \( k_0 \) is the free space wave vector and \( U(\xi, \eta) \) is the near-field amplitude. This approximation conveniently lends itself to a 2D Fourier transform, which can be speedily calculated.

![Figure 2.2: Schematic of variables used in the Fraunhofer approximation.](image)

2.3.1 Phase and Coherence Retrieval

The Fraunhofer approximation can also be used to calculate the far fields resulting from multiple near-field apertures. We begin by defining the apertures of a two-element in-phase array, as these are the most commonly characterized in this work. We define left (1), right (2) and middle near-field apertures, where the middle aperture
encompasses the small fringe found in the interelement region. These sections are delineated by the dashed lines in Figure 2.3a where a 1D Helmholtz solution to the shown antiguided index profile shown is found by a finite difference method [73]. If we assumed the three elements were incoherent with each other, the total far field intensity, \( I(x, y)_{\text{incoh}} \), is found as the combination of the far field intensities of each of the individual apertures

\[
I(x, y)_{\text{incoh}} = |U_1(x, y)|^2 + |U_{\text{mid}}(x, y)|^2 + |U_2(x, y)|^2,
\]

where the individual far field amplitudes are calculated from their corresponding near-field amplitudes per Equation 2.1, and the phase terms are left out because they have no effect.

If the elements are assumed to be coherent with each other, we can meaningfully assign a relative phase to the middle and right apertures, \( \Phi_{\text{mid}} \) and \( \Phi_2 \), respectively, with the left aperture phase arbitrarily set to zero. The total far field intensity can then be calculated by the summation of the fields as

\[
I(x, y)_{\text{coh}} = \left( |U_1(x, y)| + |U_{\text{mid}}(x, y)|e^{-j\Phi_{\text{mid}}} + |U_2(x, y)|e^{-j\Phi_2} \right)^2.
\]

In order to account for partial coherence between the near-field apertures we assign a normalized coherence magnitude, \( |\gamma| \), where \( 0 \leq |\gamma| \leq 1 \), to obtain

\[
I(x, y) = |\gamma| I_{\text{coh}}(x, y) + (1 - |\gamma|)I_{\text{incoh}}(x, y),
\]
which can be expanded to yield

\[
I(x,y) = |\gamma (U_1(x,y) + U_{\text{mid}}(x,y) e^{-i\Phi_{\text{mid}}} + U_2(x,y) e^{-i\Phi_2})|^2 + \\
(1-|\gamma|)(|U_1(x,y)|^2 + |U_{\text{mid}}(x,y)|^2 + |U_2(x,y)|^2)
\] (2.5)

Experimentally, we are able to determine the intensities \(I(\xi,\eta)\) and \(I(x,y)\). From \(I(\xi,\eta)\) we can directly determine \(|U_1(x,y)|, |U_{\text{mid}}(x,y)|\) and \(|U_2(x,y)|\). For an in-phase array, the phase of the middle aperture is assumed to be \(\pi\) out of phase with the average phase of the two outer apertures, or

\[
\Phi_{\text{mid}} = \pi + \frac{(\Phi_2 + \Phi_1)}{2} = \pi + \frac{1}{2} \Phi_2. \tag{2.6}
\]

This leaves us with two unknown values, \(|\gamma|\) and \(\Phi_2\), for connecting the experimentally-determined near and far field intensities. These can be extracted independently because \(|\gamma|\) determines the visibility of the far-field lobes, while \(\Phi_2\) determines the relative far-field peak intensities and their angular location [71]. Equation 2.5 is thus used in an iterative manner in Chapter 4 to retrieve the relative phase and coherence between elements from the experimentally-acquired near and far field intensities [63]. Its application is also described for a one-dimensional simulation in the next section. The MATLAB code used for the Fraunhofer propagation is given in Appendix A.
2.3.2 Simulations

The three near-field sections delineated in Figure 2.3a are propagated to the far field using a one-dimensional variation of Equation 2.5. The far field profiles are shown in Figure 2.3b and Figure 2.3c, as obtained from varying values of $|\gamma|$ and $\Phi_2$. The far field profile is found to exhibit more pronounced peaks and nulls with increased coherence and to shift in angle and shape with varied relative phase.

Figure 2.3: (a) Near-field intensity profile obtained from 1D Helmholtz finite difference simulation for an antiguided index profile with $\lambda_0 = 980$ nm. (b) Far-field intensity profile obtained with Fraunhofer propagation method of (a) for $\Phi_{\text{mid}} = \pi$, $\Phi_2 = 0$ and different values of $|\gamma|$. (c) Far-field intensity profile for $|\gamma| = 1$ and different values of $\Phi_{\text{mid}}$ and $\Phi_2$.

A rigorous approach for finding the two-dimensional near field for a given two-dimensional index profile would be to extend the one-dimensional Helmholtz solver used above into two dimensions [44]. A simpler approach used in the following simulations is to assume Gaussian, coherent beams of equal magnitude emanating from each array element. In Figure 2.4, we show the simulated impact of the number of elements, $N$, on the far field. In going from one element to the four elements shown in Figure 2.4a, the far field divergence in Figure 2.4b is shown to decrease while the on-
axis intensity peak shown in Figure 2.4(c and d) scales up by $16 \times$, or $N^2$. If the elements were incoherent, the far field intensity peak would only scale up by $4 \times$, or $N$. This is the primary advantage of coherent arrays for high brightness applications, and is a consequence of the electric fields from coherently-coupled elements adding, while only the intensities add for incoherent elements.

![Figure 2.4: Simulated impact of number of elements on far field profile. (a) Near-field and (c) corresponding far-field image for four coherent, Gaussian, in-phase elements. (d) Far field profiles and (b) full width half maximums (FWHMs) for varying numbers of elements.](image)

Steering resolution, defined as the number of distinguishable far-field spot counts, is an important metric for many beam steering applications. It is obtained as the ratio of the maximum steering angle, $\theta_{\text{max}}$, to the beam’s FWHM [74]. For the four-element array depicted in Figure 2.5a we find a $\theta_{\text{max}}$ of $5^\circ$ as the angular gap between the far field lobes when the array is operating in the out-of-phase mode. If the relative phase between elements is properly adjusted, as in Figure 2.5b, the beam peak can be steered within that range. This is shown by the far-field modal profiles of corresponding colors.
in Figure 2.5d, which are taken from slices across the line shown in Figure 2.5c. For this four-element array the FWHM is found to be $1.2^\circ$, yielding a steering resolution of 4.2. While $\theta_{\text{max}}$ is the same for a two-element array of the same element pitch, the FWHM is $2.43^\circ$, yielding a steering resolution of 2.1. It is thus found that increasing the number of elements increases the steering resolution. Increasing the beam steering range would require decreasing the separation between elements.

![Figure 2.5](image)

**Figure 2.5:** Simulated impact of element phase on far field profile. (a) Near field and (c) corresponding far field image for phase profile defined by dashed cyan line in (b). (d) Resultant far-field profiles from phase profiles in (b) per corresponding line styles and colors.

Two-dimensional patterns of 4x4 and cross-shaped arrays are lastly examined in Figure 2.6. The elements defined in the 4x4 array shown Figure 2.6a are self-coherent but mutually-incoherent, and are thus found to yield a much larger far field divergence in Figure 2.6b than the mutually-coherent 4x4 array of Figure 2.6c is found to yield in Figure 2.6d. Figure 2.6e shows an out-of-phase 4x4 array, which is common in evanescently-coupled and reflectivity-modulated VCSEL arrays. The resulting and undesirable, but often encountered four-lobe profile is shown in Figure 2.6f. Finally, the
cross-shaped in-phase near field of Figure 2.6g is shown to give the expected on-axis intensity peak in Figure 2.6h. If the middle element is $\pi$ out of phase, as in Figure 2.6i, the on-axis intensity in Figure 2.6j is overshadowed by the four outer lobes. It is thus observed that if even a single element out of five is out-of-phase, it can have a very significant effect on the far field pattern.

![Figure 2.6: Near and far field patterns for (a, b) 4x4 mutually incoherent, (c, d) 4x4 mutually coherent in-phase, (e, f) mutually-coherent out-of-phase and (g, h) in-phase and (i, j) out-of-phase cross-shaped arrays.](image)

2.4 Dynamic Coupled Mode Theory

The most suitable approach for examining the dynamics of antiguided VCSEL arrays is to treat the array as a single entity [75]. Coupled mode theory, alternatively, is only strictly valid for structures where the modes of individual lasing elements are well confined, as in guided coupling. The theory is highly developed though, and has been successfully applied to coupled [42, 76] and injection-locked [25, 77] VCSEL arrays. The assumption of nearest-neighbor coupling with coupled mode theory is also justified for a two-element antiguided array. Coupled mode theory is therefore examined as a
means to explain the phase shifting mechanism observed in two-element phased VCSEL arrays. A more detailed version of the following derivation is provided in Appendix B.

The electric field of element $m$ is defined as $E_m = A_m e^{-i\phi_m(t)}$, where $A_m$ is the field amplitude and $\Phi_m$ is the phase. The time change of the electric field under the influence of neighboring elements, $E_{m-1}$ and $E_{m+1}$, is governed by the field equation [78]

$$\frac{dE_m}{dt} = \frac{1}{2} \left[ G\left(N_m\right) - \frac{1}{\tau_p} \right] \left(1 - i\alpha\right)E_m + i\kappa\left(E_{m+1} + E_{m-1}\right)e^{-i\psi} + i\left(\omega_0 - \omega_m\right)E_m,$$

(2.7)

where $G$ is the gain, $N$ is the carrier density, $\tau_p$ is the photon lifetime, $\alpha$ is the linewidth enhancement factor, $\kappa$ is the coupling strength between elements, $\psi$ is the coupling phase (typically 0 or $\pi$), $\omega_0$ is the coupling frequency and $\omega_m$ is the native frequency of element $m$. If the laser element is operating near threshold, the gain can be expressed as

$$G\left(N_m\right) = G\left(N_{th}\right) + g\left(N_m - N_{th}\right),$$

(2.8)

where $N_{th}$ is the threshold carrier density and $g$ is the differential gain. With the threshold gain defined as that required to overcome the loss, or $G\left(N_{th}\right) = 1/\tau_p$, Equation 2.7 can be expressed as

$$\frac{dE_m}{dt} = \frac{1}{2} \left[ g\left(N_m - N_{th}\right) \right] \left(1 - i\alpha\right)E_m + i\kappa\left(E_{m+1} + E_{m-1}\right)e^{-i\psi} + i\left(\omega_0 - \omega_m\right)E_m.$$

(2.9)

This can then be transformed into the dimensionless equations [79]
\[
\frac{dX_m(t)}{dt} = Z_m X_m - \eta \left[ X_{m+1} \sin (\phi_m - \Phi_{m+1} - \psi) - X_{m-1} \sin (\Phi_m - \Phi_{m-1} - \psi) \right] \tag{2.10}
\]

\[
\frac{d\Phi_m(t)}{dt} = \alpha Z_m - \eta \left[ \left( \frac{X_{m+1}}{X_m} \right) \cos (\Phi_m - \Phi_{m+1} - \psi) + \left( \frac{X_{m-1}}{X_m} \right) \cos (\Phi_m - \Phi_{m-1} - \psi) \right] + \Delta_m, \tag{2.11}
\]

where \( X_m, \Phi_m \) and \( Z_m \) are the normalized magnitude, phase and excess carrier density in element \( m \). The following variables are used in the transformation:

\[
X_m = \left( \frac{1}{2} g \tau_s \right)^{\frac{1}{2}} |E_m|,
\]

\[
Z_m = \frac{1}{2} g N_{th} \tau_p \left( \frac{N_m}{N_{th}} - 1 \right),
\]

\[
\eta = K \tau_p, \text{ and}
\]

\[
\Delta_m = (\omega_b - \omega_m) \tau_p. \tag{2.12}
\]

For a two-element array, Equations 2.10 and 2.11 can be shown to yield

\[
\omega_2 - \omega_1 = -\kappa \left( \alpha \left( \frac{X_1}{X_2} + \frac{X_2}{X_1} \right) \sin (\Phi_1 - \Phi_2 - \psi) + \left( \frac{X_1}{X_2} - \frac{X_2}{X_1} \right) \cos (\Phi_1 - \Phi_2 - \psi) \right). \tag{2.13}
\]

The difference in the native resonant frequencies of the elements, as found on the left side of Equation 2.13, can be controlled by differential current injection into the VCSEL array elements. This frequency difference is thus found to govern the phase shift between elements, with some additional correlation to the relative amplitudes of the elements. The phase shift, in turn, determines the far-field steering angle.
2.4.1 Pendulum Analogy

An intuitive understanding of the commonly-encountered spatial phase shifting mechanism illustrated in Figure 1.1a is straightforward. While Equation 2.13 gives a clear theoretical connection between the resonant frequency detuning between elements and the resultant temporal phase shift, an intuitive understanding of this connection is less obvious. An analogy is attempted to bridge this gap and to further rationalize the application of coupled mode theory.

The self-coherent emission from two independent cavities can be viewed as two independent pendulums, each having its own natural resonant frequency, as in Figure 2.7a. If the pendulums are coupled together by a weak spring as in Figure 2.7b, and their resonant frequencies are the same, the spring will act to lock the pendulums into either a similar or opposite oscillation pattern (in-phase or out-of-phase). If the length of the right pendulum is slightly increased so that its resonant frequency is slightly decreased, the spring will continue to hold the pendulums to a compromised frequency. The dynamics will change though, as the left pendulum will want to pull the right pendulum along at a faster rate, while the right pendulum will resist. The pendulums will therefore maintain the same rate of oscillation, but the right pendulum will temporally lag the oscillation of the left, as in Figure 2.7b. Further, if the weight of the right pendulum is increased, the compromised frequency will shift closer to that of the right pendulum because of the right pendulum’s increased relative influence.
Finally, if the length of the right pendulum is increased further, the spring will no longer be able to harmonize the two oscillation rates, and the pendulums will swing independently. These observations are found to be consistent with both Equation 2.13 and with the experimentally-observed phase shifting, coupling frequency and locking range for coherently-coupled VCSEL arrays, as detailed in Chapter 4.

![Figure 2.7: Two pendulums (a) uncoupled, (b) coupled in-phase, and (c) coupled in-phase with the foremost pendulum having a decreased native resonant frequency.](image)

### 2.5 Summary

The coupling theory covered in this chapter is useful for understanding the interaction between array elements and for device design. The Fraunhofer propagation method is used frequently throughout this work as a means to test and validate our understanding of the arrays, and to retrieve the relative phase and coherence of the emitted beam at both the array elements and in the interelement regions. The dynamic coupled mode theory presented will be used to examine the correlation between the native element frequencies and the relative phases of the elements.
Chapter 3: METHODS

3.1 Introduction

The top- and bottom-emitting coherently-coupled VCSEL array designs are first presented. Two critical fabrication steps are then described. First, details of the focused ion beam (FIB) etching process used for both top- and bottom-emitting arrays are presented. The thick patterned metal deposition process used for the bottom-emitting arrays is discussed next. Lastly, the various experimental setups for optical characterization are presented.

3.2 Array Structure

The two primary array structures examined are shown in Figure 3.1 and Figure 3.2. The top-emitting structure is shown by the sketch of Figure 3.1a and SEM image of Figure 3.1b. It consists of a p-type top DBR mirror with 27 periods and an n-type bottom DBR mirror with 35 periods on an n-type GaAs substrate. The active region located between the mirrors consists of three GaAs quantum wells with photoluminescence centered near 850 nm. The photonic crystal hole pattern is designed to optically confine the mode within the defects. These defects are aligned with gain apertures defined by surrounding ion implantation to confine current to the individual elements. The fabrication process is described in previous work [66, 68]. For the work in this thesis, the top metal contact is etched with a focused ion beam in an additional step [63].
Figure 3.1: (a) Sketch and (b) SEM image of top-emitting VCSEL array structures. Sketch shows preferred current path from either contact and preferred in-phase modal profile and beam.

Figure 3.2: (a) Sketch, (b) ion beam image and (c) SEM image of bottom-emitting array.

The bottom-emitting array is shown by a sketch in Figure 3.2a, a top-view ion beam image in Figure 3.2b and an SEM image in Figure 3.2c. It consists of a 29-period n-type
output DBR on top of an n-type substrate. The active region emits nominally at 980 nm. The top, high-reflectivity p-type DBR consists of 32 periods. An array of 3-μm thick, 6x6 μm² gold pillars are deposited by an electroplating process to define both the ohmic contact and to serve as a mask for ion implantation. After thinning the substrate, an electrode pattern (not shown) was deposited on the polished substrate around the array perimeter. The array sizes are delineated by a FIB etch into the high-reflectivity DBR. In both array types the refractive index is suppressed in the regions of highest carrier density, which serves to create the desired antiguiding index profile leading to in-phase operation.

3.3 Focused Ion Beam Etch

While the ion implantation is performed to achieve current confinement within the designed apertures, an additional focused ion beam etch is often necessary [81]. The latter is used for beam-steering arrays to allow increased current-injection discrimination between elements, and is performed in the bottom-emitting structures to define the arrays. Similar trends were noticed with both sample types. Etching too deep typically inhibits device operation, likely due to the detrimental effects of non-radiative recombination centers created from Ga⁺ ion etching (and implanting) into the active region. Etching too shallowly, on the other hand, would often not provide noticeable current confinement. This is likely due to injected current traveling across
the DBR layers near the VCSEL surface, which have increased doping and therefore increased conductivity, thus limiting electrical isolation.

Various shapes, sizes and depths were FIB etched as a post-fabrication processing step. Good results were obtained from top-emitting and bottom-emitting 2x1 arrays, such as those shown in Figure 3.1b and Figure 3.2c. The FIB etch on the top-emitting array of Figure 3.1b was done with two 0.5 x 20 μm² lines etched simultaneously at 1000 pA for 10 seconds. The etch on the bottom-emitting array of Figure 3.2c was performed on a 2 x 75 μm² perimeter at 7000 pA for 90 seconds. The bottom-emitting array etch required higher ion beam current in order to penetrate through the thick gold layers.

One difficulty encountered with the FIB process was that while viewing the sample with the ion beam is necessary to achieve good alignment for etching, even the lowest ion beam currents were found to damage the surface, reducing its conductivity. This is particularly disruptive for top-emitting VCSELs that rely on current traveling from the contact through the highly doped top DBR layers to the element apertures, as in Figure 3.1a. The increased resistance causes increased heating, which degrades device performance.

The results from a study performed on this effect are shown in Figure 3.3. Multiple 2x2 arrays, such as shown in the inset of Figure 3.3, are exposed to varying Ga⁺ ion implant doses. The resistance between the neighboring metal contacts labeled in the
inset of Figure 3.3c is shown to increase with the Ga⁺ implant dose until eventually saturating. The effect is visible in the discoloration of the image inset in Figure 3.3c, which was exposed to the highest dose of 5000 pA·s/μm². Even a very small ion beam current of 10 pA is shown to increase the lateral resistance by 500 Ω if a typical image size of 5000x zoom is viewed for 10 seconds. While often detrimental, this effect can also have beneficial applications for beam steering with bottom-emitting VCSEL arrays. The Ga⁺ ions penetrate approximately 50 nm into the epitaxial material, and the highly-doped top epitaxial layer for the bottom-emitting samples is only 40 nm thick. A relatively small Ga⁺ ion implant dose could therefore significantly improve the current confinement between array elements without causing the undesirable optical effects of etching, and the thick gold pillars would block the ions from damaging the ohmic contacts to the individual elements.

![Graph showing resistance increase with dose](image)

**Figure 3.3: Resistance between top metal contacts increases with ion implant beam exposure.**
3.4 Thick Metal Deposition

Bottom-emitting VCSELs have their high reflectivity mirror on the top side of the wafer, as in Figure 3.2a, which requires a greater number of DBR pairs. The bottom-emitting VCSELs under study have a 980 nm emission wavelength to allow transmission through the GaAs substrate. This larger number of periods and longer wavelength lead to an increased thickness from the top epitaxial layer to the active region in the bottom-emitting arrays, requiring a different approach for the masking process of ion implantation.

The ion implantation process for the top-emitting VCSELs uses a 6-μm thick photoresist mask layer [80]. The thickness is necessary to block the high energy ion implantation. This makes the process difficult because the implant diameters and separations are on the order of 5 and 1-2 μm, respectively, leading to precariously high pillars of photoresist over the desired apertures. Two different processes have since been used for the bottom-emitting designs, both relying on a thick metal layer consisting primarily of gold as an ion implantation mask. The advantage of this approach is that the gold has a greater stopping power, and therefore only needs to be 2.7 μm thick to block the largest necessary ion implantation energy of 470 keV.

The first successful approach to achieving a thick ion implantation mask was to use a gold electroplating process. The process was previously performed at nLIGHT Corp. and a scanning electron microscope (SEM) image of the resulting gold pillars is shown in
Figure 3.4a. A different approach pursued at the University of Illinois is to perform the standard liftoff procedure using a thick photoresist (AZ9260) mask. The photoresist and resulting gold deposition are shown in Figure 3.4b and Figure 3.4c, respectively, where an edge wall surrounding the gold pillars is evident.

![SEM images of ion implantation mask structures.](image)

Figure 3.4: SEM images of ion implantation mask structures. (a) Gold pillars created by electroplating process. (b) Holes etched in AZ9260 photoresist for gold liftoff process. (c) Gold pillars created by liftoff process.

### 3.5 Optical Characterization Setup

Various experimental setups were used in characterizing the devices. Near field, far field, spectra, power and dynamic-beam-steering data were acquired. The most common setup is shown in Figure 3.5, and is used to acquire near-field images and spectral data simultaneously with a beam splitter. Two current sources are needed for beam steering arrays with separate injection into each element [63].

A similar approach used for obtaining spatially-resolved spectra is shown in Figure 3.6. Here a focusing lens is removed so the near field is imaged to a plane
Figure 3.5: Experimental setup for acquiring near-field and spectral data.

Figure 3.6: Experimental setup for acquiring spatially-resolved spectra.
coinciding with the fiber facet. If a 10x objective lens is used, for example, a multimode fiber with a 62.5 μm diameter core would collect the spectrum from a 6.25 μm diameter circle in the near field. The fiber is aligned to a particular spot in the near field by maximizing the power collected from a single lasing element. The objective lens, beam splitter, camera and fiber are then moved in unison to collect the spectrum from different portions of the near field.

The experimental setup is also configured to collect far field data from a goniometric radiometer as shown in Figures 3.7 and 3.8b. Not shown is a similar setup replacing the radiometer with a photodetector for optical power measurements. The setup was designed to allow seamless transition to/from that of Figure 3.5. This permits consistency in the probe position on the sample among other variables, which facilitates consistent near and far-field measurements.

The radiometer acquires intensity from 3241 data points in the direction of \( \theta \), as defined in Figure 3.7, and is incrementally rotated along \( \phi \) to collect a full two-dimensional image. If the radiometer is placed sufficiently high above the sample (18 cm) the beam will subtend a \( \pm 10^\circ \) angle along the \( \theta \) direction, allowing for an angular resolution as high as 0.006°. The goniometer was most recently calibrated in November of 2012 to ensure intensity readings within a \( \pm 2\% \) range of a standard reference source.
Figure 3.7: Experimental setup for acquiring far-field data.

Figure 3.8: (a) Experimental setup for top-emitting VCSEL arrays. (b) Near field setup can be lifted to allow far field measurements as sketched in Figure 3.7.

A top-emitting setup to obtain dynamic steering data is shown in Figure 3.9. A receiver is translated across the far field profile to collect dynamic data at each point, which is read from the oscilloscope. A modified version to obtain high-speed dynamic data is shown in Figure 3.10. A slit is placed to spatially isolate sections of the far field,
which are then focused onto the receiver. This focusing is necessary for high-speed receivers with limited sensitivity. The time-domain intensity oscillations of the far field sections can be incrementally obtained as the slit (or receiver as in Figure 3.9) is translated across the far field beam profile. The far field profiles corresponding to the low and high signals can then be extracted from this data, allowing observation of high speed beam steering [82].

Figure 3.9: Experimental setup for extracting beam steering dynamics under 100 MHz. The free-space receiver is translated to sample varying points along the far-field beam.
Figure 3.10: Experimental setup for extracting high-speed beam steering dynamics. The slit is translated to spatially filter varying sections of the far-field beam.

The setup shown in Figures 3.11 and 3.12 is used to characterize bottom-emitting arrays, enabling acquisition of optical power, far field, spectral and near-field data. The base plate has a 0.5 x 0.5 cm$^2$ hole in the middle to allow emission through the bottom substrate. The sample does not have a vacuum attachment to the base plate, although this would be a helpful feature to ensure a good connection for current flow. The photodetector, mirrors, lower camera and fiber are connected together on a 3-axis stage in order to allow focusing and lateral translation while maintaining alignment. A switchable mirror was used instead of a beam splitter to ensure maximum power to the fiber.
Figure 3.1: Experimental setup for optically characterizing bottom-emitting arrays, allowing collection of near-field, far-field, spectral and output power data.

Figure 3.12: Picture of setup sketched in Figure 3.11.
Chapter 4: BEAM-STEERING MECHANISM

4.1 Introduction

This chapter discusses the optical characterization and analysis of beam steering with coherently-coupled top-emitting VCSEL arrays. The relative phase and coherence between array elements are first retrieved at the VCSEL array facet [63]. Results are compared from three different 2x1 arrays operating out-of-phase, in-phase and in-between, with respective central phase differences of $\pi$, 0 and $3\pi / 2$. The phase sensitivity to current and spatially-resolved spectra are examined next [83]. The dynamics of the steering are then analyzed to gather further information with regards to the beam steering mechanism [83]. Dynamic coupled mode theory is finally applied to correlate the observed beam steering with the resonant frequency detuning between elements [64]. This chapter culminates with a posited explanation of the beam steering mechanism in coherently coupled VCSEL arrays.

4.2 Phase and Coherence Retrieval

The phase and coherence are first experimentally retrieved from three representative 2x1 VCSEL arrays with varying coupling phase differences of $\Psi = 0$, $\Psi = \pi$ and $\Psi = 3\pi / 2$, where $\Psi$ is defined as the central phase difference around which the array elements are phase locked [84]. Representative data from these arrays are shown in Figure 4.1, including near field images, near field amplitudes, and propagated and experimental far
Figure 4.1: Near and far field data for three representative 2x1 VCSEL arrays with varying coupling phases. Data for the $\Psi = \pi$, $\Psi = 0$, and $\Psi = 3\pi/2$ arrays are taken at current differences of $I_2 - I_1 = 0, -0.14$ and -0.49 mA, respectively. The red lines in the near field delineate the aperture sections used to propagate to the far field. The black lines in the far field images show where the far field profile slices were taken.

fields, all of which were taken from the setups shown in Figure 3.5 and Figure 3.7. The near field amplitude profiles were obtained as the square root of the measured intensity profiles after subtracting out the background noise. The near field was then split into the apertures delineated by the red lines in the near-field amplitudes of Figure 4.1. The left and right elements are referred to as elements 1 and 2, respectively.
Using Equation 2.5, the relative phase and coherence of the right element are obtained by matching the propagated and experimental far fields. The central near-field fringe evident in the $\Psi = 0$ and $\Psi = 3\pi/2$ arrays is assumed to be $\pi$ out of phase with the average phase of elements 1 and 2, where the phase of element 1 is always arbitrarily set to 0. The relative phase of element 2, $\Phi_2$, is determined in an iterative process until the relative amplitudes of the left and right far field lobes match those determined experimentally. This method was used in contrast to the approach of previous works where the far-field angular peaks are matched with antenna array theory [85, 86], as the latter is subject to greater experimental error. The coherence was similarly determined by an iterative process matching the relative amplitude of the far-field nulls. While previous coherence retrieval methods take the visibility and relative intensities of the near field elements into account separately [85, 86], our method accounts for both simultaneously.

Near- and far-field measurements are taken over the locking range of each array for fixed current injection to element 1, and varying current injection into element 2. The propagated-fit and experimental far field profiles are compared for the different array types in Figure 4.2(a, c and e). The profiles match well, lending credence to the underlying assumptions and accuracy of the phase/coherence retrieval method. In all three arrays it can be seen that as the current to the right aperture is increased, the far field is pulled to the right. This is caused by a relative phase lag in element 2
Figure 4.2: Far field profiles, spectrum, phase and coherence as a function of current difference for arrays operating with (a,b) $\Psi = \pi$, (c,d) $\Psi = 0$, and (e,f) $\Psi = 3\pi/2$. Far field profiles were taken along black lines in Figure 4.1.

that increases with current to element 2, as plotted in Figure 4.2(b, d and f). It is also observed in Figure 4.2(b, d and f) that the arrays tend to maintain high coherence when
operating near $\Psi$, but completely lose coherence ($|\gamma| \to 0$) when pushed beyond $0.5 \pi$
in either direction, which is the apparent limit of their locking ranges [20].

4.3 Spectrum

It is seen from Figure 4.2(b, d and f) that the spectrum splits as the array is pushed beyond its coherent locking range. The simplest explanation is that these two spectral modes represent individual, non-coupled lasers emanating from each element, where the current difference has caused their resonant frequencies to shift beyond the locking range. An alternative explanation would be that the spectral modes represent two distinct modes including contributions from both elements, but at different wavelengths. To examine this, the experimental setup shown in Figure 3.6 was used to examine the spatially-resolved spectrum of each element. The 2x1 VCSEL array under test had a central emission of approximately 980 nm, but was otherwise very similar to the $\Psi = 0$ array discussed above. It operates coherently with 3.6 and 3.5 mA applied to elements 1 and 2, respectively, and loses coherence when the right element current is driven beyond a ±1 mA range. A 65-μm core fiber was used to capture the spectra encompassing both modes and a 9-μm core fiber was used to capture the individual spectra of the left and right elements [83]. The inset image in Figure 4.3 shows the approximate near-field spatial dimensions the spectra were obtained from.
The spectra show that with a reduced current of 3.4 mA to element 2, the element emission is predominantly at a lower relative wavelength than that of element 1. Similarly, if we increase the current in element 2 to 3.6 mA, the emission from element 2 is shown to reside predominantly at the higher wavelength relative to element 1. The results indicate that outside of the locking range, at $I_2 = 3.4$ or 3.6 mA, the elements are lasing almost completely independently at their respective resonant wavelengths. As the current difference between elements increases and the coherence between elements decreases, there is likely some transition from coupled modes to independent modes at each element, which warrants further examination. The spatially-resolved spectra also reveal that as the current to a given element is increased with respect to the other, its respective resonant wavelength also increases. This is consistent with the thermo-optic effect for GaAs and AlAs, where $\frac{\partial n}{\partial T} = 4 \times 10^4 K^{-1}$ and $=10^4 K^{-1}$, respectively, suggesting the relative temperature difference between elements is the dominant factor in their resonant wavelength detuning.
Figure 4.3: Spatially resolved spectra from near field magnified onto fibers with 9 and 62.5 µm diameter cores. Current to element 1 was held constant at 3.6 mA while current to element 2 was varied. Inset shows approximate locations and diameters contributing to the displayed spectra.

4.4 Phase Sensitivity

It is noteworthy that while a current change of $\approx 20$ mA is required to achieve a $\pi$ phase difference in slab-coupled edge-emitting lasers [87], the VCSEL arrays demonstrated here approach a $\pi$ phase difference over much smaller current and voltage ranges, as tabulated in Table 4.1. The coherently coupled VCSEL arrays thus demonstrate several orders of magnitude greater phase sensitivity to current. It is also noteworthy that typical direct-modulation VCSELs have a peak-to-peak modulation voltage between 0.5 and 2 V, while the VCSEL arrays shown herein can approach a full $\pi$ phase difference with peak to peak voltages as low as 110 mV.
The differing sensitivities of the arrays is found to depend on the FIB etch depth, which affects the lateral resistance between the element contacts, as also tabulated in Table 4.1. It is apparent that the phase sensitivity increases with increasing current confinement, which is achieved by the focused ion beam etch. The sensitivity could also be increased if the coupling constant between the elements could be decreased, which would decrease the locking range. This is explained further in Section 4.6.2.

### 4.5 Beam Steering Dynamics

In the following section, the beam steering characteristics are examined with a time-varying input current at modulation speeds of 100 Hz, 100 kHz and 100 MHz.
4.5.1 Steering Modulation Speed: 100 Hz

We first characterize beam steering at low modulation speeds using a simplified version of the experimental setup shown in Figure 3.9, where the receiver is placed and translated within the unfocused far-field beam above the sample. An array with $\Psi = \frac{3\pi}{2}$, similar to that characterized in Figure 4.2(e and f), is first examined. The current to element 1 is held constant while the current to element 2 is modulated in a square wave with a pattern generator between 3.06 and 3.13 mA at 100 Hz. The time-domain current to element 2 and the corresponding photo-current signals received at angular locations of 0 and 0.8° are shown on the right side of Figure 4.4. The photoreceiver, located 6 cm from the VCSEL array and subtending a 0.8° angular width, is translated across the far field to obtain the photocurrent signals at incremental angular positions. The far field intensity profile can then be recreated based on these signals, as illustrated in Figure 4.4, where the ‘low’ far field intensity at each angular increment is found as the average of the detected signal during the times of low current to element 2 ($I_2 = 3.06$ mA).

The far field profiles were also taken with the radiometer at the direct current (DC) high and low values of $I_2$, as shown by the dotted lines in Figure 4.4. Under both DC current injection and 100 Hz modulation, the far field profile is found to steer to the right with increased current to element 2, consistent with Figure 4.2(a, c, e).
Figure 4.4: Far field profiles obtained from translating photoreceiver at 100 Hz (dashed) and from radiometer with DC current (dotted). The dashed far field profiles are obtained from the intensity peaks and nulls of the time-domain signals corresponding to the high and low input currents.

4.5.2 Steering Modulation Speed: 100 kHz

The modulation rate is next increased to 100 kHz. At this speed we find that the far field profile continues to shift to the right with higher current to the right element, consistent with measurements at 100 Hz and DC. However, the dynamics of the photocurrent signals shown in Figure 4.5 at angular locations of 0 and 3° reveal a rise/fall time on the order of 5 μs. Similar delays of 1-20 μs have been observed for intensity modulation and beam steering with GaAs-based VCSELs dependent on thermal lensing [15, 88, 89]. The observed rise/fall time in Figure 4.5 is therefore consistent with a thermally-dominated beam steering mechanism. The increase of current to the right element is accompanied by an increase in the relative temperature on that side of the array, which increases the relative index on that side in accordance with the thermo-
optic effect. The beam steering speed that is dependent on the thermo-optic effect is thus limited to the kHz regime [83].

![Figure 4.5: Photocurrent received at the angular positions of -0.5 and 2.5° while the current to element 2 is modulated at 100 Hz. A rise/fall time on the order of 5 µs is evident.](image)

4.5.3 Steering Modulation Speed: 100 MHz

If we increase the modulation rate beyond the temporal limits of the temperature response to 100 MHz, we obtain the far field profiles shown in Figure 4.6, which exhibit an entirely different beam steering phenomena. The steering shown corresponds to a record high angular speed of $1.4 \times 10^8$ deg/s over a beam steering range of $\gg 0.7°$ [83]. The difference at this modulation rate, however, is that we find the beam is steered to the left with increased current to element 2, which is the opposite of what we find at low modulation speeds. This opposite steering direction is consistent with the carrier-
induced index change, where the index is suppressed with increasing current per 
\[ \frac{\partial n}{\partial N} = -10^{-21} \text{ cm}^3 \] [90], rather than increased as with the thermo-optic effect.

![Far field profiles at 100 MHz. The photocurrent signals on the right, received at the angular locations shown, demonstrate how the far field was constructed based on the signal values corresponding to the times of high and low input current to element 2.](image)

Figure 4.6: While the thermo-optic effect is found to dominate at DC and slower modulation rates, when we modulate at faster rates (≥ 10 MHz), the thermal dynamics are effectively neutralized since the temperature cannot keep up with the modulating current. At higher speeds, the weaker and opposite effect of the carrier-induced index change, where the index decreases with increasing current, is then found to be the dominant phase-shifting mechanism. A similar progression from thermal to carrier-dominated phase change at increased current-injection modulation speeds has been shown for injection-locked edge-emitting lasers [21].
4.6 Steering Mechanism

The above analysis indicates that the beam steering mechanism is dependent on the relative index differences between the array elements. There are then two explanations that might be offered as to the root of the phase-shifting mechanism observed in coherently coupled VCSEL arrays: a spatial phase shifting mechanism similar to almost all non-mechanical beam steering methods [1], or a temporal phase shift within the active region.

4.6.1 Spatial Phase Shift

The simplest explanation for the beam steering mechanism would be to view the light propagation path from the active region to the VCSEL facet as traveling through a waveguide, where the two sections of the optical mode are assumed to be phase-locked at the quantum wells within the active region. Then, as the beam propagates from the active region up through the DBRS to the VCSEL facet, the right section of the optical mode sees a higher index and therefore lags the left section. In other words, the right portion of the beam undergoes a spatial phase lag.

Based on the beam steering dynamics and spatially-resolved spectra as discussed previously, we can safely conclude that beam steering observed at DC or low modulation speeds is caused by the localized index changes in the cavities produced by the thermo-optic effect. We can then make some estimates based on the spectral
splitting of \( \approx 0.14 \) nm observed in Figure 4.2d for the \( \Psi = 0 \) array. Given a base index of 3.45 within the \( \text{Al}_{0.3}\text{Ga}_{0.7}\text{As} \) cavity and the relation \( \Delta n_{\text{eff}} / n_{\text{eff}} \approx \Delta \lambda / \lambda_0 \) [91], the thermo-optic coefficients provided above for GaAs and AlAs, the index and temperature difference between the cavities can be estimated as \( \Delta n_{\text{eff}} = 5.5 \times 10^{-4} \) and \( \Delta T = 1.8^\circ \text{K} \), respectively.

Assuming \( \Delta T \) remains constant through the top 27 DBR periods to the VCSEL output facet, the index change in each semiconductor layer can be estimated. From this the total optical path length difference and spatial phase shift experienced by the right section of the optical mode can be estimated. While we observe a phase shift of \( \approx 0.5\pi \) at this temperature difference (although with low coherence), the estimated spatial phase lag only accounts for \( \approx 0.003\pi \) of phase difference. In order to exclusively account for the observed phase shift with a spatial lag, the cavities, which are only separated by approximately 8 \( \mu \text{m} \), would require an unrealistic temperature difference of \( \approx 260^\circ \text{K} \). A spatial phase shift therefore does not provide a sufficient explanation for the phase shifting observed in VCSEL beam steering.

### 4.6.2 Temporal Phase Shift

As previously derived in Equation 2.13, dynamic coupled mode theory leads to the following correlation between the temporal phase shift between coupled elements and the resonant frequency detuning between them [64]:
\[ \Delta \omega = \omega_2 - \omega_1 = -\kappa \left( \alpha \left( \frac{X_1}{X_2} + \frac{X_2}{X_1} \right) \sin(\Phi_1 - \Phi_2 - \psi) + \left( \frac{X_1}{X_2} - \frac{X_2}{X_1} \right) \cos(\Phi_1 - \Phi_2 - \psi) \right), \] (4.1)

where the variables are again defined as the resonant frequencies, \( \omega_m \), the coupling strength, \( \kappa \), the linewidth enhancement factor, \( \alpha = -5 \) [92], the normalized field amplitudes, \( X_m \), and the phase shift, \( \Phi_1 - \Phi_2 = -\Phi_2 \). This equation is applied to the \( \Psi = \pi \) and \( \Psi = 3\pi/2 \) arrays shown in Figure 4.1 and Figure 4.2. The normalized fields \( X_1 \) and \( X_2 \) are determined as the total integrated amplitude measured in each near-field element. As can be seen from the near field amplitude of the \( \Psi = 3\pi/2 \) array shown in Figure 4.1, \( X_2 > X_1 \) in this array at the given current difference. These values were obtained from each of the near field images corresponding to the varying current differences. The coupling strength can be approximated from Equation 4.1 as

\[ \kappa = -\Delta \omega_{\text{max}} / 2\alpha \] where \( \Delta \omega_{\text{max}} \) is the maximum resonant frequency detuning within the locking range, outside of which spectral splitting is observed. This approximation of \( \kappa \) ensures that solutions to Equation 4.1 exist within the locking range, but not outside of it. The values of \( \Delta \lambda_{\text{max}} \) are obtained as illustrated in Figure 4.8 (p. 61), and lead to the \( \kappa \) values shown in Table 4.2.

### Table 4.2. Coupling values obtained for two different arrays.

<table>
<thead>
<tr>
<th>( \Psi )</th>
<th>( \Delta \lambda ) (nm)</th>
<th>( \Delta \omega ) (GHz)</th>
<th>( \kappa ) (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 3\pi/2 )</td>
<td>0.06</td>
<td>167</td>
<td>16.7</td>
</tr>
<tr>
<td>( \pi )</td>
<td>0.17</td>
<td>444</td>
<td>44</td>
</tr>
</tbody>
</table>
4.6.2.1 Phase Retrieval

Within the locking range, $\lambda_{\text{coupled}}$ is observed while $\lambda_1$ and $\lambda_2$ cannot be, by definition. In order to extract the phase based on Equation 4.1, we have to first estimate how $\Delta \lambda = \lambda_1 - \lambda_2$ varies within the locking range. Since for the $\Psi = 3\pi / 2$ array we have $\Delta \lambda$ on either side of the locking range, one approach is to assume $\Delta \lambda$ varies linearly across the locking range. For the $\Psi = \pi$ array we only observe spectral splitting on one side of the locking range, as shown in Figure 4.2b. In order to extrapolate $\Delta \lambda$ across the locking range we assume $\Delta \lambda = 0$ at the point where $l_2 = l_1$, because we have extracted a $\pi$ phase difference at that point. So given these two values of $\Delta \lambda$ for the $\Psi = \pi$ array, we can linearly extrapolate $\Delta \lambda$ at the other points. Given these assumptions, the phase values retrieved from the propagated-fit method and from Equation 4.1 are compared in Figure 4.7. The retrieved phases are found to match well for the $\Psi = \pi$ array while slight variance is observed for the $\Psi = 3\pi / 2$ array, which could be attributed to a non-linear progression of $\Delta \lambda$ across the locking range.
Figure 4.7: Relative phase values retrieved from propagated-fit method and from coupled mode theory. The current difference for the \( \Psi = 3\pi/2 \) array is offset by +0.4 mA for clarity.

### 4.6.2.2 Native Resonance Retrieval

Another approach is to use the phase extracted from the propagated-fit method to retrieve the native resonant wavelengths within the locking range, where they are related to the coupling wavelength by [64]

\[
\begin{align*}
\omega_1 &= \omega_{\text{coupled}} - \kappa \frac{X_2}{X_1} \left[ \cos(\phi_1 - \phi_2 - \psi) - \alpha \left[ \sin(\phi_1 - \phi_2 - \psi) \right] \right] \\
\omega_2 &= \omega_{\text{coupled}} - \kappa \frac{X_1}{X_2} \left[ \cos(\phi_1 - \phi_2 - \psi) + \alpha \left[ \sin(\phi_1 - \phi_2 - \psi) \right] \right].
\end{align*}
\]  

(4.2)
Figure 4.8: Peak wavelength values measured (solid) and retrieved (+ and x) from Equation 4.2. The current difference and wavelength of the $\Psi = 3\pi / 2$ array are offset by +0.4 mA and +1.5 nm, respectively, for clarity.

Relatively linear progressions of the native resonance wavelengths across the locking range are retrieved for both arrays, as shown in Figure 4.8. It is also noteworthy that for the $\Psi = 3\pi / 2$ array, $\lambda_{\text{coupled}}$ is found to reside closer to $\lambda_2$ due to the disparity between $X_1$ and $X_2$.

4.7 Summary

We have examined several coherently coupled 2x1 VCSEL arrays. By extracting the relative phase and coherence of the arrays, and by examining their spatially-resolved spectra and beam-steering dynamics, we have concluded the beam steering is caused by a relative index differential between the array elements. We have further determined this index difference is primarily dependent on the thermo-optic and carrier-induced
index changes at low and high modulation speeds, respectively. Finally, we have applied dynamic coupled mode theory to show that by simply considering the spectral detuning between elements and their locking range, we can arrive at a good approximation of the phase shift between elements that is observed within the locking range. The application of coupled mode theory thus completes our theoretical understanding of the beam steering mechanism in coherently coupled VCSEL arrays.
Chapter 5: BOTTOM-EMITTING ARRAYS

5.1 Introduction

Bottom-emitting coherently coupled VCSEL arrays offer pronounced advantages over their top-emitting counterparts. The key design advantages include direct current injection into the array elements and reduced thermal resistance between the active region and heat sink. It is difficult to achieve uniform current injection in coherently-coupled top-emitting arrays with more than two elements in both dimensions. One approach for top-emitters is to use metal contacts between the array elements, but unless carefully phase-matched [45], this has the undesired effect of discriminating against the preferred in-phase mode [42, 43]. The previously reported bottom-emitting coherent arrays have employed reflectivity modulation and/or mesa etching, which led to out-of-phase operation [42, 43, 93]. The bottom-emitting VCSEL arrays presented in this chapter are designed to have an antiguided index profile created by a simple, self-aligned process, which allows in-phase, continuous wave (CW) operation [57].

The devices were fabricated as discussed in Chapter 3, and characterized with the setup shown in Figures 3.11 and 3.12. Large, 50x50 arrays were initially fabricated, and a focused ion beam etch was subsequently performed to define smaller array sizes. The significant achievements detailed in this chapter include the demonstration of a 2x1 array operating in the preferred in-phase mode, and improved current injection
uniformity for a 3x3 array [57], both of which are important steps toward large coherently coupled VCSEL array sizes.

### 5.2 Single VCSEL Emitter

A single-element bottom emitter with a 5 µm diameter implant aperture is shown by the SEM image in Figure 5.1a. Figure 5.1 also shows the oscillating behavior in the CW light vs. current curve that stems from the interference effects between the substrate interfaces to the DBR and air. The far field profiles of Figure 5.1b are also found to vary with the cyclic interference effects, while the spectra shown in Figure 5.1c indicate single mode behavior through rollover. The far field full width at half maximum (FWHM) for this single element is found to be 5.4°.

![Figure 5.1](image)

**Figure 5.1:** LIV curve and other data for a single, 5 µm diameter VCSEL. (a) SEM image showing the FIB etch around the device perimeter. (b) The far-field pattern is shown to cycle with the oscillating LIV curve, while the (c) spectra indicate single mode operation through rollover.
5.3 2x1 VCSEL Array

A simplified structure of the 2x1 array characterized is shown by the sketch in Figure 5.2. The current is directly injected into the laser elements and confined by both the ion implantation and the FIB etch.

Figure 5.2: Bottom-emitting 2x1 VCSEL array structure. The arrows indicate current flow and the blue and red beam profiles represent operation in the preferred [+ - +] mode.

Near-field images of the array operating below threshold and at 8.7 mA (1.3 x \( I_{\text{threshold}} \)) with 0.9 mW output power are shown in Figure 5.3a and Figure 5.3b, respectively. The sub-threshold image reveals the carrier density distribution caused by the ion implantation apertures. A slice of the near field is taken at the black line in Figure 5.3a to estimate the refractive index profile. The slice is taken diagonally because the [+ - +] mode is observed to fit within the index profile in this direction. The
approximated index profile is shown in Figure 5.3c and is determined from the same maximum carrier density value \(5 \times 10^{18} \text{ cm}^{-3}\) and temperature distribution used in Ref. [73]. Given this index profile, a one-dimensional Helmholtz equation is solved using the finite difference method to yield the theoretical near field modal intensity also shown in Figure 5.3c [73]. The measured near field intensity is taken along the black line shown in Figure 5.3b for comparison in Figure 5.3c. The theoretical and experimental profiles show good agreement given the approximations made in determining the index profile.

![Figure 5.3: Near-field of 2x1 array (a) intensity below threshold and (b) amplitude at a current of 8.7 mA operating in the [+] mode. (c) Approximated refractive index profile and theoretical and experimental near field profiles obtained along the black lines in (a) and (b).](image)

Upon separating the near field into the three elements delineated by the red lines shown in Figure 5.3b, the left and right elements labeled ‘+’ are assumed to be in-phase while the central lobe labeled ‘-’ is assumed to be \(\pi\) out-of-phase. The beam is then propagated to the far field based on the Fraunhofer propagation method [63]. This
simulated far field, displayed in Figure 5.4a, can be compared to the experimentally
determined far field of Figure 5.4b, which has a FWHM of 2.1°. The far fields show good
agreement, especially considering the interference effects from the air/substrate
interface were not taken into account with the simulation. The lasing spectra, plotted at
various currents in Figure 5.4c, show the array operates in a single mode under an
injection current range of 8.7 ± 0.5 mA. The near field, far field and spectral data thus
confirm the array is operating in the [+ - +] mode with the preferred on-axis, low-
divergence, far-field maximum.

Figure 5.4: (a) Simulated and (b) experimental far field intensities. (c) Spectra showing
single-mode operation with an injection current of 8.7 mA.

5.4 Two-Dimensional VCSEL Arrays

Intensity profiles for a 2x2 array are depicted in Figure 5.5. The sub-threshold near
field intensity is shown in Figure 5.5a, indicating gain pixelation as desired. The far field
at 6.4 mA (1.3 x I_{threshold}) current injection is shown in Figure 5.5c, and exhibits a narrow
on-axis lobe as expected for a two-dimensional in-phase array [46]. However, the
 corresponding near field image in Figure 5.5b and the multimode spectral data (not
shown) do not correspond with a single in-phase mode. The FWHM of the central far-field lobe in Figure 5.5c is 3.8°, which is between that mentioned above for the single element and the in-phase 2x1 array, indicating partial coherence.

![Figure 5.5](image1.png)

**Figure 5.5.** Near field intensity of 2x2 array operating (a) below threshold and (c) with current injection of 6.4 mA. (c) Far field intensity under 6.4 mA, showing an on-axis far field intensity peak with reduced divergence.

![Figure 5.6](image2.png)

**Figure 5.6:** Near-field sub-threshold intensity profiles of (a) top-emitting and (b) bottom-emitting 3x3 VCSEL arrays.

The sub-threshold intensity images of top- and bottom-emitting 3x3 VCSEL arrays are shown in Figure 5.6a and Figure 5.6b, respectively. The current in the bottom-emitting array is found to distribute much more evenly than in the top-emitting array, which is a critical necessity for scaling beyond two elements in either dimension. Above threshold this 3x3 array was found to support multiple modes simultaneously due to lack of sufficient modal discrimination.
5.5 Conclusion

Various ion-implanted bottom-emitting VCSEL array geometries have been characterized. We have demonstrated the first in-phase operation of a coherently-coupled bottom-emitting VCSEL array and shown improved current uniformity in a large array, representing two critical steps towards coherent, high-brightness, two-dimensional VCSEL arrays. The primary challenge encountered is lack of sufficient modal discrimination. Improvement requires careful design and control of the real and imaginary parts of the array’s index profile. Some approaches to achieve this include varying the element size and separations, incorporating a photonic crystal pattern [41, 68], and patterning the top metal to vary the reflectivity profile [42, 45]. The undesirable interference effects arising from the substrate/air interface can be mitigated by deposition of an anti-reflection coating onto the substrate [94].
Chapter 6: SUMMARY

6.1 Overview

Coherently coupled VCSEL arrays have many features that make them viable candidates for beam steering and high-brightness applications. The advantages of VCSEL arrays for both applications include their small size, low cost, durability, manufacturing ease and single longitudinal mode. Their primary advantages specific to beam steering and high-brightness applications include their record high beam steering speed [83] and two-dimensional configurability [14], respectively.

6.2 Beam Steering

We have examined coherently coupled 2x1 arrays with coupling phases of $\Psi = 0$, $\Psi = \pi$ and $\Psi = 3\pi/2$. We first retrieved the phase and coherence of the three array types as they were tuned through their respective locking ranges by differential current injection into their two elements [63]. The propagated and experimental far fields showed good agreement, verifying both the phase and coherence data collected and the underlying assumptions of the applied Fraunhofer approximation. The data also showed the VCSEL arrays had record high phase sensitivity to current [83].

By examining the spatially-resolved spectra and beam-steering dynamics of similar arrays, we have concluded the beam steering is caused by a relative index differential
between the array elements [83]. Further, we have determined this index difference is primarily dependent on the thermo-optic and carrier-induced index changes at low and high modulation speeds, respectively [83]. Finally, we have applied dynamic coupled mode theory to show that the observed temporal phase shift between elements is caused by the detuning of their resonant wavelengths [64]. Hence, a complete theoretical connection between the differential current injection and the beam steering direction has been established in this thesis, as illustrated in Figure 6.1.

Figure 6.1: Progression and links between differential current injection and beam steering direction.
6.3 Bottom-Emitting Arrays

The key advantages of bottom-emitting over top-emitting arrays for high-brightness applications include the capability of direct current injection into array elements and a reduced thermal resistance between the active region and heat sink. The bottom-emitting VCSEL arrays were designed to have an antiguided index profile created by a simple, self-aligned process, which allows in-phase, continuous wave operation [57]. Various ion-implanted bottom-emitting VCSEL array geometries were characterized. We demonstrated the first in-phase operation of a coherently-coupled bottom-emitting VCSEL array and showed improved current uniformity in a 3x3 array, representing two critical steps towards coherent, high-brightness, two-dimensional VCSEL arrays.

6.4 Future Work

There are many potentially fruitful avenues of continued research to build on over a decade of ground-breaking work devoted to coherently-coupled VCSEL arrays performed in the photonic devices research group. Three such avenues include high speed beam steering, increased modal discrimination and scaling up of the array sizes.

6.4.1 High Speed Beam Steering

Since the observed beam steering has recently been explained by dynamic coupled mode theory [64], the theory can now be extended to identify the temporal limits of beam steering with coherently coupled VCSEL arrays. These arrays have already
demonstrated record-high beam steering speeds [83], and simulations have suggested such arrays are capable of modulation speeds over 40 GHz [95], well above the relaxation oscillation frequency of directly-modulated VCSELs.

### 6.4.2 Modal Discrimination

Characterization of the implant-defined bottom-emitting VCSEL arrays has shown that while they can support the preferred in-phase mode, they also allow excitation of multiple additional and undesirable modes. Various approaches to exclusively selecting the in-phase mode include spatially patterning loss to the undesirable modes and incorporating a built-in index profile.

#### 6.4.2.1 Loss Patterning

Previous work has shown that a photonic crystal etch can provide sufficient modal discrimination to preferentially select the in-phase mode in 2x2 VCSEL arrays through rollover [46]. Similar photonic crystal designs have been incorporated in the next generation of bottom-emitting arrays. These patterns have the effect of both introducing loss to undesirable modes and of providing index guiding to reduce the lateral radiation loss common to antiguided arrays [68].

While the photonic crystal patterns primarily introduce loss to the higher order modes on the lateral edges of an array, another approach is to increase the optical loss in the interelement regions. This technique has been shown to significantly discriminate
against undesirable higher-order modes in both edge-emitting and VCSEL arrays [45, 70]. One approach taken in the design of the next generation of bottom-emitting VCSEL arrays is to refrain from depositing the top metal over the interelement regions. This is expected to reduce the reflectivity in these regions, thereby introducing additional loss. Another approach would be to carefully etch the interelement regions surrounding the thick, gold implant-blocking pillars. This self-aligned process could introduce significant optical loss if the top DBR was etched to an antiresonant thickness [45]. One drawback of this technique is that it would likely decrease the effective index in these regions [91], which is counter to the preferred antiguiding effect.

6.4.2.2 Built-In Antiguiding

A significant breakthrough for coherently-coupled edge-emitting laser arrays came with the introduction of a built-in antiguiding index profile, where the real index contrast between the element and interelement regions was on the order of 0.02 [96], as opposed to index contrast on the order of 0.003 for the previous gain-guided arrays [73]. While this is sufficient index contrast to achieve antiguiding, the index contrast is easily overcome by thermal variations in index that arise with increased current injection, where the thermo-optic effect can induce an index change across a device on the order of 0.007 [73]. Such gain-guided arrays are thus susceptible to modal instability with increased current [97].
One technique for increasing the index contrast is with ion implantation. Free carriers within a semiconductor contribute negatively to the semiconductor’s refractive index. Proton implantation reduces the free carrier concentration within a semiconductor, thereby increasing its refractive index. The change in index produced by a given concentration of free carriers, \( N \), can be obtained as [98]

\[
\Delta n = \frac{-N e^2}{2\varepsilon_0 m^* \omega^2},
\]

where \( \varepsilon_0 \) is the free-space dielectric constant, \( e \) is the electron charge, \( m^* \) is the effective mass of the carriers, and \( \omega \) is the optical frequency. If the ion implant reduces the free carrier concentration in a region to \( N_{\text{implanted}} \), the index contrast between the implanted and non-implanted layers is found as

\[
\Delta n = n_{\text{implanted}} - n = \left( N - N_{\text{implanted}} \right) \frac{e^2}{2\varepsilon_0 m^* \omega^2}.
\]

It is noted from Equation 6.2 that reducing \( N_{\text{implanted}} \) beyond an order of magnitude below \( N \) has little further impact on \( \Delta n \). An H\(^+\) implant dose of \( 5\cdot10^{14} / \text{cm}^3 \) at 300 keV into n-type GaAs with \( N = 10^{18} \, \text{cm}^{-3} \) has been shown to provide a 3.5x reduction in \( N_{\text{implant}} \) [99]. Given the parameters for \( \text{Al}_x\text{Ga}_{1-x}\text{As} \) shown in Table 6.1, the index contrast values are shown in Table 6.2 for varying doping types, densities and H\(^+\) implant doses. The index contrast calculated for ion implantation in p-type DBRs is found to be small. The index contrast calculated for n-type DBRs is found to be 6x greater than this, due to the
smaller electron effective mass. If a stacked implant with doses of $1 \cdot 10^{15}$/cm$^3$ were performed on an n-type DBR with $N = 3 \times 10^{18}$ cm$^{-3}$, a $\Delta n_{\text{implant}}$ value greater than 0.003 could be attained. In this case, the built-in antiguiding effect would combine with the index suppression from current injection of $\Delta n_{\text{carrier}} \approx 0.004$ for a total index contrast of $\Delta n \approx 0.007$. An illustration of the combined index variations is shown in Figure 6.2.

While this index contrast remains short of that desired for strong antiguiding, it should still enhance an array’s modal discrimination by further securing the antiguided index profile against thermo-optic fluctuations.

Table 6.1. Parameters for Al$_x$Ga$_{1-x}$As [100].

<table>
<thead>
<tr>
<th>parameter</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>0.53</td>
</tr>
<tr>
<td>$m_e/m_0$</td>
<td>0.111</td>
</tr>
<tr>
<td>$m_h/m_0$</td>
<td>0.654</td>
</tr>
<tr>
<td>$n$</td>
<td>3.214</td>
</tr>
</tbody>
</table>

Table 6.2. Calculated refractive index contrast for varying doping types, densities and H$^+$ implant doses.

<table>
<thead>
<tr>
<th>DBR doping</th>
<th>$N_{\text{DBR}}$ (cm$^{-3}$)</th>
<th>dose (H$^+$/cm$^{-3}$)</th>
<th>$\Delta n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>p-type</td>
<td>$2 \times 10^{18}$</td>
<td>$5 \times 10^{14}$</td>
<td>0.00029</td>
</tr>
<tr>
<td>n-type</td>
<td>$2 \times 10^{18}$</td>
<td>$5 \times 10^{14}$</td>
<td>0.00173</td>
</tr>
<tr>
<td>p-type</td>
<td>$3 \times 10^{18}$</td>
<td>$10^{15}$</td>
<td>0.00051</td>
</tr>
<tr>
<td>n-type</td>
<td>$3 \times 10^{18}$</td>
<td>$10^{15}$</td>
<td>0.00302</td>
</tr>
</tbody>
</table>

It is noteworthy that the effects of implantation of H$^+$ ions into n-type GaAs have been shown to anneal out rapidly at temperatures above 300 °C, which is typically
reached during additional VCSEL processing steps [101]. Ion implantation with O⁺ ions into n-type GaAs, for example, has shown much improved thermal stability, and may be a better option [101].

![Index profile as totaled from thermal, carrier and ion implantation contributions.](image)

**Figure 6.2: Index profile as totaled from thermal, carrier and ion implantation contributions.**

One drawback that is often cited when considering the optical effects of ion implantation is the increased loss introduced in the ion-implanted regions [102], which can be mitigated with an annealing step. However, as mentioned earlier, introducing loss into the interelement regions is a standard way of preferentially selecting the in-phase mode [45, 70], and is especially important for larger arrays [103]. Interelement loss on the order of $\alpha = 50-90 \, \text{cm}^{-1}$ has been shown to strongly suppress the out-of-phase and adjacent modes for a 10-element structure while having negligible effect on
the in-phase mode [70]. The primary drawback for ion-implanted waveguides thus turns out to be an advantage for ion-implanted antiguiding.

The key advantages to this approach then include its simplicity, self-alignment, and the introduction of optical loss into the interelement regions. The approach does not require any additional fabrication processes of significance. Additionally, the self-alignment allowed by the thick gold mask layer ensures that the gain directly overlaps the regions of lower index, and that the regions of increased optical loss directly overlap the interelement regions.

6.5 Array Scaling

Large top-emitting in-phase arrays of up to 10x10 elements have been shown [45]. However, a difficult regrowth and phase-matching fabrication process was required, and the total output power was thermally limited to < 2 mW. Our group has demonstrated in-phase 2x2 arrays with a simple fabrication process, but efforts to scale this beyond two elements in either direction have been hampered by problems with current uniformity. We have shown bottom-emitting arrays to offer significantly improved current uniformity (Figure 5.6), which is expected to allow scaling to large array sizes. Further, stronger coupling and decreased lateral radiation losses are expected for larger antiguided arrays due to the parallel coupling between all elements.
Appendix A: FRAUNHOFER PROPAGATION CODE

The program below simulates the propagation of a given near field pattern to the far field, based on the Fraunhofer approximation. The code allows simulation of up to a 4x4 array of near-field elements, each with their own relative amplitude and phase. The pitch, diameter and many other variables can also be set. These parameters are set in an Excel file which is read in by the MATLAB code. This allows making multiple sheets for various designs while using the same code. A new sheet in the excel file can be created and the sheet variable assigned in the MATLAB code can be updated accordingly.

In order to use this code, the propagation script, Fraunhofer function, and Excel file with both sheets would have to be saved in the same directory. Arrays with fewer than 4x4 elements can be simulated by setting non-essential element amplitudes to zero, and larger arrays would require some modifications. Propagating the experimentally-determined near field to the far field, as performed in this thesis, is based on the same code. For example, the near-field amplitude images in Figure 4.1 could be imported into MATLAB, separated into two or three apertures, assigned the appropriate phase and coherence, and then propagated with the code below to acquire the corresponding far field images also shown in Figure 4.1.
# A.1 Propagation Script

```matlab
% VCSEL array model
% Simulating far field from array of near-field Gaussian sources aligned in hexagonal pattern as defined by parameters in excel file
% OUTPUTS:
% Intensity_Normalized_Phi (far field intensity)
% Z_both (intensity profile from far-field slice)

% DEFINING SOME INITIAL VALUES
clear all;
ext = '';
column = 2;
filename_data = 'variables.xlsx';
num_var = 26; % number of variable parameters in excel document, have to update this number if you add another variable
sheet = 10; % sheet the excel data is on
plot_style_vec = {'b','r','c','-.m'}; % linestyles to plot
legend_vec = {'4','3','2','1'}; % strings to plot in legend

% READING IN PARAMETERS FROM EXCEL FILE
[num,txt,raw] = xlsread(filename_data,sheet,['A2:B',num2str(num_var+1)]); % pulling parameters from excel file
vars = genvarname(raw(1:num_var,1)); % assigning values to variable names defined in excel file
for ii=1:length(vars)
    str = char(vars(ii));
eval([str ' = num(ii,1)']);
end;

% OBTAINING INTENSITY AND PHASE MAP
[num1,txt1,raw1] = xlsread(filename_data,map_sheet,'A1:H16'); %intensity/phase info in different sheet

% DEFINING/INITIALIZING OTHER VARIABLES
N_theta = ceil(theta_sim*N/500);
FWHMs = zeros(1,map_N);
Intensity_max = zeros(1,map_N);

% INITIATING LOOP TO GO THROUGH MULTIPLE INTENSITY PHASE MAPS
for NN=1:map_N;
    Amp = num1((NN-1)*10+1:(NN-1)*10+map_dim,1:map_dim); % intensity and phase maps offset by 10 rows
    Phi = num1((NN-1)*10+10+map_dim:(NN-1)*10+10+2*map_dim+1,1:map_dim);
    plot_style = char(plot_style_vec(NN));
    fignum = (NN-1)*10; % different figure numbers for different maps
    if NN > 1
        cleared = 0;
    end;

    % GAUSSIAN VALUES %
    FWHM = FWHM_perc*dia; % full width half maximum
    c_beam = FWHM/2.35482; % beam waist
    k = 2*pi/lambda; % wave vector

    % SAMPLE AND DETECTOR GRIDS %
    grid_size = N*dx; % number of pixels in one dimension times pixel width
    [xs,ys] = meshgrid((-N/2:N/2-1).*dx); % defining near field grid
    dx_det = lambda*2*grid_size; % far field pixel width
    [x_det,y_det] = meshgrid((-N/2:N/2-1).*dx_det); % defining far field grid

    % INITIALIZING APERTURES %
    U_ap_total = zeros(N);
    U_total_Phi = zeros(N);
    Intensity_total_incoh = zeros(N);
    for ii = 1:7
        for jj = 1:7
            U_ap(:,:,ii,jj) = zeros(N); %setting near field matrices to zero
            U(:,:,ii,jj) = zeros(N); %setting far field matrices to zero
        end
    end;
end;
```
% Assigning Gaussian values to apertures with corresponding amplitude/phase
for ii = 1:7
  for jj = 1:7
    if mod(jj,2) == 0
      % if ii is even
      U_ap(:,:,ii,jj) = Amp(ii,jj)*exp(-(xs-(jj-1)*x_pitch).^2 ...+
                                  (ys-(ii*2-1)*y_pitch/2).^2/(2*c_beam^2))*exp(i*Phi(ii,jj));
    else
      % if ii is odd
      U_ap(:,:,ii,jj) = Amp(ii,jj)*exp(-(xs-(jj-1)*x_pitch).^2 ...+
                                  (ys-(ii-1)*y_pitch).^2/(2*c_beam^2))*exp(i*Phi(ii,jj));
    end;
  end;
end;

% ADDING COMPLEX FIELDS AND SOLVING FOR FAR FIELD INTENSITY
% from Equations 2.2-2.5
Intensity_total_coh = U_total_Phi.^2;
Intensity_total_Phi = (1-coh)*Intensity_total_incoh + coh*...
                      Intensity_total_coh;
% normalizing intensity
Intensity_normalized_Phi = Intensity_total_Phi/max(max(Intensity_total_Phi));

% PLOTTING NEAR AND FAR FIELDS
angle_x = atan(x_det/z)*360/(2*pi); % translating to angular values
angle_y = atan(y_det/z)*360/(2*pi);

% PLOT NEAR FIELD
Fig2 = figure(2+fignum);
if cleared == 1 clf;
end;
set(Fig2, 'Position', [30 400 250 200]); colormap(jet);
surf(xs*10^6,-ys*10^6,real(U_ap_total),... 'LineStyle','none','FaceColor','interp','FaceLighting','phong',... 'AmbientStrength',0.3);
shading flat;
axis([x_ap_min x_ap_max y_ap_min y_ap_max]); % setting axis limits
caxis([0 1]);
set(gca,'dataaspectratio',[1,1,1]);
xlabel('mum','FontSize',fs,'FontName','Calibri');
ylabel('mum','FontSize',fs,'FontName','Calibri');
set(gcf,'PaperPositionMode','auto');

% PLOT FAR FIELD
Fig3 = figure(8+column+fignum); clf;
set(Fig3, 'Position', [300+50*(column-1) 400 200 150]);
surf(angle_x,-angle_y,abs(Intensity_normalized_Phi),... 'LineStyle','none','FaceColor','interp','FaceLighting','phong',... 'AmbientStrength',0.3), shading flat;
axis([-theta_sim theta_sim -theta_sim theta_sim 0 1]); % setting axis limits
set(gca,'Visible','off','plotboxaspectratio',[1,1,3]);
camva(3);
grid off;
view([0 90]);
hold on;
plot3(theta_circle*cos(x1),theta_circle*sin(x1),1,'r','LineWidth',2);
text(0.8*theta_circle,0.8*theta_circle,1,[num2str(0),... '"','Color','r','FontSize',fs);
if plot_cutline == 1
  % plots line along slice angle
  plot3([0,0,1,'k']);
  plot3([x1,x1]*tan(angcut*2*pi/360),t,'k','Linewidth',2);
  plot3([-x1,-x1]*tan(angcut*2*pi/360),t,'k','Linewidth',2);
end;
hold off;

% PLOT FAR FIELD INTENSITY SLICE
% Plots intensity along slice angle
Fig8 = figure(8);
set(Fig8, 'Position', [10 10 500 300]);
if cleared == 1
  clf;
end;
hold on;
% interpolating to find values along cut
point1 = [theta_circle; theta_circle*tan(-angcut*2*pi/360)];
t = 0:1/(N_theta)-1;
xi = point2(1)*t+point1(1)*(1-t);

yi = point2(2)*t+point1(2)*(1-t);
Z_interp1=interp2(angle_x,angle_y,abs(Intensity_normalized_Phi),xi,yi);
Z_interp2=interp2(angle_x,angle_y,abs(Intensity_normalized_Phi),xi,-yi);

xyi_both(N_theta+1:-1:1)=sqrt(xi.^2+yi.^2);
Z_both(N_theta+1:-1:1)=Z_interp2;
Z_both(N_theta+2:2*(N_theta+1)-1)=Z_interp1(2:N_theta+1);

plot(xyi_both,Z_both,plot_style,'linewidth',2);
axis([-theta_sim*sim_trim theta_sim*sim_trim 0 1]);
figure(8);
xlabel('angle(circ)','FontSize',fs,'FontName','Calibri');
ylabel('Intensity (a.u.)','FontSize',fs,'FontName','Calibri');
if plot_legend == 1
  legend(legend_vec);
end;
end;

A.2 Fraunhofer Function

function [U_det] = Fraunhofer(U_ap, k, z, xs, ys, lambda)
  Angular_Spectrum = fftshift(fft2(fftshift(U_ap)));
  %Near Field
  U_det = exp(i*k*z).*exp(i*k*(xs.^2+ys.^2)/(2*z)).*Angular_Spectrum ./i*lambda*z);
### A.3 Example Sheet 1

<table>
<thead>
<tr>
<th>variable</th>
<th>value</th>
<th>notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>plot_cutline</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>plot_percentage</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>plot_legend</td>
<td>0</td>
<td>plot legend?</td>
</tr>
<tr>
<td>map_sheet</td>
<td>8.000</td>
<td>sheet the intensity and phase maps are on</td>
</tr>
<tr>
<td>map_period</td>
<td>10.000</td>
<td>how many rows between different sets of intensity/phase</td>
</tr>
<tr>
<td>map_N</td>
<td>7.000</td>
<td>how many sets of intensity/phase to go through</td>
</tr>
<tr>
<td>map_dim</td>
<td>7.000</td>
<td>how many elements in each dimension</td>
</tr>
<tr>
<td>FWHM_perc</td>
<td>0.589</td>
<td>full width half maximum proportional to diameter</td>
</tr>
<tr>
<td>lambda</td>
<td>808E-09</td>
<td>wavelength in meters</td>
</tr>
<tr>
<td>dia</td>
<td>124.8E-06</td>
<td>diameter of near-field Gaussian beams</td>
</tr>
<tr>
<td>x_pitch</td>
<td>175.5E-06</td>
<td>distance between elements</td>
</tr>
<tr>
<td>y_pitch</td>
<td>0.000157</td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>2500.000</td>
<td># of pixels in each dimension (fidelity and processing time)</td>
</tr>
<tr>
<td>dx</td>
<td>5E-06</td>
<td>width of each pixel</td>
</tr>
<tr>
<td>z</td>
<td>1000000</td>
<td>distance from near to far field</td>
</tr>
<tr>
<td>coh</td>
<td>0.9</td>
<td>coherence magnitude</td>
</tr>
<tr>
<td>y_ap_min</td>
<td>-1200</td>
<td>for plotting near field</td>
</tr>
<tr>
<td>y_ap_max</td>
<td>200</td>
<td>for plotting near field</td>
</tr>
<tr>
<td>x_ap_min</td>
<td>-200.000</td>
<td>for plotting near field</td>
</tr>
<tr>
<td>x_ap_max</td>
<td>1200.000</td>
<td>for plotting near field</td>
</tr>
<tr>
<td>theta_sim</td>
<td>0.500</td>
<td>axis limit for far-field plot</td>
</tr>
<tr>
<td>theta_circle</td>
<td>0.290</td>
<td>reference circle angle</td>
</tr>
<tr>
<td>angcut</td>
<td>0.000</td>
<td>angle to take far-field intensity slice from</td>
</tr>
<tr>
<td>cleared</td>
<td>1.000</td>
<td>to initially reset figures</td>
</tr>
<tr>
<td>sim_trim</td>
<td>0.600</td>
<td>proportion of theta_sim to show in intensity slice axis</td>
</tr>
<tr>
<td>fs</td>
<td>13.000</td>
<td>font size</td>
</tr>
</tbody>
</table>
### A.4 Example Sheet 2

<table>
<thead>
<tr>
<th>Amplitude</th>
<th>T</th>
<th>U</th>
<th>V</th>
<th>W</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
<th>notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>maximum amplitude of each element</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0.2</td>
<td>0.2</td>
<td>0.7</td>
<td>0.2</td>
<td>0.2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0.1</td>
<td>0.5</td>
<td>0.7</td>
<td>0.9</td>
<td>0.7</td>
<td>0.5</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>0.2</td>
<td>0.6</td>
<td>0.9</td>
<td>1</td>
<td>0.9</td>
<td>0.6</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>0.2</td>
<td>0.5</td>
<td>0.9</td>
<td>0.9</td>
<td>0.9</td>
<td>0.5</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>0.1</td>
<td>0.1</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.1</td>
<td>0.1</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>0</td>
<td>0</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phase</th>
<th>T</th>
<th>U</th>
<th>V</th>
<th>W</th>
<th>X</th>
<th>Y</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>E</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>G</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
This appendix provides a thorough derivation of the correlation between the resonant frequency detuning between two coupled elements and their associated temporal phase shift. The time-dependent electric field of element \( m \) is defined as

\[
E_m(t) = A_m(t)e^{-i\phi_m(t)},
\]

where \( A_m \) is the field amplitude and \( \phi_m \) is the phase. The time change of the electric field under the influence of neighboring elements, \( E_{m-1} \) and \( E_{m+1} \), is governed by the field equation [78]

\[
\frac{dE_m}{dt} = \frac{1}{2} \left[ G \left( N_m \right) - \frac{1}{\tau_p} \right] \left( 1 - i\alpha \right) E_m + i\kappa \left( E_{m+1} + E_{m-1} \right) e^{-i\psi} + i \left( \omega_0 - \omega_m \right) E_m,
\]

where \( G \) is the gain, \( N \) is the carrier density, \( \tau_p \) is the photon lifetime, \( \alpha \) is the linewidth enhancement factor, \( \kappa \) is the coupling strength between elements, \( \psi \) is the coupling phase (typically 0 or \( \pi \)), \( \omega_0 \) is the coupling frequency and \( \omega_m \) is the native frequency of element \( m \). If the laser element is operating near threshold, the gain can be expressed as

\[
G(N_m) = G(N_{th}) + g \left( N_m - N_{th} \right),
\]

where \( N_{th} \) is the threshold carrier density and \( g \) is the differential gain. With the threshold gain defined as that required to overcome the loss, or \( G(N_{th}) = 1/\tau_p \), Equation 2.7 can be expressed as
\[
\frac{dE_m}{dt} = \frac{1}{2} \left[ g \left( N_m - N_{th} \right) \right] \left( 1 - i\alpha \right) E_m + i\kappa \left( E_{m+1} + E_{m-1} \right) e^{-i\eta} + i \left( \omega_0 - \omega_m \right) E_m . \tag{B.2}
\]

In order to solve for the dimensionless, normalized, time-dependent amplitude and phase, we use the following substitutions [104]:

\[
X_m = \left( \frac{1}{2} g\tau_s \right)^\frac{1}{2} |E_m|,
\]

\[
Z_m = \frac{1}{2} gN_{th} \tau_p \left( \frac{N_m}{N_{th}} - 1 \right),
\]

\[
\eta = \kappa \tau_p , \text{ and}
\]

\[
\]

We first expand the electric field into amplitude and phase components as

\[
E_m = A_m(t) e^{-i\phi_m(t)} \text{ to obtain}
\]

\[
\frac{d\left(A_m(t) e^{-i\phi_m(t)}\right)}{dt} = A_m \frac{d\left(e^{-i\phi_m(t)}\right)}{dt} + e^{-i\phi_m(t)} \frac{d\left(A_m(t)\right)}{dt} = -iA_m e^{-i\phi_m(t)} \frac{d\phi_m(t)}{dt} + e^{-i\phi_m(t)} \frac{d\left(A_m(t)\right)}{dt} .
\]

We then substitute this expansion into B.2 to yield

\[
-iA_m e^{-i\phi_m(t)} \frac{d\phi_m(t)}{dt} + e^{-i\phi_m(t)} \frac{d\left(A_m(t)\right)}{dt} = \frac{1}{2} \left[ g \left( N_m - N_{th} \right) \right] \left( 1 - i\alpha \right) A_m e^{i\phi_m(t)} +
\]

\[
i\kappa \left( A_{m+1} e^{-i\phi_{m+1}(t)} + A_{m-1} e^{-i\phi_{m-1}(t)} \right) e^{-i\eta} + i \left( \omega_0 - \omega_m \right) A_m e^{-i\phi_m(t)} .
\]

We further expand the equation with the normalization substitutions to obtain
where the normalization parameters cancel out, and we are left with

$$-iX_m e^{-i\phi_n} \frac{d\phi_m}{dt} e^{-i\phi_m(t)} + e^{-i\phi_n(t)} \frac{dX_m}{dt} = \frac{Z_m}{\tau_p} (1-i\alpha) X_m e^{-i\phi_n} - i\kappa \left( X_{m+1} e^{-i\phi_m} + X_{m-1} e^{-i\phi_{m+1}} \right) e^{-i\psi} + i(\omega_0 - \omega_m) X_m e^{-i\phi_n}$$

We can then move the exponentials together on the right side

$$-iX_m \frac{d\phi_m}{dt} + \frac{dX_m}{dt} = \frac{Z_m}{\tau_p} (1-i\alpha) X_m e^{-i\phi_n} e^{i\phi_m} + i\kappa \left( X_{m+1} e^{-i\phi_m} + X_{m-1} e^{-i\phi_{m+1}} \right) e^{-i\psi} e^{i\phi_n} + i(\omega_0 - \omega_m) X_m$$

and break the exponentials into real and imaginary components, yielding

$$iX_m \frac{d\phi_m}{dt} + \frac{dX_m}{dt} = \frac{Z_m}{\tau_p} (1-i\alpha) X_m +$$

$$\frac{Z_m}{\tau_p} \left[ \cos(-\phi_{m+1} + \phi_m - \psi) \sin(-\phi_{m+1} + \phi_m - \psi) \right] + i(\omega_0 - \omega_m) X_m$$

The equation can then be separated into its real and imaginary components to yield the time-dependent amplitude and phase.
\[
\frac{dX_m}{dt} = \frac{Z_m}{\tau_p} X_m - \kappa (X_{m+1} \sin (\phi_m - \phi_{m+1} - \psi) + X_{m-1} \sin (\phi_m - \phi_{m-1} - \psi)),
\]

\[-iX_m \frac{d\phi_m}{dt} = -i\alpha \frac{Z_m}{\tau_p} X_m + i\kappa \left[ X_{m+1} \cos (\phi_m - \phi_{m+1} - \psi) + X_{m-1} \cos (\phi_m - \phi_{m-1} - \psi) \right] + i(\omega_0 - \omega_m)X_m,
\]

and \[
\frac{d\phi_m}{dt} = \frac{\alpha Z_m}{\tau_p} - \kappa \left[ \frac{X_{m+1}}{X_m} \cos (\phi_m - \phi_{m+1} - \psi) + \frac{X_{m-1}}{X_m} \cos (\phi_m - \phi_{m-1} - \psi) \right] + \frac{\Delta_m}{\tau_p}.
\]

And finally, the derivatives can be normalized to a reduced time \( t / \tau_p \) as

\[
\frac{dX_m}{dt / \tau_p} = \frac{Z_m}{\tau_p} X_m - \eta \left( X_{m+1} \sin (\phi_m - \phi_{m+1} - \psi) + X_{m-1} \sin (\phi_m - \phi_{m-1} - \psi) \right), \text{ and } \tag{B.3}
\]

\[
\frac{d\phi_m}{dt / \tau_p} = \frac{\alpha Z_m}{\tau_p} - \eta \left[ \frac{X_{m+1}}{X_m} \cos (\phi_m - \phi_{m+1} - \psi) + \frac{X_{m-1}}{X_m} \cos (\phi_m - \phi_{m-1} - \psi) \right] + \frac{\Delta_m}{\tau_p}. \tag{B.4}
\]

At steady state, Equation B.4 yields

\[
\frac{\alpha Z_m + \Delta_m}{\eta} = \left( \frac{X_{m+1}}{X_m} \right) \cos (\phi_m - \phi_{m+1} - \psi) + \left( \frac{X_{m-1}}{X_m} \right) \cos (\phi_m - \phi_{m-1} - \psi).
\]

For a 2x1 array comprised of elements 1 and 2, this yields the following equations:

\[
\frac{\alpha Z_1 + \Delta_1}{\eta} = \left( \frac{X_2}{X_1} \right) \cos (\phi_1 - \phi_2 - \psi),
\]

\[
\frac{\alpha Z_2 + \Delta_2}{\eta} = \left( \frac{X_1}{X_2} \right) \cos (\phi_1 - \phi_2 - \psi),
\]

\[
\alpha Z_1 = \eta \left( \frac{X_2}{X_1} \right) \cos (\phi_1 - \phi_2 - \psi) - \Delta_1, \text{ and } \tag{B.5}
\]

\[
\alpha Z_2 = \eta \left( \frac{X_1}{X_2} \right) \cos (\phi_1 - \phi_2 - \psi) - \Delta_1
\]
Equations B.5 and B.6 can then be combined to obtain

\[ \alpha (Z_2 - Z_1) = \eta \left( \frac{X_1}{X_2} \right) \cos (\phi_1 - \phi_2 - \psi) - \eta \left( \frac{X_2}{X_1} \right) \cos (\phi_1 - \phi_2 - \psi) - \Delta_2 + \Delta_1, \]

\[-\Delta_2 + \Delta_1 = - (\omega_0 - \omega_2) \tau_p + (\omega_0 - \omega_1) \tau_p = (\omega_2 - \omega_1) \tau_p, \text{ and} \]

\[ \alpha (Z_2 - Z_1) = \eta \left( \frac{X_1}{X_2} \right) - X_2 / X_1 \cos (\phi_1 - \phi_2 - \psi) + (\omega_2 - \omega_1) \tau_p. \]  

(B.7)

At steady state, equation B.3 is reduced to

\[ 0 = Z_m X_m - \eta \left[ X_{m+1} \sin (\phi_m - \phi_{m+1} - \psi) + X_{m-1} \sin (\phi_m - \phi_{m+1} - \psi) \right], \text{ and} \]

\[ Z_m X_m = \eta \left[ X_{m+1} \sin (\phi_m - \phi_{m+1} - \psi) + X_{m-1} \sin (\phi_m - \phi_{m+1} - \psi) \right]. \]

For a 2x1 array comprised of elements 1 and 2, this yields

\[ Z_1 X_1 = \eta \left[ X_2 \sin (\phi_1 - \phi_2 - \psi) \right], \]

\[ Z_2 X_2 = -\eta \left[ X_1 \sin (\phi_1 - \phi_2 - \psi) \right], \]

\[ Z_1 = \eta \left[ \frac{X_2}{X_1} \sin (\phi_1 - \phi_2 - \psi) \right], \text{ and} \]

\[ Z_2 = -\eta \left[ \frac{X_1}{X_2} \sin (\phi_1 - \phi_2 - \psi) \right]. \]  

(B.8)

(B.9)

Substituting B.8 and B.9 into B.7, we find
\[ -\alpha \left( \frac{X_1}{X_2} \sin (\phi_1 - \phi_2 - \psi) \right) - \eta \left( \frac{X_1}{X_2} \sin (\phi_1 - \phi_2 - \psi) \right) = \eta \left( \frac{X_1}{X_2} - \frac{X_2}{X_1} \right) \cos (\phi_1 - \phi_2 - \psi) + (\omega_2 - \omega_1) \tau_p, \]

\[ -\alpha \left( \frac{X_1}{X_2} \sin (\phi_1 - \phi_2 - \psi) \right) + \frac{(\omega_2 - \omega_1)}{\eta} \tau_p = \frac{X_1}{X_2} \cos (\phi_1 - \phi_2 - \psi) + \alpha \left( \frac{X_1}{X_2} + \frac{X_2}{X_1} \right) \sin (\phi_1 - \phi_2 - \psi) - \left( \frac{X_1}{X_2} - \frac{X_2}{X_1} \right) \cos (\phi_1 - \phi_2 - \psi), \]

With \( \frac{(\omega_2 - \omega_1)}{\eta} \tau_p = \frac{X_1}{X_2} \cos (\phi_1 - \phi_2 - \psi) - \alpha \left( \frac{X_1}{X_2} + \frac{X_2}{X_1} \right) \sin (\phi_1 - \phi_2 - \psi) - \left( \frac{X_1}{X_2} - \frac{X_2}{X_1} \right) \cos (\phi_1 - \phi_2 - \psi), \]

From this we finally arrive at our equation correlating the resonant frequency detuning between the elements and their relative amplitudes and phases, as

\[ \omega_2 - \omega_1 = -\kappa \left[ \alpha \left( \frac{X_1}{X_2} + \frac{X_2}{X_1} \right) \sin (\phi_1 - \phi_2 - \psi) + \left( \frac{X_1}{X_2} - \frac{X_2}{X_1} \right) \cos (\phi_1 - \phi_2 - \psi) \right]. \]

We can also solve for native resonant frequencies of element 1 from Equations B.5 and B.8 as

\[ \alpha Z_1 = \eta \left( \frac{X_2}{X_1} \right) \cos (\phi_1 - \phi_2 - \psi) - \Delta_1, \]

\[ (\omega_{\text{coupled}} - \omega_1) \tau_p = \eta \left( \frac{X_2}{X_1} \right) \cos (\phi_1 - \phi_2 - \psi) - \alpha Z_1, \]

\[ \omega_{\text{coupled}} - \omega_1 = \frac{1}{\tau_p} \left( \eta \left( \frac{X_2}{X_1} \right) \cos (\phi_1 - \phi_2 - \psi) - \alpha Z_1 \right). \]
\[ \omega_{\text{coupled}} - \omega_1 = \frac{1}{\tau_p} \left( \eta \frac{X_2}{X_1} \cos(\phi_1 - \phi_2 - \psi) - \alpha \eta \left[ \frac{X_2}{X_1} \sin(\phi_1 - \phi_2 - \psi) \right] \right) \],

\[ \omega_{\text{coupled}} - \omega_1 = \kappa \left( \frac{X_2}{X_1} \cos(\phi_1 - \phi_2 - \psi) - \alpha \left[ \frac{X_2}{X_1} \sin(\phi_1 - \phi_2 - \psi) \right] \right), \]

\[ -\omega_1 = -\omega_{\text{coupled}} + K \left( \frac{X_2}{X_1} \cos(\phi_1 - \phi_2 - \psi) - \alpha \left[ \frac{X_2}{X_1} \sin(\phi_1 - \phi_2 - \psi) \right] \right), \text{ and} \]

\[ \omega_1 = \omega_{\text{coupled}} - K \frac{X_2}{X_1} \left( \cos(\phi_1 - \phi_2 - \psi) - \alpha \left[ \sin(\phi_1 - \phi_2 - \psi) \right] \right). \]

Similarly, \( \omega_2 \) can be obtained from Equations B.6 and B.9 as

\[ \omega_2 = \omega_{\text{coupled}} - \kappa \frac{X_1}{X_2} \left[ \cos(\phi_1 - \phi_2 - \psi) + \alpha \sin(\phi_1 - \phi_2 - \psi) \right]. \]
REFERENCES


