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ABSTRACT

With their high capacity, lightnetal hydrides; like MgH ¢ remain under scrutiny as reversible
H-storage materials A key questionpersists: Is there a means to enhance the hydrogen
desorption/adsorptionproperties2 ¥ { K A & hydridey detréaging sizee ., creating
nanosized particles byballmilling) and/or adding catgbt dopants? Thus, we need to
determine accurately botlthe enthalpy and kinetic barriers controlling desorption, but for
realistic, defected case&mploying density functional theofpFT)and simulated annealing,

we studed initial H, desorption fromnanoclusters angemitinfinite steppedsurfaces with and
without transitionY SG F € a Ol G I f & & (i .6TheRazgeJ45Giiod supetcall of2thd CS 0
p p @Wpp Tisinglestepped terracepermits the study of the effects of catalytic dopant with 10
unique dopant sites at step edges, kinks sites, and terrace sitemdtixt DFbased simulated
annealing studies were performed to find the dopants site preference and mechanism for
catalystenhanced release of hydrogen, with additional detailed understanding from the spin
polarized electronistructure (density of states)and charge densities. ifferent kink
environments at thestable p p @pp 1 interface were explored to model the stability of
diffusion of H to the dopant before desorption. For the most stable initial and final (possibly
magnetic) states, extensive Nudged Elastic Band (NEB) calculations were performed to explore
the potential erergy surface (desorption enthalpies and kindiarrierg. A moment transition

NEB calculationvas createdwhereby each image was initialized to its most stable magnetic

state and then images along the transition path were allowed to relax according tolEie



algorithm. This approach provided the lowest energy activation states. Together tHeaB&d
simulated annealing and NEB simulations determined the enthalpy change and traissitien
(kinetic barrier) for desorption (Helease to vacuumlthoudgh smallnanacluster (we focused

on Mgsi1Hs2) Sructures are disordered (amorphous), the seimfinite surfaces and nanoclusters
have similar single, double, and tripletétmetal bond configurations that yield similar- H
desorption energies. Henceje find that thereis no size effect on desorption energetics with
reduction in sample size, but dopantss observed, e.g., Tdp reduce theenergyand kinetic
barrier of H desorption. Overall,our results compare well with desorption experiments and
elucidate the controlling chemistry for dopetigH, and its efficacy for use as a storage
material. Notably, the same techniques used and developed here can be used for more

complex hydrides or hydride reactions.
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CHAPTER 1

Introduction

Automobiles powered by fuel cells running opdfle a route toward eliminating
vehicle emission problemsaused byinternal combustion engire™ Essentially, such a
fuel cellcreates current from H electrons and then reung@rotons and electrons wit
incoming oxygen to form waterAnd becausein principle, hydrogen for this technology
can be separated fromxygen using only energy from the $uor, more immediately
practical] with nuclear energy technologyor steam reforming of natural gas (or
gasificaton of coal) with carbon sequestratirone can see the potential for an energy
cyck that would reduce greenhouse gas emissions associated with transportation while
curbing our dependence on oil. There are, of course, formidable roadblocks to this
picture. Creating an infrastructure to distribute liberated té fueling stations and
staying ahead of consumer,Hlemand must be accomplished without causing the very

environmental problems that this whole process was meant to avoid.

Because of the benefit commercially viable fuel cell cars will provide for our
future, we address frona theoretical perspective a subset of the major obstacle in this

challengec the materials challenge for thenboard storage of Hwhat material has a

1



good desorption enthalpy that provides reasonable operational temperatures of the
fuel cell and good kinetics for reasonable recharging timBf?ese questions directly
involve the charge and discharge chemical reaction cycles, anth&ieyial effects, e.g.,
surface reactions, defects (point defects, such as vacancies or catalytic dopants, or
planar defects, such as stepped surfaces), and size effects, potential controlling surface
to-volume effects and surface reaction rateKlebaoff et al., in arecent summary of

the previous five years of hydrogetorage research within the Department of Energy
(DOEMetal Hydride Center of Excellence, deait clear that the problem of storing H

onboard the fuel cell automobile is still an opene®

This dissertation centers arounfirst-principles calculationsusing DFT based
methods that were performed on @andidate solid-state hydrogenstorage materials
(HSM) tounderstand the key basic science controllthg onboard storage for hydrogen
fuel cell cars. Specifically, for prototype lighteight storage materials, such as MgH
and related metal hydrides, théydrogenation/dehydrogenation reaction enthalpies
and kinetics barriers are determined for bulk, senfinite surface, and nanoparticle
case studies. These calculations detail key chemistry issues affecting materials stability
and kinetics, especially ¢heffects of size, surface defects, and catalytic doparah of

which are being scrutinized experimentally for direct comparisons.

In what follows,we discuss the current interest in hydrogen fuel cell carsl
the requirements for a commercially vigbHSM, which motivatethe research into

HSM We review the primary bottleneck to making hydrogen fuel cell cars



commercially viable, and thBepartment of Energy tgets thatestablish how the HSM

system must behave to satisfy these targets

To make direct correspondence between our calculated results and relevant
experimental data, we provide a short overview of how thermodynamics and kinetics of
a candidate HSM are measured, including how such data istosessess if a candidate
material wll be able to deliver hydrogen {Ho the fuel cell at the desired temperature
in the allotted time. We therdiscusshow theoretical totatenergy and potential energy
surface calculations capredict the same thermodynamic and kinetic properties that
the experimentalists measure, and demonstrate the correct formalisms for making

direct comparisons between our validated calculations and the experimental data.

1.1 Background on Storage Material Needs

The first solution thatprobablycomes to mind is storip H gas in a tank on the
vehicle. However, compressing ghs to a volume sufficiently small to leave acceptable
room for pasengers and cargo requires higtiength, expensivelighterweight carbon
reinforced tanks. Hete, the challenge to make a cesffective tank that is both light
enough and small enough to compete with current performance standards but heavy
enough and large enough to safely hold enough fuel fordiseanceq250 to 300 miles)
we have come to expecdio drive on a tank of gasliquid hydrogen or cryogenic
compressed hydrogen tanks (CCHT) are options #rat also being considered.

However, one must keep in mind the energy needed to liquefy H and the pledsiés of
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H from boitoff. Nonetheless, these technologies, as welphgsicé adsorption systems
[e.g, carbon nanotubesmetalorganic frameworkand off-board refueled chemical H

storage systems, are being explored as possible solufibigure 1.1 shows many
candidate materials and their concomitant Mass and volume densities.
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Figure 1.1. Various hydrogen storage materials shown along with their values for H
mass per volume (vertical axis) angriass per total mass (horizontal axisilapted by
permisson from Macmillan Publishers LINATURBchlapbach, L.; Zuttel, Nature
2001, 414, 353, copyrig001™°

Solidstate metalhydrides the materials addressed in this thestky not have
the dangers associatlewith the extreme temperatures and pressures that are present
for the liquid and gas 4dtorage systems' However,a better understandings needed

of the kinetics and thermodynamics involved in charge and dischagetions from



solidstate hydrogerstorage applicationdn the Klebanoff et asummary (page 4569

of researchfor the 5 h 9NMEetal Hydride Center of Excellendeis stated that:

oOur theoretical understanding of the kinetics of saligte reactions in the
hydrogen storage arena is poor in general. It is important that detailed
theoretical methods be developed toegict and account for kinetics of model

solidphase hydrogesstorage reactiong®

Later in this disseation, we will discuss detailed quantum mechanical NEB studies that
we have performed on relevant mechanisms of hydrogen desorption from the canonical

solid-state hydrogerstorage system Mgk

Sudies ofhydrogenstoragereactionsfound in the literaturealsoaim to monitor
the stability of the materials undergoing hydrogen capture and release: if the conditions
required for cycling destroy the reacting species, then the hydresijerage material is
not a viable oné*!’ Also, monitoring for dditives that stabilize the reaction products

will, in effect, destabilize the reactant, thereby reducing the enthalpy of desorption of a

hydrogena G 2 NI 3S YI GSNRAFf ® ¢KAA aY!l derdsdsthda RSa G

reaction enthalpycan, of couse, introduce a larger gap between the final state and the
activation energy, increasing refueling time Iycreasing the reaction barrierAn

example of a destabilization study is shown in Figure 1.2.
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Figure 1.2. Schematic, as presented by Satyapal.£t of a destabilized HSM from
introduction of species that reduce the energy of the desorption reaction product.
Desorption energy for a metal hydride (a) without and (b) with a destabilizing agent
present to create an alloy for the alloy dehydrogenated fstate.

The proton exchange membrane (PEM) fuel, gaivering the fuel cell caruns
with an incoming hydrogen pressuoé 1-10 atm. he heat given off by the operation of
the fuel cell can keep the hydrogen storage area in the range -42P5°C. A HSMthat
can discharge below the temperature from fuel cell heat output and, simultaneously,
discharge at a pressure higmaugh for operation of the protorexchange membrane
[of the fuelcell] will require little if any energy other than the waste heat generated by
the fuel cell itself to maintain functional discharge during vehicle operatgaveral of
the currentDepartmen of Energy target$or onboard hydrogen storage are shown in

Table 1.1.



Units 2017 Ultimate
System Gravimetric Capacit kg H/kg system 0.055 0.075
System Volumetric Capacity Kg H/L system 0.040 0.070
Operational Cycle Life cycles (1/4 full to 1500 1500
full)
Fill Time min (for 5kg ) 3.3 2.5
Minimum Full Flow Rate (g/s)/lkwW 0.02 0.02

Table 1.1. Current Department of Energy targets for the storage of H ondligt
vehicles (extensive footnotes in DOE source not shown fiéte).

1.2 Assessing Enthals and Kinetics

AssesBig the materials properties and whether they meet the required
standardscan be doneboth by experiment and theoryln experiment kinetics are
assessevith pressure versus time datalso heating rates and temperatures of heat
flow drop off gives experimental activation energy prediction througk Kissinger
equation'® to get the apparent activation barriefThermodynamicsare assesseshith
pressureconcentration isothermswhich can easily be converted to thermodynamic

NBadzZ Ga GAlF GKS @I y Qdoncengrafich ishtbferniplateabis@ i LJO

1/Tin Kelvid. The@ I y Q

GKS nl FyR n{

(d2riFel vid fhelassiBlaperyon equationjontains

O Ny ard2nfrépichames iwBerransf@ming

from an uncharged metaé.g, Mg to a charged metal hydride.g, MgH,.2*%*

l.fl
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With theory, we can assess the kinetics ussweralled NERalculations. NEB
methods determine approximatectivation energies of reactions that lead to rate
predictions which can be compared to experiment by way of transitiate theory®
And wecan dtain thermodynamic results by using enefggithalpy differences from
5C¢ OFftOdZ FdAz2ya YR YF{Ay3a O2YLI NRA&2Y A

Hoff plots.

Pressureconcentration isotherms for an arbitrary metal hydride are shown in
Figurel.3(a) This information is ubiquitous inxperimental studies of HSM?%2%2" An
important aspect of these isotherms is that they set the operational window where
charge/discharge of the metal host can occur onboard (along the horizontal section of

an isotherm). Another important use of the isotherms is thahe pressure and

A A

g2

A o~

temperature values at the platealBA @S G KS Ay TF2N¥I A2y YSSRSR

plot, Figurel.3(b)
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Figurel.3. (a) Schematiof pressureconcentration isotherms with concomitant phases.
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®  "YT are used.The horizontal axis quantifies the change in hydrogen density in

the metal. Phasesare asolid solution of metal with dissolved H atoms in interstitials

(PX) a coexistence of the solid solution and the metal hydrig®+PY)and a solid

solution of the metal hydride with H atoms in interstitigBY) (0){ OKSYI G§A O 2F @I
Hoff plot correspnding to the pressureoncentration isotherms of Figure.3(a) We
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the pressure and the reciprocal of the temperature wheré "Y(for sloped ) gives the



enthalpy change for charging from the metal the metal hydride and 'Y(for y

interceptc) gives the entropy change for the same.

During charging, a metal becomes a metal hydride via gas phesdsbtbing on
the metal surface, dissociating into H atoms, and then diffusing into the metal to first
create a solid solution of the metal with H dissolved in it and then, eventually, to form a
metal hydride as this latter phase is seeded and begins to grow. A schematic showing
the differentstages in this processsiown inFigurel.4.This discussionma associated

figures follow the wetknown thermodynamics presented by Schlapbach ét al.

} Gas Phase H,

} Adsorbed Particles

| Solid Solution
(a-phase)

Charged
Metal

B Hydride
(b-phase)

Figurel.4. Rendering showing the phases found on the pressoraposition isotherms
(Figurel3(@p GKIF G € SIFR O 2Figrk.80)dI y Qi | 2FF LA 20 6

To facilitate further discussion, the next chapter will provide a brief background
on the methods used within this thesis, includiDg§ T permitting quantumimechanical
total-energy calculations required for thermodynamic and kingtiedictions and

theory forthe NEB method. NEBused to calculateminimum energy paths (MEP) along
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the potential energy surface (PES). (Note that the PES is defined by the total energy of
the system at each point in configuration space, i.e. each choiceosifigns forall

atoms in the system; and the MEP is the steepest descent path along the PES from the
activationbarrier/saddle point we wish to find down to the basins containing the initial
and final state9 We also include asection onthe supercellsused to establish the
surfaces, defect structures (e.g., ste@s)d isolated nanostructuresThis information

will be relevantfor understanding the figures in this dissertatioNote that the
computational details quch as planavave kinetic energy ceff or Brillouin zonek-

point mesh sizg are not the same for the differergupercells that represent different

case studies. Therefore, we presettie computational details for eacbf the case

studies as they are covered in the subsequent chapters.

11



CHAPTER 2

Theoretical Methods

To assess computationally the viability of a hydrogtarage system, total
energies for configurations concomitant with the hydrogen desorption/adsorption
process are required® DFT methods are well suited for such tegalergy calculations,
including PES estimation to assdgsetic barriers.How DFT leads to the electronic
groundstate energy is addressed in many publicatiéh¥ My exposition here on
obtaining the grounestate energy of a system using DFT follatet of Sholl et af*
After discussing DFT, we will turn to a discussion on NEBoathe theory behind the
work we have done to find the activation ergy of various H desorption mechanisms
relevant to onboard discharge for the hydrogen storaystem.The discussion on NEB
follows Henkelman et & and ther instructiors given for VASPTST Toe® That will
lead to a brief section omelevant aspectof solid-state theory @rawing partly on
Ashcroft and MermifY, Résslet, and Sholl et &f). Then,a short description is made for
plane wave basis seused bythe DFT packag@/ASP) for calculating wittnergetics
(enthalpies) and barrierdn that sectionwe will also touch upon pseudopotentials used
in VASP for representing core electrons and nudkaally we will addressa key

concept, supercellgrisingmany times in thesubsequent chaptergsed to establish the
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surfaces, defect structures (e,gteps) and isolated nanostructurek particular the
present work addresses less coman cases, such as ndaeal surfaces with steps and
terraces that include catalytic dopantsvhere care has to be taken to exclude image
effects from periodic boundary caditions PBGC, including images across a vacuum
region The concepts of defect density, slab density, and isolated nanocluster density

(i.e., requisite vacuum size) will explain theedfor the large superellsemployed.

2.1 DFT

| 2KSy o6 SNH firsy tReor¥n2®isholsathat the grounstate quantum
mechanical energy can be uniquely determined via a functiafidhe electrondensity,
n(r), having implicit dependence on the nuclei Iocatioh , e, € >n=| . Thar
second theorem providegthat the electron density that minimizes the energy of the
overall functional is the true electron density corresponding to the full solution of
{ OKNE RA Yy 3 SNIhérefofelj adehriatiorlyminimization of the energy functional
with respectto electron density will provide the relevant electron density, whee
energy from the functional is minimized. Or, if the grotstdte density were known, it
could be plugged into the energy functional to calculalieectly the groundstate

energy. The energy functional is

% W YB ounwyAO _6T1ETAO —A ; |I§ QMmoo %

% W (2.1

and the electron densitfor M electronsis given by
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el B w» . (2.2
The terms in uation @.1) represent(from left to right)the electron kinetic energy, the
electronnudear interaction, the electrorelectron interaction, the nucleanuclear
interaction, and the exchangeorrelation functional.
Relevant to the functional application of DFT, Kohn and $hprovided a way
to move iteratively toward a converged value ofr) by using the following set of

equations until seltconsistency is established:
b T 6 71wl RrRw N, 2.3
where, in particular, the Hartree (electronic) potential is

6 1 A SI—'I$Q 0. 2.4)

The first term is the kinetic energy operator; the second term is the potential
representing the interaction between the [pseudo] electron undensideration and
the nuclei/iors; the third term is the Hartree (electronic) potential, which is a solution of
the Poisson equation) 6 I T A M; and the last term is the DFT exchange
correlation potentialthat approximates the effects alectronexchange and correlation
and, potentially, corrects for the electronic self interaction introduced by the assumed
form of the Hartree potential.

Within DFT, the exchangmrrelation functionalE. can be assumedo be
dependent only on the local densitthe local density approximation DA, as in the

original Kohn and Sham pap&rpr, as is now more commorlso inaide somenon-

local corrections, dependent on the density and its spatial gradient, as used within the

14



Generalized Gradient Approximation (GGABER and PW91%). More variants with
greater complexityhave been developedsuch as hybrid functionals (Becke, B3LYP
and LDA+t#*3 where a Hubbard U (esite electron¢ repulsion energy) is added to the
DFT Hamiltonian to include Coulomb correlation effects for localized electrons,
AYLINRGAY3I RSAONARLIIAZY. 2F | dzy RQ& NMzf S&>X F2NJ S
We use PerdewWang generalized gradient approximation (PW®&Ipr the
exchangecorrelation functional The same exchangeorrelation functional has been
used to predict hydrogestorage reaction and structuré® that match observation. A
report on GGA in VAS& many metalhydrides,one of which wasvigh, showed that
GGAyields results that compare well to experimental formation enthalffeshe bulk
lattice parameters and formation energy ¢lnding zerepoint (ZP) energy) for rutile
MgH calculated in DFPW91, see TablR.l, are in very good agreement with
experiment’*®, other DFt**® and quantum Monte Carf8°! (in principle, exact)
calculations. For structural energy differences at dixstoichiometry, e.g., from
relaxation or configurational changes, the effects of ZP energy effectively cancel
(essentially because they have similar vibrational (environmental bond) character)
Trends from PW91 versus size (cluster to bulk) without ZIRggreee identical to QM
but lower by ~10 kJ/meH,. Thus, with energy differences most important for assessing

H-storage materials issues, the error is irrelevant.
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ZP Ystem | a(d) | cla | x nbd
(kJ/motHy)
Expt. 4.50 | 0.669| 0.304 75"
yes rutile bulk | 4.51 | 0.668| 0.304 52.7
DEFPWI1 no rutile bulk 64.3
no M931H62 70
DFTLDA yes rutile bulk 85.1*
DFFB97 yes MgsoHso 72.5%*
diffusionQMC yes Mgs1Hs2 77*

Table 2.1 Calculated and observed bulk lattice parametersB&INY I G A 2y") Sy SNH &
with(out) ZP energy for rutile Mgl G n " fo¥ atorph®us MgiHs. is also given'See
Ref.*® this is an average desorption enthalpy at 6838ee Ref’'. **See Ref?

The other computational details are straight forward and often syssere dependent.

Therefore they will be presented as we show the results in the following chapters.

2.2 Potential Energy Surfaces attte Nudged Elastic Band Algorithm

The initial and final states of the reaction of interest are both relaxed att@ a
local minimum using theonjugated gradient method. The atomic coordinates of the
initial and final configurations will be denoted by and » , respectively. The
dimension of an imagegector »is 3N, with N being the number of atoms involved in the
reaction. For a j+1 imagrun, images> (8 h» are updated during the NEB calculation.

16



These intermediate images provide information atomic configurations representing
the operative mechanism to progress the systerani the initial to final stateqin
particular, desorption of 2H from surface to vacuum as)HThe initial guess of the

images » 8 h» are made inthe following way. The % image is initialized with

>

> sl . For a j+1 image run, the range of n goes from 1 to j and makes up the

structures that @ae updated during the NEB run according to the three equations that

follow.
3 3 & O » (2.5

Equation2.5 shows that the forces on the atoms in tmé' image are made from two
contributions One contribution is the spring forces Equation 2.6 ¢ in the dHdirection

(parallel to the band):
3 £ Q» >S S > S <« (2.6)

The other contribution to the overall NEB force is the projection of the gradient of the

energy from the electronic problemnto the direction normal to the band
o » o » O » O« « (2.7

The spring force contributios (A prevents the images from collapsing into the
valleys of the initial and final configurations. Tprejected gradient force (O » )
causes the images to relax from the faces [of maxima] adjacent to the saddle point of
interest and onto the minimum energy pathway (the path of steepest descent into the

valleys on either side of the saddle pdift Figure 2.1showsthe directions of the

17



vectors in Guations2.5through2.7for a schematic representing a particular

generalized potential engy surface and image/band placement.

(a) (b)

R VEqre(r1)+
Fi™ |l

o

Figure 2.1 This is meanto give a clear picture of a necbnverged pathK in pane (a)
relative to a converged minimum energy path in pane (a)and a feeling for the
different forces on an image as shown in pane (b). This is, of course, not drawn from
data from a real system anso directions such as normal to a contour curve are not
rigorous in the schematic.Figure follows schematic for the same forces in MEB
section of Sheppard et af.

Figure 2.luses a schematic representative of the system hypersurfaces to show
an example of the forces in an NEB r&xath L shows a minimum energy path from a
saddle point to two basingath K representa nonconverged path from theniddle of
an NEB. Pane (b) of thegkre shows the forces on image 1 that the algorithm would
enforce in order tanake path K move toward path L. Note that the art used in pane (b)

does not contain perfect geometric correspondence to the art in pane I{a}his

18



schematic the contour plot suggests -ANdimensional equipotential hypersurfaces. The
points represent images between the initial and final state. The forces update the
positions of the atoms in each image so that the path eventually convergeseto th

minimum energy path.

We have used the climbirignage NEB algorith?n that uses the above NEB
formalism with the following modification. Bhimage found to have the highest energy
after the first several updates of ionic positions is taken to be the climbing image
(labeled € below). The following equation is used to force that image to climb

upward along the band to the saddle point.

3 o » ¢ O » o4 <« (2.8

Note that Equation 2.8 causes imagje to drift toward the local maximum along the
<« direction, the direction in which the saddle point provides a local maximum at the

activation energy (i.e., it identifies the transition state barrier).

2.3 SolidState Basics

Given three translation vectors

A
a‘<
¢
g
xn

W B Geh@ p 2.9

a Bravais lattice can be defined as

4 B & WheRQ o, (2.10)
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where¢ Ad |y wkZo8 YIGNARE GKIFIG 3ISYySNI G843
to fill 4 with linear combinations of. Now, for points in spaces; surrounding a
particular lattice point |

s» 4ds » 4 ¥ uAQ Q (2.11)
defines a set of points known as the Wigigmitz cell(or, more generally, convex
Voronoi polyhedrahat can have differing inscribed sphere ratjiof the lattice. It is
clear that contiguous nowverlapping Wigne6eitz cells will fila . We will populate
the space with atomic positions:

| B OWAd s, (212)

whereQlabels each atom in the system. Théme full crystal structure is:

ol 4R (213
Now we will take three new translation vectors
H B Qeh® pltho hQN A (2.19
and use them to create a second lattice
L B & HheRO u (2.15

where thee work the same as indaation2.10. Now, under the following restrictions:

« WW

H ¢ — (2.16
with cyclic permutations oBi@Qandd WOW W , it then follows that

WOH ¢ . 2.17)
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Now, with the H defined as inEquation 2.16, the new lattice, k, becomes the
reciprocal lattice to the Bravais lattick (recall the Bravais lattice has bas\§. The

WignerSeitz c# of thereciprocallattice is known as the Brillouin zone.

.t 20KQa GKS2NBY aidliSa GKIGOIKE—61 0STdzy O

& » for a particle in a periodic potentiady » @ » & , can be written as
we 1 4 O W . (2.18

Recall that the! vectors go from any point on the Bravais lattice to any other point on
the Bravais lattice. This gives us explicit instruction on how to construct the phase factor
> 1o change the wave function for a particle at one point in the crystal into the wave
function for the same particle at a point separated by a linear combination of the
Bravais lattice translation vectors from the original point. This suggests that ihowe k
the wavefunction for a particle at all points within the Wigrteitz cell (or any other
dzy AG OStft F2NJ GKIFG YF G0SNE weSHaskhowlthe f F NAS  (

wavefunction for that particle throughout the whole crystal.

2.4 Plane Waves and Padopotentials

I NBadGlrasSySyid 2F .t20KQa (0KS2NBY Aa
wi 1 OF g (2.19
whereT g’ T gl 4 . To see that Equation 2.19 is equivalent to Equation 2.18,
rewrite 19 asQ B wg A W | and introduce a common factor to both
sides’Q BQ By 1 4 Q By "1 . Writing this in a more suggestive way:
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Qw1 B it 4 (2.20
it is now clear that the left hand side of Equation 2.20 is equivalerit gl from
Equation 2.19. So apparently, from viewing Equation Z.2g "I does not change
when a linear combination of lattice vectors is added to its input
We can now epand? g "l in a complete basis of plane wavé®®). But since
T g'| must have the periodicity of the lattice, we will choose each element of the
plane wave basis to itself be a plane wave that has the periodicity of the lattice. Note
that in Equation 2.21 we have done just that by uskghe reciprocal lattice vectst in
the exponentials. This is because, according to Equation Rf?>* Q> By
doing this, it follows immediately that a linear combination of these plane waves must
have the desired periodicity.
7 g BuroBat> (2.21)
Substituting this expansion ¢f g "I into Equation 2.19 we have

Wil BLoBQE -2 (2.22)

Because each basis function is a plane wave with kinetic encrgE E , for

practical calculations in VASP, we choose a kinetic energy dot off and only terms

for Equation 2.22 where—— L 0O are used by VASP foxmganding the

orbital >®
Clearly plane waves are not an efficient way to represent the core electrons near
the nucleus that are well represented by atomic orbitals for a central potential. To avoid

the need for a tremendous number of plane waves to represent the core electrons,
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pseudopotentials are used to represent the presence of the core electrons and the
nuclei. The core electrons are so tightly bound that they are mostly unaffected by the
interatomic chemistry of a solid. Therefore, in plamave DFT the valence electrons are
treated quantum mechanically and a Hamiltonian is constructed wéilence electrons

are interacting with one another yia a mean field) and with an array of
pseudopotentialgeffectively ions where the nucleus is shielded by the core elecifpns
Needless to say, this simplification saves computational time relativie:lkgotential
linearized augmented plane wave (FLAPW) calculatibimswhichall of the electrons

are treated quantum mechanicallgo-called allelectron method) With a largeenergy
cut-off the accuracy of DFT calculations with pseudopotentials in many cases will not be
limited by the pseudopotential rather by the choice of the exchange correlation
functional)® Finally, having a plareave basis set i@ good choice for valence
electrons in a periodic array of ions, ban even better choicdor the treatment of
vacuum regions (think ahe superposition oplane waves creating the [wavepacket]

wave function that solves the quantum free particle  problem:

o}

wao P i ®QQ * 7 Qlocal functions such as gaussians or spherical

harmonics would be a very expensive way to represent states in vacuum).

2.5Supercells for bulk, seminfinite surfaces, and nanoparticles

The Boravon Karman boundary conditions can be applied to many copies of a

cell so that if, for example, we take C copies of the cell for large C to create a
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macroscopic sample, then an edge of the macroscopic sample can be mapped to the
opposite edge sohne space of the problem becomes cyclic. To enforce this condition we
must have the same result for a given point in the space after a full cycle through the
space which brings us back to the same point. Tairtg be the number of copies of

the translaion vectorWneeded to return to the same poimtnplies:

Wil 6W O Wy p=wg ». (2.23

Q BV ). (2.24)

n the basis of the reciprocal space lattice vectors we have

B. QH. (2.29
Then,enforcing fuation2.20 to make2.19hold, we have

6Q¢  achan u . (2.26)
Equation 225 asserts the obvious fact that for a choice@f pltlo we must have the
product ofd ‘Q come out to be an integefior Equation 2.24 to holdThe subscriptQin
a is just an artifact that says we must have an integer for the produ@t and we are

naming itd. But now we have:
Q —amnNund |l p (2.27)

and one can see that for a macroscopic crystal, wheh p, the allowed values for

B ‘QH approach a continuum.

With this formalism in mind, it is easy now to picture a cell that is repeated many
times, schematically shown in Figure 2.2, or the stepped surface discussed later, shown
in Figure 2.3Note that VASP will actually treat the external potential (the effective
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potential that an electron feels due to not only the pseudopotentials but dls®

vacuum region) of the full supercell as the periodically repeating potential addressed by

. f20KQa GKS2NBYD® ¢KAA YF@ FLILISKEFNI &dzNLINR & Ay 3
of nuclei in the Bravais Lattice as the periodic potential to pictur€wh RSNA Ay 3 . f 2
theorem. However, the external potential through the whole supercell is, in fact, one

that repeats (see Figures 2.1 and 2.2) and, therefore, the orbitals do apgyl

4 oFF w; 1. Nowd takes a test point from a givepoint in one supercell to the

same point in a neighboring supercell.
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(a) (b)

slab of

crystal Yy
(0
P A 2- X

Figure 2.2(a) Schematic showing two copies of a supercell. One supercell is made up of
a 10 bilayer (atomic layer of red atoms plus atomic layer of white atoms) slab and a
vacuum region above it containing no atoms. TRBCscreate an infinite array of
contiguous gpercells in all directions. (b) Supercell translations vectarand supercell
shown (atoms not explicitly shown to encourage focus on supercell translations). Placing
the origin of the supercells shownthe full systemgeneratedunder periodic boudary

T

conditionsrepresents copies of the supercell@ @, @ hauw N .
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Figure 2.3 Effect of PBC Two of the three vectors(black arrows)hat make up the
supercell the third supercell translation vector is normal to the pap&r2x2extenson

of the supercellis showRS R OANDt S& RN} g | dGSydAzy (2
the steps for viewing. Notthe single H molecule in the supercell, in vacuum.

The phase facto®® T NR Y . f 2 O KEuatiori2K s, VNG ¥ thedonly
change in the wave function from one cell to another, disappears when evaluating
probability. Therefore, the spatial distribution probabilities and energies of the electrons
do not change from cell to ceNVhen we present results for a supetcéor example

energy per cell) we are presenting results for a full system.
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Similarly, when we create a slab to model a surface, we must create a supercell
that has a large amount of empty space in the direction normal to the slab so that
charge fromthe top of the slab does not ietact with charge fronthe bottom of the
slab above it. Often we feze the bottom layers of such a slab at their bulk locations.
We are only studying surface at the top of our slab; the bottom of the slab is meant to
model infinite bulk, hence the motivation for freezing the bottom layers in bulk
positions. Alternatively, one&an treat both ends as surface models and enforce the
frozen bulk position condition on thayers in the center of the slab. However, we chose
the former to favor small system size over the possible symmetry benefits that come
from double surface slabs, which can be lost during simulated annealing.

Convergencesan be tested by increasing the size of the vacuum region until a
property such as the surfacenergy or desorption energy of a particle off the surface
converges suggesting that there isegligibleinteraction between the slabsNe also
must test that theslab is sufficiently thick that the bottom layers can be frozen in bulk
positions, the midék layers can relax, and the top layers can properly modek#mi
infinite surface. The tests for convergence with respect to slab thicknessiamiar.
increasing the thickness of the slab umdiirface energy or dmrption energy from the
surface areconverged

When we model a single nanostructure, we must create a large amount of
vacuum space in all directions surrounding the nanostructure so that no charge wraps
around and interacts with charge from the opposite side of the sys@n. af | NBHS ¢

mean that the supercell has become large enough that making it any larger would not
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change the energies involved. As results are presented we will describe the details of
the supercell size and where the vacuuegionis. This wilsimultaneouslyinform the
reader as to what type of system we are modeling.

In many of the following calculations, we present a supercell with 149 Mg, 1 Ti,
and 300 H. Note that similar considerations apply to this situation. Placement of the
catalytic dopantmight cause a certairamount of local reconstruction and this Ti
environment will in fact interact with its own image (the same Ti environment in the
neighboring supercell) if the supercell is not big enough. Placing a dopant in a smaller
supercell effectively models a higheoghnt concentration. In our example, we have
less than 1 atomic % Ti.

Finally, a word about references to hydrogen used throughout the teathave
2F0SYy dza SRWd $@EnRWR avish tatinvoke the plural. Please be aware
that the price for theless cumbersome notation @varenesgshat the context will make

clear if we mean oaH or many H.

2.6 Conclusion

With this background in place, waw go on to explore the thermodynamics
and kinetics of candidate hydrogestorage systems. We have donengarehensive
simulated annealing to find the most relevant structures for Mgttface both with and
without step and kink sites and wiind withoutcatalytic dopantsExhaustive searches
were performedfor favorablereactionmechanisms for H desorption, exploring different

spin degrees of freedom along the way (with Ti present as a catalytic dopant) to see if
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there areH coordination number (and concomitantagnetic momenktchanges in the
material during desorption mechanism#/e have studiedMgH,-basednanostructures

and found interesting geometries nateported in the literature to date. We did
statistical analysis on the nanocluster to see how the pair correlation neasghbor
distance for the nanocluster compared toethbulk nearesheighbor distance We
explain that there are no siz@ano versus bulkgffectson the thermodynamics when
going from seminfinite surface to nanoclusters of MgHAdditionally we have studied
density of state tadeterminethe electroniestructure basisbehind the site preference

of Ti on the stepped surface. Details on all of these results follow in the subsequent

chapters.
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CHAPTER 3

Surface and particlesize effects on Hdesorption from catalyst

doped Mgh

3.1 Introduction

At 7.6 wt% H, magnesium hydride (MgHs a natural system to study in the
search for an otboard solidstate Hstorage material for fuel cell automobil&s.
However, in light of the following U.S. Department okgyy (DOE) criteria, there are
two immediate issues with MgHor such application. The DOE has set thermodynamic
and kinetic targets for omoard hydrogen storag@!®¢®®! the targets correspond to a
hydrogendesorption enthalpy of ~30 kJ/(mék), and a hydrogen recharging time of
under 5 minutes. The first issue, then, isatha temperature of 300°C is required for
MgH: and a solid solution of H in Mg to coexist under a gasegusréssure of 1 bar,
which, with the other temperature/pressure coexistence points, corresponds to a
desorption enthalpy of 76 kJ/(mdk),*°? well above the desired target. Second, with a
KeERNRISY LINBaadzaNSE 2F wmn o6FNE AdG GF1S&a dpn

at 300°C, well outside the target recharging tifieSufficient insight to tune the
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thermodynamic and/or kinetic behavior of the Mglgrototype (or related systems)
compatible with Hstorage material targets for autootive use remains open (see

é1,60,64) ’

recent review: and is the focus of the present study of equilibrium properties.

Various directions have been explored feolidstate Hstorage systems in
efforts to meet the orboard Hstorage targets. One approach is to develop either a
means to destabilize the reactants (the fully hydrated solid in the tank) or to stabilize
the product$*® ¢ both serve to decrease the enthalpy of ktlease. However, with
more exotic mixtures it becomes increasingly likely that unexpected intermediate
species will appear during sorptioeactions; one must watch for a particularly stable
intermediate that impacts or prevents recycliffjAlso, including additives into energy
dense storage systes creates a tradeoff between introducing heavy atoms and the

high Henergy density®

A second approach adds new species to the system to improve the kinetics of H
sorption®"®® Here the same tradeoff applies between introducing heagmat and H
energy density; of course, as the former goes up, the latter goes down. In practice,
depending on the type of additive and its concentration, there might be an impact on
the kinetics, on the thermodynamics, or on both. Finally, one can explemyikize or
geometric changes in the storage material influences its thermodynamic or kinetic

properties®®

Here, to address some of the outstanding issues that remain for ,MgH

systems:"®4" we directly aldress Hdesorption enthalpies, and the energetics for
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breaking Hmetal bonds within Mghklwith(out) catalytic dopants. To assess size effects,
e.g., relevant to balinilled samples, we report these results for stable nanocluster
geometries (found via firgprinciples simulated annealing) and for semfinite bulk

surfaces; both on a terrace and stepdge.

3.2 Computational Details

We perform DFT totadnergy calculations with th&ienna Akinitio Simulation
Package (VASPY* employing a planevave basiset and the projector augmented
wave (PAW) metho® We used a 40@V kinetic energy cubff and 8x8x12 (1x1x1, or
m &-point mesh for bulk (cluster) calculationSor MgHs; clusters, calculations were
done using a (20 Asupercell with a minimum vacuum spacing of at least 5 A. For all
calculations, forces were converged below 0.02 e\Bginpolarized calculations were
performed for systems with transitiometal dopants. Pelew-Wang generalized
gradient approximation (PW9)was used for the exchang®rrelation functional; the
same has been used to predict hydroggmorage reaction¥ and structurd® that match
observation. A study of GGA in VASP using many shgtiaides, including Mgkl
showed that this choice of exchangerrelation yields results that compare well to
experimental formation enthalpie® The bulk lattice parameters and formation energy
(including zerepoint (ZP) energy) for rutile Mghdalculated in DFPW91, see Tabl2 1
in chapter 2 are in very good agreement with experim&f and other DFT**° and

quantum Monte Carld>* (which, in principle, are exact) calculations. For struatur
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energy differences at fixed stoichiometry, e.g., from relaxation or configurational
changes, the effects of ZP energy effectively cancel. Trends from PW91l versus size
(cluster to bulk) without ZP energy are identical to GMaut lower by ~¥ kJ/mol-H,,

see Figure 3.1.
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Figure 3.1 Reprinted (adapted) with permission from Wu, Z. G.; Allendorf, M. D.;
Grossman, J. C. J Am Chem Soc 2009, 131, 13918. Copgtigi#tmerican Chemical
Society.
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For simulated annealing, the following process was repeated iteratively. To
explore the large configurational space for possible -@vergy structures, we
performed ab initio molecular dynamics (MD) for 200 steps with a time step of 10
femtoseconds usinghie NoseHoover thermostat at 1000 K. All atomic masses were set
to 195 a.u. to explorecoordinate arrangements efficiently. Lesmergy candidate
configurations obtained from the potential energy versus time were fully relaxed at 0 K
with proper masses. Loenergy configurations found in this way were then used as
input for the next iteration, which provides reliable convergence towards lowastgy
structures’®

To provide detail theimulated annealingprocess, e potential energy versus
time result from such a run is shown in Figl82. Configurations corresponding to
energy minima from Figure 3&ere then fully relaxed with their proper atomic masses
at OK.The lowest energy structure from the relaton runs can be usetb create
another energy versus step graphltimately creating a routine thatonvergence

towardsthe lowestenergy structures?
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Figure3.2. Potential energy versus time for each configuration generated duasimg

initio MD. The minima(arrows) are candidate global minima. Sets of candidate
structures are relaxed at 0 K and the lowest energy structure of a set can be used as the
beginning poihof a new iteration.

A semiinfinite surface slab was used to model rutile Mg#10) surface, which
can be viewed as the stacking ofMd)-H trilayer (TL) units in the <110> direction; three
TLs were used. All of these (110) surface calculations were ooa (4%2) supercell
with atoms in the bottom TL fixed to their bulkrminated positions. The vacuum
spacing between the neighboring slabs is at least 12 A. The dipole energy correction for
the rutile MgH (110) surface was negligible at 0.06 meV.

Simdated annealing was applied to search for lemergy reconstructed
configurations for Fdoped MgH (110) surface. We found a legnergy structure with a
triplycbonded surface H (the Ti was swapped with Fe after annedfingpr the step
edge, a (4x%2) supercell containing 5 TLs was used. No atoms were frozen and the step

was created by the intersection of a (110) terrace and an (001) surface. The vacuum
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spacing on the step edge is 13 A. The simulated annealing procedure was critical in
finding lowenergystableconfigurations for desorption calculations.

For bulkterminated MgsHs, the inner part of the cluster has a rutile structure,
and the surface haddditional H added to saturate the dangling bonds and maintain the
proper stoichiometry. Simulated annealing on this structure reveals that it is unstable to

the amorphous cluster.

For clusters, all singlgite Hdesorption energies reported were calculdtas

YO 00"Q OO -00 0o0Q 0O , (3.1)
where X = Mg, Ti, or Fe. For the clusteis 31; for the seminfinite (step edge) surface
supercell with periodic boundary conditions,s 48 (80). Depending upon the mber
of the local Ho-metal bonds, Flesorption energy can be significantly differefte
bulk formation energy (see Table 2.1 in chapteiscalculated as

YO O 0Q 00 © 0 (D . (3.2)
Table 2.1 in chapter also shows the total Hesorption energy for MgHs, calculated
from

YO 00Q o@0 ©00Q0 . (3.3)

Wagemans et af reported a DFT value with ZRergies of 70 kJ/(mét,) for complete
desorption from MgeHso, roughly that for bulk Mgkl seeTable 2.1 in chapter.2Ne
found a similar result for desorption (energy difference). We also confirmed a less than
12 kJ/(molH,) effect from ZP energies onulk MgH. As such, to avoid the

computational cost for each such calculation, we report our results without ZP energies.
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3.3 Results

To understand the controlling factors for hydride recycling properties, we
present the effect of size and doping on thedesorption. To accomplish this, we first
present results from semnfinite surfaces in sectioB.3.], i.e., both a terrace (where H
is bonded to multiple metal atoms) and a step (where H is bonded to one metal atom);
then we present results from stable amorphous nanoclusters in section 3.3.2. In section
3.3.3, we discuss the effects of size for (un)doped cases. In section 3.3.4, uss disc
technical issues that result in spurious exothermic desorption energies when using
finite, bulkterminated clusters as representatives for stable nanoparticles, as done
recently’ for (un)doped Mgkl In each section, we also dss how dopants affect-H

desorption energy on cluster or sefnifinite surfaces.

3.3.1 Desorption from Stepped Surface

To explore effects of size when moving to nanoscale Mg need seminfinite
surface results as a reference. Du ef®fave studied Hiesorption on Mgk{110), but
not for stepped surfaces, wth is more relevant to experiment and nanoclusters
exhibiting singhjbonded H. Therefore, we calculated thedesorption energies from
MgH: step edge formed between a (110) and a (001) surface, see F3revith H

singlybonded to Mg. Before desorptian the curved arrows on the stepped structure

indicate how two singp 2y RSR 1 Qa | NB 2NASYGSR G2 ONSBI

second (110) terrace is formed by a steanslation vector of the lower terrace. The H

desorption energy for the singlyondedH on this step edge is 140 kJ/(rid)).
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A doublybonded H exists on the lowesnhergy (110) surface of MgHthe
terraces of a stepped surface. FiguBe4 shows a doubhponded H leaving from

(un)doped (110) surfacewith desorption energies a231) 193kJ/(motHy).

;
| " it t" ; UH!' t‘“
“‘“ ‘t!“‘“m! XID / ’ l” |l| ',ﬂ‘

‘ 'ﬂ"l‘ﬂ.' . | niﬂl.wi
,1'*‘,._?“‘.' ; 45‘;'7,5,-

A , = 388
.4 )j
J
J
J ) J

140 kJ/(mol-H,)

Figure 3.3. Before (left) and after (right) desorption of a singlynded H from the

(110)/(001) stepedge for rutile Mgh, from a (110) surface and (00Dbrthogonalface

Green (white) spheres stand for Mg (H) atoms. Picture@d480-atom [double] supercell

generated with one celiranslation vector to show the step. Thex@) supercell is 5 TLs

deep with 50% coverage, via bridging H sitegved arrows before desorption show

wheretwo singo 2 Y RSR | Q& ¢ SNB Y al gtéble stiiture@bitBoes S |y A
not collapse during fdesorption.ArcledHwas removed to create the final state.
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Figure 34. Desorption of a doub#ponded H from (110) surface MgH: (a) undoped

and (b) Tdoped(red atom).

We find atriply-bonded H on the Fedoped reconstrated (110) surface, Figure
3.5, yielding a Hiesorption energy of 199 kJ/(mék). We have reported elsewhere
testing showing the preference for a Ti dopant to occupy a surface site on, MgH
surface’® Dopants on surface sites allow comparison tdesorption from a doped (93
atom) nanocluster. For Fdoping, we used a -Hoped simulateeannealing result,
replaced Ti by Fe, and then performed a full ionic relaxation. As we show below, triply
bonded H islso found in Feloped amorphoudMgsiHs,. For the step edge and terraces
on rutile (110) surfaces, we synopsized the (un)dopedesbrption energies in Table

3.1for each bonding configuration.
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199 kJ/(mol-H,)

Figure 3. Desorption of a triphponded H from a Fdoped (orange) Mg (110)
surface.

Semiinfinite Amorphous Bulk
surfaces cluster terminated
cluster
MghH, S 140* 148 143**
d 231 252, 240, 231, 260 unstable
Tidoped MgH d 193 188 unstable
Fedoped MgH t 199, 255 208, 234 unstable

Table3.1 YO in kd/(motH,) for singly (s), doubly (d) or triply: (t) bonded H irsemi
infinite surfaces, step edges*, and clusters of (un)doped Mg@doping significantly
reduces the doubhponded Hdesorption energy. Bulterminated (mostly unstable)
clusters were explored by Larsson et’at*Only case of Fiesorption not inducing
significant structural change in unstable bit#kminated cluster (se8.3.4).

3.3.2 Globally stable amorphous clusters

The stable MgsiHs, clusters found via simulated annealing tend to have

interesting amorphous structures, as found here and in another gf8ufigure 36, a
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simulated annealing resulshows four different views of a MgHs, amorphous cluster

(one with a singly bonded H that will be compared to the singly bonded Htepp $his

MgsiHs2 amorphous structure is 4.8V lower than its bulterminated counterpart, see

section3.3.4P hoaSNBS GKFG GKS Of dzaliSNJ KIFa GONRGg)y
surface of the particle. For recharging, assuming an amenable timeauhl@clusion

of necessary catalytic dopants, the positive curvature of the pockmarks this or

related structures; may provide helpful steric influences on thedtsorption.

We highlighted several of the crowns in Figuré. 3.Although the pockmask
have no symmetry and the overall structure certainly appears amorphous, the local
structure (focus on a single surface H) reveals a dagbblyded bridging H not unlike
that found for the doublgbonded H on the Mgk110). The local rutile bonding feature
is preserved even in the amorphous structure. The calculateeHMgir distribution
function for Mgs1Hs, shows MgH bond lengths between 1.731 and 2.B3 with an
averagevalue of 1.9, versus 1.868 for the bulkrutile.

The MgH pair distribution function is shown in FiguBe7 for the amorphous
Mgs1He2 Clusterwith i i 1& B The first nearesneighbor shell is clearly visible
and 2.68 A was taken as the aff distance for the MgH bond lengthsMg-H bond
lengths for the cluster are between 1.7 and B7compared to 1.86B for the bulk

rutile structure.
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Figure 36. Four different doubo 2 Y RS R | & fromysimudatéd annealing.

G/ NPogyaé¢ 2y GKS adaNFIF OS NS AYyRAOFGSR O0NBR
the two Mg initially bonded to the desorbing H atom (black circles). Different geometric
SYOANRYYSyiGa 2F (GKS (92 asdyadNBHHBOIF{ SR o8
membered rings of Mg). Coordinates are providedppendix A (section A.2¥iewing

a2F06I NS A& NBIdZANBR G2 FLILINBOAFGS GKS RSLI
YO associated \vih these four H are in Figure1d and Table 3.1
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