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ABSTRACT 

 

With their high capacity, light-metal hydrides ς like MgH2 ς remain under scrutiny as reversible 

H-storage materials. A key question persists: Is there a means to enhance the hydrogen 

desorption/adsorption properties ƻŦ ǘƘƛǎ άǎƛƳǇƭŜέ hydride by decreasing size (e.g., creating 

nano-sized particles by ball-milling) and/or adding catalyst dopants? Thus, we need to 

determine accurately both the enthalpy and kinetic barriers controlling desorption, but for 

realistic, defected cases. Employing density functional theory (DFT) and simulated annealing, 

we studied initial H2 desorption from nanoclusters and semi-infinite stepped surfaces with and 

without transition-ƳŜǘŀƭ άŎŀǘŀƭȅǎǘέ ŘƻǇŀƴǘǎ ό¢ƛ ƻǊ CŜύ. The large 450-atom supercell of the 

ρρπØρρπ single stepped terrace permits the study of the effects of catalytic dopant with 10 

unique dopant sites at step edges, kinks sites, and terrace sites. Extensive DFT-based simulated 

annealing studies were performed to find the dopants site preference and mechanism for 

catalyst-enhanced release of hydrogen, with additional detailed understanding from the spin-

polarized electronic-structure (density of states) and charge densities. Different kink 

environments at the stable ρρπØρρπ interface were explored to model the stability of 

diffusion of H to the dopant before desorption. For the most stable initial and final (possibly 

magnetic) states, extensive Nudged Elastic Band (NEB) calculations were performed to explore 

the potential energy surface (desorption enthalpies and kinetic barriers). A moment transition 

NEB calculation was created whereby each image was initialized to its most stable magnetic 

state and then images along the transition path were allowed to relax according to the NEB 



iii 
 

algorithm. This approach provided the lowest energy activation states.  Together the DFT-based 

simulated annealing and NEB simulations determined the enthalpy change and transition-state 

(kinetic barrier) for desorption (H2 release to vacuum). Although small nanocluster (we focused 

on Mg31H62) structures are disordered (amorphous), the semi-infinite surfaces and nanoclusters 

have similar single, double, and triple H-to-metal bond configurations that yield similar H-

desorption energies. Hence, we find that there is no size effect on desorption energetics with 

reduction in sample size, but dopants (as observed, e.g., Ti) do reduce the energy and kinetic 

barrier of H2 desorption.  Overall, our results compare well with desorption experiments and 

elucidate the controlling chemistry for doped-MgH2 and its efficacy for use as a storage 

material. Notably, the same techniques used and developed here can be used for more 

complex hydrides or hydride reactions. 
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CHAPTER 1 

 

Introduction 

 

 

Automobiles powered by fuel cells running on H2 are a route toward eliminating 

vehicle emission problems caused by internal combustion engines.1  Essentially, such a 

fuel cell creates current from H electrons and then reunites protons and electrons with 

incoming oxygen to form water.  And because, in principle, hydrogen for this technology 

can be separated from oxygen using only energy from the sun2, or, more immediately 

practical, with nuclear energy technology3 or steam reforming of natural gas (or 

gasification of coal) with carbon sequestration4, one can see the potential for an energy 

cycle that would reduce greenhouse gas emissions associated with transportation while 

curbing our dependence on oil. There are, of course, formidable roadblocks to this 

picture. Creating an infrastructure to distribute liberated H2 to fueling stations and 

staying ahead of consumer H2 demand must be accomplished without causing the very 

environmental problems that this whole process was meant to avoid.5 

Because of the benefit commercially viable fuel cell cars will provide for our 

future, we address from a theoretical perspective a subset of the major obstacle in this 

challenge ς the materials challenge for the onboard storage of H: what material has a 
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good desorption enthalpy that provides reasonable operational temperatures of the 

fuel cell and good kinetics for reasonable recharging time?  These questions directly 

involve the charge and discharge chemical reaction cycles, and key material effects, e.g., 

surface reactions, defects (point defects, such as vacancies or catalytic dopants, or 

planar defects, such as stepped surfaces),  and size effects, potential controlling surface-

to-volume effects and surface reaction rates.   Klebanoff et al., in a recent summary of 

the previous five years of hydrogen-storage research within the Department of Energy 

(DOE) Metal Hydride Center of Excellence, made it clear that the problem of storing H 

onboard the fuel cell automobile is still an open one.6 

This dissertation centers around first-principles calculations using DFT based 

methods that were performed on candidate, solid-state hydrogen-storage materials 

(HSM) to understand the key basic science controlling the onboard storage for hydrogen 

fuel cell cars. Specifically, for prototype light-weight storage materials, such as MgH2 

and related metal hydrides, the hydrogenation/dehydrogenation reaction enthalpies 

and kinetics barriers are determined for bulk, semi-infinite surface, and nanoparticle 

case studies. These calculations detail key chemistry issues affecting materials stability 

and kinetics, especially the effects of size, surface defects, and catalytic dopants ς all of 

which are being scrutinized experimentally for direct comparisons. 

In what follows, we discuss the current interest in hydrogen fuel cell cars, and 

the requirements for a commercially viable HSM, which motivates the research into 

HSM. We review the primary bottlenecks to making hydrogen fuel cell cars 
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commercially viable, and the Department of Energy targets that establish how the HSM 

system must behave to satisfy these targets. 

To make direct correspondence between our calculated results and relevant 

experimental data, we provide a short overview of how thermodynamics and kinetics of 

a candidate HSM are measured, including how such data is used to assess if a candidate 

material will be able to deliver hydrogen (H2) to the fuel cell at the desired temperature 

in the allotted time. We then discuss how theoretical total-energy and potential energy 

surface calculations can predict the same thermodynamic and kinetic properties that 

the experimentalists measure, and demonstrate the correct formalisms for making 

direct comparisons between our validated calculations and the experimental data. 

 

1.1 Background on Storage Material Needs 

The first solution that probably comes to mind is storing H2 gas in a tank on the 

vehicle. However, compressing H2 gas to a volume sufficiently small to leave acceptable 

room for passengers and cargo requires high-strength, expensive, lighter-weight carbon 

reinforced tanks. Hence, the challenge to make a cost-effective tank that is both light 

enough and small enough to compete with current performance standards but heavy 

enough and large enough to safely hold enough fuel for the distances (250 to 300 miles) 

we have come to expect to drive on a tank of gas. Liquid hydrogen or cryogenic 

compressed hydrogen tanks (CCHT) are options that are also being considered. 

However, one must keep in mind the energy needed to liquefy H and the possible loss of 
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H from boil-off. Nonetheless, these technologies, as well as physical adsorption systems 

[e.g., carbon nanotubes, metal-organic framework] and off-board refueled chemical H-

storage systems, are being explored as possible solutions.7-9 Figure 1.1 shows many 

candidate materials and their concomitant H2 mass and volume densities. 

 

Figure 1.1. Various hydrogen storage materials shown along with their values for H2 
mass per volume (vertical axis) and H2 mass per total mass (horizontal axis). Adapted by 
permission from Macmillan Publishers Ltd: NATURE Schlapbach, L.; Zuttel, A. Nature 
2001, 414, 353, copyright 2001.10 

 

Solid-state metal-hydrides, the materials addressed in this thesis, do not have 

the dangers associated with the extreme temperatures and pressures that are present 

for the liquid and gas H-storage systems.11 However, a better understanding is needed 

of the kinetics and thermodynamics involved in charge and discharge reactions from 
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solid-state hydrogen-storage applications. In the Klebanoff et al. summary6 (page 4560) 

of research for the 5h9Ωǎ Metal Hydride Center of Excellence, it is stated that: 

άOur theoretical understanding of the kinetics of solid-state reactions in the 

hydrogen storage arena is poor in general.  It is important that detailed 

theoretical methods be developed to predict and account for kinetics of model 

solid-phase hydrogen-storage reactionsΦέ6  

Later in this dissertation, we will discuss detailed quantum mechanical NEB studies that 

we have performed on relevant mechanisms of hydrogen desorption from the canonical 

solid-state hydrogen-storage system MgH2. 

Studies of hydrogen-storage reactions found in the literature also aim to monitor 

the stability of the materials undergoing hydrogen capture and release: if the conditions 

required for cycling destroy the reacting species, then the hydrogen-storage material is 

not a viable one.11-17 Also, monitoring for additives that stabilize the reaction products 

will, in effect, destabilize the reactant, thereby reducing the enthalpy of desorption of a 

hydrogen-ǎǘƻǊŀƎŜ ƳŀǘŜǊƛŀƭΦ ¢Ƙƛǎ άƳŀǘŜǊƛŀƭǎ ŘŜǎǘŀōƛƭƛȊŀǘƛƻƴέ ŀǇǇǊƻŀŎƘ ǘƘŀǘ decreases the 

reaction enthalpy can, of course, introduce a larger gap between the final state and the 

activation energy, increasing refueling time by increasing the reaction barrier. An 

example of a destabilization study is shown in Figure 1.2. 
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Figure 1.2. Schematic, as presented by Satyapal et al.,18 of a destabilized HSM from 
introduction of species that reduce the energy of the desorption reaction product. 
Desorption energy for a metal hydride (a) without and (b) with a destabilizing agent 
present to create an alloy for the alloy dehydrogenated final state. 

 

 The proton exchange membrane (PEM) fuel cell, powering the fuel cell car, runs 

with an incoming hydrogen pressure of 1-10 atm. The heat given off by the operation of 

the fuel cell can keep the hydrogen storage area in the range of 25-120 °C.7 A HSM that 

can discharge below the temperature from fuel cell heat output and, simultaneously, 

discharge at a pressure high enough for operation of the proton exchange membrane 

[of the fuel cell] will require little if any energy other than the waste heat generated by 

the fuel cell itself to maintain functional discharge during vehicle operation. Several of 

the current Department of Energy targets for onboard hydrogen storage are shown in 

Table 1.1.    
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  Units 2017 Ultimate 

System Gravimetric Capacity kg H2/kg system 0.055 0.075 

System Volumetric Capacity Kg H2/L system 0.040 0.070 

Operational Cycle Life cycles (1/4 full to 

full) 

1500 1500 

Fill Time min (for 5kg ) 3.3 2.5 

Minimum Full Flow Rate (g/s)/kW 0.02 0.02 

 

Table 1.1. Current Department of Energy targets for the storage of H on light-duty 
vehicles (extensive footnotes in DOE source not shown here).6,19 

 

1.2 Assessing Enthalpies and Kinetics 

Assessing the materials properties and whether they meet the required 

standards can be done both by experiment and theory. In experiment, kinetics are 

assessed with pressure versus time data; also heating rates and temperatures of heat 

flow drop off gives experimental activation energy prediction through the Kissinger 

equation16 to get the apparent activation barrier. Thermodynamics are assessed with 

pressure-concentration isotherms, which can easily be converted to thermodynamic 

ǊŜǎǳƭǘǎ Ǿƛŀ ǘƘŜ ǾŀƴΩǘ IƻŦŦ Ǉƭƻǘ ώƭƻƎόǇύ ŀǘ ǇǊŜǎǎǳǊŜ-concentration isotherm plateaus versus 

1/T in Kelvin]. The ǾŀƴΩǘ IƻŦŦ Ǉƭƻǘ (derived via the Classius-Claperyon equation) contains 

ǘƘŜ ɲI ŀƴŘ ɲ{ ŎƻǊǊŜǎǇƻƴŘƛƴƎ ǘƻ ǘƘŜ enthalpy and entropy changes when transforming 

from an uncharged metal, e.g., Mg to a charged metal hydride, e.g., MgH2.
20-24  
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With theory, we can assess the kinetics using so-called NEB calculations. NEB 

methods determine approximate activation energies of reactions that lead to rate 

predictions, which can be compared to experiment by way of transition-state theory.25 

And we can obtain thermodynamic results by using energy/enthalpy differences from 

5C¢ ŎŀƭŎǳƭŀǘƛƻƴǎ ŀƴŘ ƳŀƪƛƴƎ ŎƻƳǇŀǊƛǎƻƴǎ ǘƻ ŜȄǇŜǊƛƳŜƴǘ Ǿƛŀ ǘƘŜ ǎƭƻǇŜ ŦǊƻƳ ǘƘŜ ǾŀƴΩǘ 

Hoff plots. 

Pressure-concentration isotherms for an arbitrary metal hydride are shown in 

Figure 1.3(a). This information is ubiquitous in experimental studies of HSM.10,24,26,27  An 

important aspect of these isotherms is that they set the operational window where 

charge/discharge of the metal host can occur onboard (along the horizontal section of 

an isotherm). Another important use of the isotherms is that the pressure and 

temperature values at the plateaus ƎƛǾŜ ǘƘŜ ƛƴŦƻǊƳŀǘƛƻƴ ƴŜŜŘŜŘ ǘƻ ōǳƛƭŘ ŀ ǾŀƴΩǘ IƻŦŦ 

plot, Figure 1.3(b). 
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Figure 1.3. (a) Schematic of pressure-concentration isotherms with concomitant phases. 
¢ƻ ŎƻƴǎǘǊǳŎǘ ǘƘŜ Ǉƻƛƴǘǎ ǘƘŀǘ ōǳƛƭŘ ǘƘŜ ǾŀƴΩǘ IƻŦŦ Ǉƭƻǘ ƛƴ CƛƎǳǊŜ 1.3(b), the values 
ὥ Ὕȟὴ  are used. The horizontal axis quantifies the change in hydrogen density in 
the metal. Phases are a solid solution of metal with dissolved H atoms in interstitials 
(PX), a coexistence of the solid solution and the metal hydride (PX+PY), and a solid 
solution of the metal hydride with H atoms in interstitials (PY). (b) {ŎƘŜƳŀǘƛŎ ƻŦ ǾŀƴΩǘ 
Hoff plot corresponding to the pressure-concentration isotherms of Figure 1.3(a). We 
have taken the reference pressure ŦǊƻƳ ǘƘŜ ǾŀƴΩǘ IƻŦŦ Ŝǉǳŀǘƛƻƴ ό9quation 1.1) to be 1 
atm. 
 

¢ƘŜ ǾŀƴΩǘ IƻŦŦ Ǉƭƻǘ ŀƭƭƻǿǎ ŦƻǊ ŘƛǊŜŎǘ ŎƻƳǇŀǊƛǎƻƴ ƻŦ ŜȄǇŜǊƛƳŜƴǘ ǘƻ 

thermodynamic predictions from ǘƘŜƻǊȅΦ ¢Ƙƛǎ ƛǎ ōŜŎŀǳǎŜ ǘƘŜ ǾŀƴΩǘ IƻŦŦ Ŝǉǳŀǘƛƻƴ 

ÌÎ
Ў Ў

                               (1.1) 

for equilibrium pressure p, reference pressure p0Σ ŜƴǘƘŀƭǇȅ ŎƘŀƴƎŜ ɲIΣ Ǝŀǎ Ŏƻƴǎǘŀƴǘ wΣ 

ǘŜƳǇŜǊŀǘǳǊŜ ¢Σ ŀƴŘ ŜƴǘǊƻǇȅ ŎƘŀƴƎŜ ɲ{ ƻŦŦŜǊǎ ŀ ƭƛƴŜŀǊ ǊŜƭŀǘƛƻƴǎƘƛǇ ōŜǘǿŜŜƴ ǘƘŜ ƭƻƎ ƻŦ 

the pressure and the reciprocal of the temperature where άὙ (for slope ά) gives the 
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enthalpy change for charging from the metal to the metal hydride and ὦὙ (for y 

intercept ὦ) gives the entropy change for the same. 

During charging, a metal becomes a metal hydride via gas phase H2 adsorbing on 

the metal surface, dissociating into H atoms, and then diffusing into the metal to first 

create a solid solution of the metal with H dissolved in it and then, eventually, to form a 

metal hydride as this latter phase is seeded and begins to grow. A schematic showing 

the different stages in this process is shown in Figure 1.4. This discussion and associated 

figures follow the well-known thermodynamics presented by Schlapbach et al.21 

 

Figure 1.4. Rendering showing the phases found on the pressure-composition isotherms 
(Figure 1.3(a)ύ ǘƘŀǘ ƭŜŀŘ ǘƻ ǘƘŜ ǾŀƴΩǘ IƻŦŦ Ǉƭƻǘ όFigure 1.3(b)). 

 

To facilitate further discussion, the next chapter will provide a brief background 

on the methods used within this thesis, including DFT, permitting quantum-mechanical, 

total-energy calculations required for thermodynamic and kinetic predictions, and 

theory for the NEB method. NEB is used to calculate minimum energy paths (MEP) along 
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the potential energy surface (PES). (Note that the PES is defined by the total energy of 

the system at each point in configuration space, i.e. each choice of positions for all 

atoms in the system; and the MEP is the steepest descent path along the PES from the 

activation barrier/saddle point we wish to find down to the basins containing the initial 

and final states.) We also include a section on the supercells used to establish the 

surfaces, defect structures (e.g., steps) and isolated nanostructures. This information 

will be relevant for understanding the figures in this dissertation. Note that the 

computational details (such as plane-wave kinetic energy cut-off or Brillouin zone k-

point mesh sizes) are not the same for the different supercells that represent different 

case studies. Therefore, we present the computational details for each of the case 

studies as they are covered in the subsequent chapters.  
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CHAPTER 2 

 

Theoretical Methods 

 

 

To assess computationally the viability of a hydrogen-storage system, total 

energies for configurations concomitant with the hydrogen desorption/adsorption 

process are required.28  DFT methods are well suited for such total-energy calculations, 

including PES estimation to assess kinetic barriers. How DFT leads to the electronic 

ground-state energy is addressed in many publications.29-33  My exposition here on 

obtaining the ground-state energy of a system using DFT follows that of Sholl et al.34  

After discussing DFT, we will turn to a discussion on NEB and to the theory behind the 

work we have done to find the activation energy of various H desorption mechanisms 

relevant to onboard discharge for the hydrogen storage system. The discussion on NEB 

follows Henkelman et al.35 and their instructions given for VASP TST Tools.36 That will 

lead to a brief section on relevant aspects of solid-state theory (drawing partly on 

Ashcroft and Mermin37, Rössler33, and Sholl et al34). Then, a short description is made for 

plane wave basis sets used by the DFT package (VASP) for calculating with energetics 

(enthalpies) and barriers. In that section, we will also touch upon pseudopotentials used 

in VASP for representing core electrons and nuclei. Finally, we will address a key 

concept, supercells, arising many times in the subsequent chapters used to establish the 
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surfaces, defect structures (e.g., steps) and isolated nanostructures. In particular, the 

present work addresses less common cases, such as non-ideal surfaces with steps and 

terraces that include catalytic dopants, where care has to be taken to exclude image 

effects from periodic boundary conditions (PBC), including images across a vacuum 

region. The concepts of defect density, slab density, and isolated nanocluster density 

(i.e., requisite vacuum size) will explain the need for the large supercells employed. 

 

2.1 DFT 

 IƻƘŜƴōŜǊƎ ŀƴŘ YƻƘƴΩǎ first theorem38 shows that the ground-state quantum-

mechanical energy can be uniquely determined via a functional of the electron density, 

n(r), having implicit dependence on the nuclei location ╡ , i.e., ὲ►Ƞ╡ . Their 

second theorem provides άthat the electron density that minimizes the energy of the 

overall functional is the true electron density corresponding to the full solution of 

{ŎƘǊƻŘƛƴƎŜǊΩǎ Ŝǉǳŀǘƛƻƴέ.  Therefore, a variational minimization of the energy functional 

with respect to electron density will provide the relevant electron density, when the 

energy from the functional is minimized.  Or, if the ground-state density were known, it 

could be plugged into the energy functional to calculate directly the ground-state 

energy.  The energy functional is 

% ɰ
üн
В ɰ᷿ᶻᶯɰÄÒ 6᷿ἺὲἺÄÒ Ḁ

Ἲ Ἲ

ȿἺἺȿ
ὨÒὨÒ %

% ɰ   (2.1) 

and the electron density for M electrons is given by 
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ὲἺ В ɰ ► .                                       (2.2) 

The terms in Equation (2.1) represent (from left to right) the electron kinetic energy, the 

electron-nuclear interaction, the electron-electron interaction, the nuclear-nuclear 

interaction, and the exchange-correlation functional. 

Relevant to the functional application of DFT, Kohn and Sham29 provided a way 

to move iteratively toward a converged value of n(r) by using the following set of 

equations until self-consistency is established: 

üн
ᶯҌ±όἺύҌ6 Ἲ 6 Ἲ ɰ Ἲ ʀɰ Ἲ,   (2.3) 

where, in particular, the Hartree (electronic) potential is 

6 Ἲ Å᷿
Ἲ

ȿἺἺȿ
ὨÒ.     (2.4) 

The first term is the kinetic energy operator; the second term is the potential 

representing the interaction between the [pseudo] electron under consideration and 

the nuclei/ions; the third term is the Hartree (electronic) potential, which is a solution of 

the Poisson equation, ɳ 6 Ἲ τʌʍἺ; and the last term is the DFT exchange-

correlation potential that approximates the effects of electron exchange and correlation 

and, potentially, corrects for the electronic self interaction introduced by the assumed 

form of the Hartree potential. 

Within DFT, the exchange-correlation functional Exc can be assumed to be 

dependent only on the local density (the local density approximation or LDA, as in the 

original Kohn and Sham paper)29 or, as is now more common, also include some non-

local corrections, dependent on the density and its spatial gradient, as used within the 
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Generalized Gradient Approximation (GGA) (PBE39; and PW9140).  More variants with 

greater complexity have been developed, such as hybrid functionals (Becke, B3LYP41) 

and LDA+U42,43 where a Hubbard U (on-site electronic repulsion energy) is added to the 

DFT Hamiltonian to include Coulomb correlation effects for localized electrons, 

ƛƳǇǊƻǾƛƴƎ ŘŜǎŎǊƛǇǘƛƻƴ ƻŦ IǳƴŘΩǎ ǊǳƭŜǎΣ ŦƻǊ ŜȄŀƳǇƭŜ. 

We use Perdew-Wang generalized gradient approximation (PW91)40 for the 

exchange-correlation functional. The same exchange-correlation functional has been 

used to predict hydrogen-storage reactions44 and structure45 that match observation. A 

report on GGA in VASP on many metal-hydrides, one of which was MgH2, showed that 

GGA yields results that compare well to experimental formation enthalpies.46 The bulk 

lattice parameters and formation energy (including zero-point (ZP) energy) for rutile 

MgH2 calculated in DFT-PW91, see Table 2.1, are in very good agreement with 

experiment47,48, other DFT44,49 and quantum Monte Carlo50,51 (in principle, exact) 

calculations. For structural energy differences at fixed stoichiometry, e.g., from 

relaxation or configurational changes, the effects of ZP energy effectively cancel 

(essentially because they have similar vibrational (environmental bond) character). 

Trends from PW91 versus size (cluster to bulk) without ZP energy are identical to QMC51 

but lower by ~10 kJ/mol-H2. Thus, with energy differences most important for assessing 

H-storage materials issues, the error is irrelevant. 

 

 

 



 

16 
 

 

 

 ZP System a (Å) c/a x ɲ9f  

(kJ/mol-H2) 

Expt.   4.50 0.669 0.304 75Ϟ 

DFT-PW91 

yes rutile bulk 4.51 0.668 0.304 52.7 

no rutile bulk    64.3 

no Mg31H62    70 

DFT-LDA yes rutile bulk    85.1* 

DFT-B97 yes Mg30H60    72.5** 

diffusion-QMC yes Mg31H62    77* 

 

Table 2.1.  Calculated and observed bulk lattice parameters and ŦƻǊƳŀǘƛƻƴ ŜƴŜǊƎȅ όɲ9f) 
with(out) ZP energy for rutile MgH2 ŀǘ л YΦ ɲ9

f for amorphous Mg31H62 is also given. ϞSee 
Ref. 48, this is an average desorption enthalpy at 683 K.  *See Ref. 51. **See Ref. 52 

 

The other computational details are straight forward and often system-size dependent. 

Therefore, they will be presented as we show the results in the following chapters. 

 

2.2 Potential Energy Surfaces and the Nudged Elastic Band Algorithm 

The initial and final states of the reaction of interest are both relaxed at 0 K to a 

local minimum using the conjugated gradient method. The atomic coordinates of the 

initial and final configurations will be denoted by ► and ► , respectively. The 

dimension of an image-vector ► is 3N, with N being the number of atoms involved in the 

reaction. For a j+1 image run, images ►ȟȣȟ► are updated during the NEB calculation. 
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These intermediate images provide information on atomic configurations representing 

the operative mechanism to progress the system from the initial to final states (in 

particular, desorption of 2H from surface to vacuum as H2). The initial guess of the 

images ►ȟȣȟ► are made in the following way. The nth image is initialized with 

► ὲ
► ►

. For a j+1 image run, the range of n goes from 1 to j and makes up the 

structures that are updated during the NEB run according to the three equations that 

follow. 

╕ ╕ ᴁ Ὁ ►       (2.5) 

Equation 2.5 shows that the forces on the atoms in the nth image are made from two 

contributions.  One contribution is the spring forces of Equation 2.6 ς in the ὸǶ direction 

(parallel to the band): 

╕ ᴁ Ὧȿ► ►ȿ ȿ► ► ȿ◄.                (2.6) 

The other contribution to the overall NEB force is the projection of the gradient of the 

energy from the electronic problem onto the direction normal to the band 

Ὁ ► Ὁ ► Ὁ ► Ͻ◄ ◄.              (2.7) 

The spring force contribution (╕ ᴁ) prevents the images from collapsing into the 

valleys of the initial and final configurations. The projected gradient force (Ὁ ► ) 

causes the images to relax from the faces [of maxima] adjacent to the saddle point of 

interest and onto the minimum energy pathway (the path of steepest descent into the 

valleys on either side of the saddle point).53 Figure 2.1 shows the directions of the 
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vectors in Equations 2.5 through 2.7 for a schematic representing a particular 

generalized potential energy surface and image/band placement. 

 

 

Figure 2.1. This is meant to give a clear picture of a non-converged path -K in pane (a)- 
relative to a converged minimum energy path -L in pane (a)- and a feeling for the 
different forces on an image as shown in pane (b). This is, of course, not drawn from 
data from a real system and so directions such as normal to a contour curve are not 
rigorous in the schematic.  Figure follows schematic for the same forces in the NEB 
section of Sheppard et al.53 

 

Figure 2.1 uses a schematic representative of the system hypersurfaces to show 

an example of the forces in an NEB run. Path L shows a minimum energy path from a 

saddle point to two basins. Path K represents a non-converged path from the middle of 

an NEB. Pane (b) of the Figure shows the forces on image 1 that the algorithm would 

enforce in order to make path K move toward path L. Note that the art used in pane (b) 

does not contain perfect geometric correspondence to the art in pane (a). In this 
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schematic the contour plot suggests 3N-1 dimensional equipotential hypersurfaces. The 

points represent images between the initial and final state. The forces update the 

positions of the atoms in each image so that the path eventually converges to the 

minimum energy path. 

We have used the climbing-image NEB algorithm35 that uses the above NEB 

formalism with the following modification. The image found to have the highest energy 

after the first several updates of ionic positions is taken to be the climbing image 

(labeled ὲ  below). The following equation is used to force that image to climb 

upward along the band to the saddle point. 

╕ Ὁ ► ςὉ ► Ͻ◄ ◄     (2.8) 

Note that Equation 2.8 causes image ὲ  to drift toward the local maximum along the 

◄  direction, the direction in which the saddle point provides a local maximum at the 

activation energy (i.e., it identifies the transition state barrier). 

 

2.3 Solid-State Basics 

Given three translation vectors  

Ⱳ В ὥ●ȟ   Ὥɴ ρȟςȟσȟὥᶰᴙ                                  (2.9) 

a Bravais lattice can be defined as  

╛ В ὲⱲȟὲȟὭɴ ᴚ  ,                                         (2.10) 
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where ὲ ƛǎ ŀƴ ώқΣоϐ ƳŀǘǊƛȄ ǘƘŀǘ ƎŜƴŜǊŀǘŜǎ ŀƭƭ ǇŜǊƳǳǘŀǘƛƻƴǎ ƻŦ ƛƴǘŜƎŜǊ ǘǊƛǇƭŜǘǎ ŎŀǳǎƛƴƎ ╛ 

to fill ᴙ  with linear combinations of Ⱳ. Now, for points in space, ►, surrounding a 

particular lattice point ╛, 

ȿ► ╛ȿ ► ╛ ȿȟᶅὮɴ ᴚȟὭ Ὦ                                    (2.11) 

defines a set of points known as the Wigner-Seitz cell (or, more generally, convex 

Voronoi polyhedra that can have differing inscribed sphere radii54) of the lattice. It is 

clear that contiguous non-overlapping Wigner-Seitz cells will fill ᴙ . We will populate 

the space with atomic positions: 

║ В ὦⱲȟὦɴ ᴙ  ,                                            (2.12) 

where Ὧ labels each atom in the system. Then, the full crystal structure is: 

╒ ║ ╛ȟᶅὭȟὯ.                                                     (2.13) 

Now we will take three new translation vectors  

Ⱨ В Ὠ●ȟ   Ὥɴ ρȟςȟσȟὨᶰᴙ                                    (2.14) 

and use them to create a second lattice 

╘ В ὲⱧȟὲȟὭɴ ᴚ  ,                                             (2.15) 

where the ὲ work the same as in Equation 2.10. Now, under the following restrictions:  

Ⱨ ς“
Ⱳ Ⱳ
                                                            (2.16) 

with cyclic permutations of ὭȟὮȟὯ, and ὺ ⱲϽⱲ Ⱳ , it then follows that 

ⱲϽ Ⱨ ς“  .                                                       (2.17) 
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Now, with the Ⱨ defined as in Equation 2.16, the new lattice, ╘, becomes the 

reciprocal lattice to the Bravais lattice ╛ (recall the Bravais lattice has basis Ⱳ). The 

Wigner-Seitz cell of the reciprocal lattice is known as the Brillouin zone. 

 .ƭƻŎƘΩǎ ǘƘŜƻǊŜƳ ǎǘŀǘŜǎ ǘƘŀǘ ǘƘŜ ǿŀǾŜŦǳƴŎǘƛƻƴ ƻŦ ǘƘŜ IŀƳƛƭǘƻƴƛŀƴ Ὄ
ᴐᶯ

ὠ► for a particle in a periodic potential, ὠ► ὠ► ╛ , can be written as 

ɰȟἳἺ ╛ Ὡ▓Ͻ╛ɰȟἳἺ.                                             (2.18) 

Recall that the ╛ vectors go from any point on the Bravais lattice to any other point on 

the Bravais lattice. This gives us explicit instruction on how to construct the phase factor 

Ὡ▓Ͻ► to change the wave function for a particle at one point in the crystal into the wave 

function for the same particle at a point separated by a linear combination of the 

Bravais lattice translation vectors from the original point. This suggests that if we know 

the wavefunction for a particle at all points within the Wigner-Seitz cell (or any other 

ǳƴƛǘ ŎŜƭƭ ŦƻǊ ǘƘŀǘ ƳŀǘǘŜǊΣ ŜǾŜƴ ŀ ƭŀǊƎŜ ŎŜƭƭ ƻǊ άǎǳǇŜǊŎŜƭƭέύ, we then know the 

wavefunction for that particle throughout the whole crystal. 

 

2.4 Plane Waves and Pseudopotentials 

! ǊŜǎǘŀǘŜƳŜƴǘ ƻŦ .ƭƻŎƘΩǎ ǘƘŜƻǊŜƳ ƛǎ 

ɰȟἳἺ Ὡ▓Ͻ►(91.2)                                                              Ἲ▓ 

where Ἲ▓ ╛Ἲ▓ . To see that Equation 2.19 is equivalent to Equation 2.18, 

rewrite 19 as Ὡ ▓Ͻ╛ɰȟἳἺ ╛ ɰȟἳἺ and introduce a common factor to both 

sides: Ὡ ▓Ͻ►Ὡ ▓Ͻ╛ɰȟἳἺ ╛ Ὡ ▓Ͻ►ɰȟἳἺ. Writing this in a more suggestive way: 



 

22 
 

Ὡ ▓Ͻ►ɰȟἳἺ Ὡ ▓Ͻ►╛ɰȟἳἺ ╛ ,                                       (2.20) 

it is now clear that the left hand side of Equation 2.20 is equivalent to morf Ἲ▓ 

Equation 2.19. So apparently, from viewing Equation 2.20, egnahc ton seod Ἲ▓ 

when a linear combination of lattice vectors is added to its input r. 

 We can now expand ecnis tuB .(►Ͻ▓Ὡ) sevaw enalp fo sisab etelpmoc a ni Ἲ▓ 

eht fo tnemele hcae esoohc lliw ew ,ecittal eht fo yticidoirep eht evah tsum Ἲ▓ 

plane wave basis to itself be a plane wave that has the periodicity of the lattice. Note 

that in Equation 2.21 we have done just that by using ╘, the reciprocal lattice vectors, in 

the exponentials. This is because, according to Equation 2.17, Ὡ╘Ͻ►╛ Ὡ╘Ͻ►. By 

doing this, it follows immediately that a linear combination of these plane waves must 

have the desired periodicity. 

Ἲ▓ В ὥ╘
▓Ὡ╘Ͻ►╘                                                        (2.21) 

Substituting this expansion of  evah ew 91.2 noitauqE otni Ἲ▓ 

ɰȟἳἺ В ὥ╘
▓Ὡ▓ ╘Ͻ►╘  .                                                   (2.22) 

Because each basis function is a plane wave with kinetic energy 
ᴐ
▓ ╘ , for 

practical calculations in VASP, we choose a kinetic energy cut off Ὁ   and only terms 

for Equation 2.22 where  
ᴐ
▓ ╘ Ὁ   are used by VASP for expanding the 

orbital.55 

Clearly plane waves are not an efficient way to represent the core electrons near 

the nucleus that are well represented by atomic orbitals for a central potential. To avoid 

the need for a tremendous number of plane waves to represent the core electrons, 
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pseudopotentials are used to represent the presence of the core electrons and the 

nuclei. The core electrons are so tightly bound that they are mostly unaffected by the 

interatomic chemistry of a solid. Therefore, in plane-wave DFT the valence electrons are 

treated quantum mechanically and a Hamiltonian is constructed with valence electrons 

are interacting with one another (via a mean field) and with an array of 

pseudopotentials (effectively ions where the nucleus is shielded by the core electrons56). 

Needless to say, this simplification saves computational time relative to full-potential 

linearized augmented plane wave (FLAPW) calculations,57 in which all of the electrons 

are treated quantum mechanically (so-called all-electron method). With a large energy 

cut-off the accuracy of DFT calculations with pseudopotentials in many cases will not be 

limited by the pseudopotential, rather by the choice of the exchange correlation 

functional).56 Finally, having a plane-wave basis set is a good choice for valence 

electrons in a periodic array of ions, but, an even better choice for the treatment of 

vacuum regions (think of the superposition of plane waves creating the [wave-packet] 

wave function that solves the quantum free particle problem: 

ɰØȟÔ ρ
Ѝς“
᷿ ὧὯὩ ●  

ᴐ

ὨὯ;58 local functions such as gaussians or spherical 

harmonics would be a very expensive way to represent states in vacuum). 

 

2.5 Supercells for bulk, semi-infinite surfaces, and nanoparticles 

The Born-von Karman boundary conditions can be applied to many copies of a 

cell so that if, for example, we take C copies of the cell for large C to create a 
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macroscopic sample, then an edge of the macroscopic sample can be mapped to the 

opposite edge so the space of the problem becomes cyclic. To enforce this condition we 

must have the same result for a given point in the space after a full cycle through the 

space which brings us back to the same point. Taking ὅ to be the number of copies of 

the translation vector Ⱳ needed to return to the same point implies:  

 ɰȟἳἺ ὅⱲ Ὡ▓Ͻ Ⱳɰȟἳ►= ɰȟἳ► .                                     (2.23) 

This means that, to enforce the constraint, we must choose ▓ such that 

Ὡ ▓ϽⱲ ρ.                                                                        (2.24) 

Expanding ▓ in the basis of the reciprocal space lattice vectors we have 

▓ В ὨⱧ░  .                                                                      (2.25) 

Then, enforcing Equation 2.20 to make 2.19 hold, we have 

ὅὨς“ ὰς“ȟὰᶰᴚ  .                                                              (2.26) 

Equation 2.25 asserts the obvious fact that for a choice of Ὥ ρȟςȟσ we must have the 

product of ὅὨ come out to be an integer for Equation 2.24 to hold. The subscript, Ὥ, in 

ὰ is just an artifact that says we must have an integer for the product ὅὨ and we are 

naming it ὰ. But now we have: 

Ὠ ; ὰȟὅᶰᴚȠ ὅḻρ                                                          (2.27) 

and one can see that for a macroscopic crystal, when ὅḻρ, the allowed values for 

▓ В ὨⱧ░  approach a continuum.  

With this formalism in mind, it is easy now to picture a cell that is repeated many 

times, schematically shown in Figure 2.2, or the stepped surface discussed later, shown 

in Figure 2.3. Note that VASP will actually treat the external potential (the effective 
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potential that an electron feels due to not only the pseudopotentials but also the 

vacuum region) of the full supercell as the periodically repeating potential addressed by 

.ƭƻŎƘΩǎ ǘƘŜƻǊŜƳΦ ¢Ƙƛǎ Ƴŀȅ ŀǇǇŜŀǊ ǎǳǊǇǊƛǎƛƴƎ ŀŦǘŜǊ ŎŀǊŜŦǳƭƭȅ ƛƴǘǊƻŘǳŎƛƴƎ ǘƘŜ άŎƭŜŀƴέ ŀǊǊŀȅ 

of nuclei in the Bravais Lattice as the periodic potential to picture whŜƴ ŘŜǊƛǾƛƴƎ .ƭƻŎƘΩǎ 

theorem. However, the external potential through the whole supercell is, in fact, one 

that repeats (see Figures 2.1 and 2.2) and, therefore, the orbitals do obey ɰȟἳἺ

╛ Ὡ▓Ͻ╛ɰȟἳἺ. Now ╛ takes a test point from a given point in one supercell to the 

same point in a neighboring supercell. 
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Figure 2.2. (a) Schematic showing two copies of a supercell. One supercell is made up of 
a 10 bilayer (atomic layer of red atoms plus atomic layer of white atoms) slab and a 
vacuum region above it containing no atoms. The PBCs create an infinite array of 
contiguous supercells in all directions. (b) Supercell translations vectors „, and supercell 
shown (atoms not explicitly shown to encourage focus on supercell translations). Placing 
the origin of the supercell as shown, the full system generated under periodic boundary 
conditions represents copies of the supercell at ὥ„ ὦ„ ὧ„ȟὥȟὦȟὧᶰᴚ. 
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Figure 2.3. Effect of PBC. Two of the three vectors (black arrows) that make up the 
supercell; the third supercell translation vector is normal to the paper. A 2x2 extension 
of the supercell is shown. RŜŘ ŎƛǊŎƭŜǎ ŘǊŀǿ ŀǘǘŜƴǘƛƻƴ ǘƻ ǘƘŜ ǘǊŀƴǎƭŀǘƛƻƴǎ ǳǎŜŘ ǘƻ άŎŜƴǘŜǊέ 
the steps for viewing. Note the single H2 molecule in the supercell, in vacuum. 

 

The phase factor Ὡ▓Ͻ╛ ŦǊƻƳ .ƭƻŎƘΩǎ ǘƘŜƻǊŜƳ όEquation 2.18), which is the only 

change in the wave function from one cell to another, disappears when evaluating 

probability. Therefore, the spatial distribution probabilities and energies of the electrons 

do not change from cell to cell. When we present results for a supercell (for example, 

energy per cell) we are presenting results for a full system.  
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 Similarly, when we create a slab to model a surface, we must create a supercell 

that has a large amount of empty space in the direction normal to the slab so that 

charge from the top of the slab does not interact with charge from the bottom of the 

slab above it. Often we freeze the bottom layers of such a slab at their bulk locations. 

We are only studying surface at the top of our slab; the bottom of the slab is meant to 

model infinite bulk, hence the motivation for freezing the bottom layers in bulk 

positions. Alternatively, one can treat both ends as surface models and enforce the 

frozen bulk position condition on the layers in the center of the slab. However, we chose 

the former to favor small system size over the possible symmetry benefits that come 

from double surface slabs, which can be lost during simulated annealing.  

Convergence can be tested by increasing the size of the vacuum region until a 

property such as the surface energy or desorption energy of a particle off the surface 

converges, suggesting that there is negligible interaction between the slabs. We also 

must test that the slab is sufficiently thick that the bottom layers can be frozen in bulk 

positions, the middle layers can relax, and the top layers can properly model the semi-

infinite surface. The tests for convergence with respect to slab thickness are similar: 

increasing the thickness of the slab until surface energy or desorption energy from the 

surface are converged. 

 When we model a single nanostructure, we must create a large amount of 

vacuum space in all directions surrounding the nanostructure so that no charge wraps 

around and interacts with charge from the opposite side of the system. Bȅ άƭŀǊƎŜέ ǿŜ 

mean that the supercell has become large enough that making it any larger would not 
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change the energies involved. As results are presented we will describe the details of 

the supercell size and where the vacuum region is. This will simultaneously inform the 

reader as to what type of system we are modeling. 

In many of the following calculations, we present a supercell with 149 Mg, 1 Ti, 

and 300 H. Note that similar considerations apply to this situation. Placement of the 

catalytic dopant might cause a certain amount of local reconstruction and this Ti 

environment will in fact interact with its own image (the same Ti environment in the 

neighboring supercell) if the supercell is not big enough. Placing a dopant in a smaller 

supercell effectively models a higher dopant concentration. In our example, we have 

less than 1 atomic % Ti. 

Finally, a word about references to hydrogen used throughout the text; we have 

ƻŦǘŜƴ ǳǎŜŘ I ǿƛǘƘƻǳǘ ά Ψs ά ŜǾŜƴ when we wish to invoke the plural. Please be aware 

that the price for the less cumbersome notation is awareness that the context will make 

clear if we mean one H or many H. 

 

2.6 Conclusion 

With this background in place, we now go on to explore the thermodynamics 

and kinetics of candidate hydrogen-storage systems. We have done comprehensive 

simulated annealing to find the most relevant structures for MgH2 surface both with and 

without step and kink sites and with and without catalytic dopants. Exhaustive searches 

were performed for favorable reaction mechanisms for H desorption, exploring different 

spin degrees of freedom along the way (with Ti present as a catalytic dopant) to see if 
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there are H coordination number (and concomitant magnetic moment) changes in the 

material during desorption mechanisms. We have studied MgH2-based nanostructures 

and found interesting geometries not reported in the literature to date. We did 

statistical analysis on the nanocluster to see how the pair correlation nearest-neighbor 

distance for the nanocluster compared to the bulk nearest-neighbor distance. We 

explain that there are no size (nano versus bulk) effects on the thermodynamics when 

going from semi-infinite surface to nanoclusters of MgH2. Additionally we have studied 

density of state to determine the electronic-structure basis behind the site preference 

of Ti on the stepped surface. Details on all of these results follow in the subsequent 

chapters. 
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CHAPTER 3 

 

Surface and particle-size effects on H2 desorption from catalyst-

doped MgH2 

 

 

3.1  Introduction 

At 7.6 wt% H, magnesium hydride (MgH2) is a natural system to study in the 

search for an on-board solid-state H-storage material for fuel cell automobiles.59 

However, in light of the following U.S. Department of Energy (DOE) criteria, there are 

two immediate issues with MgH2 for such application. The DOE has set thermodynamic 

and kinetic targets for on-board hydrogen storage;6,19,60,61 the targets correspond to a 

hydrogen-desorption enthalpy of ~30 kJ/(mol-H2), and a hydrogen recharging time of 

under 5 minutes. The first issue, then, is that a temperature of 300°C is required for 

MgH2 and a solid solution of H in Mg to coexist under a gaseous H2 pressure of 1 bar, 

which, with the other temperature/pressure coexistence points, corresponds to a 

desorption enthalpy of 76 kJ/(mol-H2),
21,62 well above the desired target. Second, with a 

ƘȅŘǊƻƎŜƴ ǇǊŜǎǎǳǊŜ ƻŦ мл ōŀǊΣ ƛǘ ǘŀƪŜǎ Ϥрл ƳƛƴǳǘŜǎ ǘƻ ǊŜŀŎƘ ƘŀƭŦ ƻŦ aƎΩǎ ǎǘƻǊŀƎŜ ŎŀǇŀŎƛǘȅ 

at 300°C, well outside the target recharging time.63 Sufficient insight to tune the 



 

32 
 

thermodynamic and/or kinetic behavior of the MgH2 prototype (or related systems) 

compatible with H-storage material targets for automotive use remains open (see 

recent reviews11,60,64), and is the focus of the present study of equilibrium properties. 

Various directions have been explored for solid-state H-storage systems in 

efforts to meet the on-board H-storage targets. One approach is to develop either a 

means to destabilize the reactants (the fully hydrated solid in the tank) or to stabilize 

the products24,65 ς both serve to decrease the enthalpy of H2 release. However, with 

more exotic mixtures it becomes increasingly likely that unexpected intermediate 

species will appear during sorption reactions; one must watch for a particularly stable 

intermediate that impacts or prevents recycling.28 Also, including additives into energy-

dense storage systems creates a tradeoff between introducing heavy atoms and the 

high H-energy density.66 

A second approach adds new species to the system to improve the kinetics of H 

sorption.67,68 Here the same tradeoff applies between introducing heavy atoms and H-

energy density; of course, as the former goes up, the latter goes down. In practice, 

depending on the type of additive and its concentration, there might be an impact on 

the kinetics, on the thermodynamics, or on both. Finally, one can explore if any size or 

geometric changes in the storage material influences its thermodynamic or kinetic 

properties.66,69 

Here, to address some of the outstanding issues that remain for MgH2 

systems,11,64,70 we directly address H-desorption enthalpies, and the energetics for 
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breaking H-metal bonds within MgH2 with(out) catalytic dopants. To assess size effects, 

e.g., relevant to ball-milled samples, we report these results for stable nanocluster 

geometries (found via first-principles simulated annealing) and for semi-infinite bulk 

surfaces ς both on a terrace and step-edge. 

 

3.2  Computational Details  

We perform DFT total-energy calculations with the Vienna Ab-initio Simulation 

Package (VASP)71-74 employing a plane-wave basis-set and the projector augmented 

wave (PAW) method.75  We used a 400 eV kinetic energy cut-off and 8×8×12 (1×1×1, or 

ɱύ k-point mesh for bulk (cluster) calculations. For Mg31H62 clusters, calculations were 

done using a (20 Å)3 supercell with a minimum vacuum spacing of at least 5 Å. For all 

calculations, forces were converged below 0.02 eV/Å. Spin-polarized calculations were 

performed for systems with transition-metal dopants. Perdew-Wang generalized 

gradient approximation (PW91)40 was used for the exchange-correlation functional; the 

same has been used to predict hydrogen-storage reactions44 and structure45 that match 

observation. A study of GGA in VASP using many metal-hydrides, including MgH2, 

showed that this choice of exchange-correlation yields results that compare well to 

experimental formation enthalpies.46 The bulk lattice parameters and formation energy 

(including zero-point (ZP) energy) for rutile MgH2 calculated in DFT-PW91, see Table 2.1 

in chapter 2, are in very good agreement with experiment47,48 and other DFT44,49 and 

quantum Monte Carlo50,51 (which, in principle, are exact) calculations. For structural 
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energy differences at fixed stoichiometry, e.g., from relaxation or configurational 

changes, the effects of ZP energy effectively cancel. Trends from PW91 versus size 

(cluster to bulk) without ZP energy are identical to QMC51 but lower by ~17 kJ/mol-H2, 

see Figure 3.1. 
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Figure 3.1. Reprinted (adapted) with permission from Wu, Z. G.; Allendorf, M. D.; 
Grossman, J. C. J Am Chem Soc 2009, 131, 13918. Copyright 2009 American Chemical 
Society. 
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For simulated annealing, the following process was repeated iteratively. To 

explore the large configurational space for possible low-energy structures, we 

performed ab initio molecular dynamics (MD) for 200 steps with a time step of 10 

femtoseconds using the Nose-Hoover thermostat at 1000 K. All atomic masses were set 

to 195 a.u. to explore coordinate arrangements efficiently. Low-energy candidate 

configurations obtained from the potential energy versus time were fully relaxed at 0 K 

with proper masses. Low-energy configurations found in this way were then used as 

input for the next iteration, which provides reliable convergence towards lowest-energy 

structures.76 

To provide detail the simulated annealing process, the potential energy versus 

time result from such a run is shown in Figure 3.2. Configurations corresponding to 

energy minima from Figure 3.2 were then fully relaxed with their proper atomic masses 

at 0K. The lowest energy structure from the relaxation runs can be used to create 

another energy versus step graph, ultimately creating a routine that convergences 

towards the lowest-energy structures.76 
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Figure 3.2. Potential energy versus time for each configuration generated during ab 
initio MD. The minima (arrows) are candidate global minima. Sets of candidate 
structures are relaxed at 0 K and the lowest energy structure of a set can be used as the 
beginning point of a new iteration. 

 

A semi-infinite surface slab was used to model rutile MgH2 (110) surface, which 

can be viewed as the stacking of H-Mg-H trilayer (TL) units in the <110> direction; three 

TLs were used.  All of these (110) surface calculations were done in a (4×2) supercell 

with atoms in the bottom TL fixed to their bulk-terminated positions. The vacuum 

spacing between the neighboring slabs is at least 12 Å. The dipole energy correction for 

the rutile MgH2 (110) surface was negligible at 0.06 meV. 

Simulated annealing was applied to search for low-energy reconstructed 

configurations for Ti-doped MgH2 (110) surface. We found a low-energy structure with a 

triplyςbonded surface H (the Ti was swapped with Fe after annealing).76  For the step 

edge, a (4×2) supercell containing 5 TLs was used.  No atoms were frozen and the step 

was created by the intersection of a (110) terrace and an (001) surface. The vacuum 
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spacing on the step edge is 13 Å. The simulated annealing procedure was critical in 

finding low-energy stable configurations for desorption calculations. 

For bulk-terminated Mg31H62 the inner part of the cluster has a rutile structure, 

and the surface had additional H added to saturate the dangling bonds and maintain the 

proper stoichiometry. Simulated annealing on this structure reveals that it is unstable to 

the amorphous cluster. 

For clusters, all single-site H-desorption energies reported were calculated as  

ЎὉ ὉὓὫ ὢὌ ὉὌ ὉὓὫ ὢὌ  ,    (3.1) 

where X = Mg, Ti, or Fe. For the cluster, n is 31; for the semi-infinite (step edge) surface 

supercell with periodic boundary conditions, n is 48 (80). Depending upon the number 

of the local H-to-metal bonds, H-desorption energy can be significantly different. The 

bulk formation energy (see Table 2.1 in chapter 2) is calculated as 

ЎὉ Ὁ ὓὫ ὉὌ Ὁ ὓὫὌ .             (3.2) 

Table 2.1 in chapter 2 also shows the total H-desorption energy for Mg31H62 calculated 

from 

ЎὉ ὉὓὫ σρὉὌ ὉὓὫὌ .    (3.3) 

Wagemans et al.52 reported a DFT value with ZP energies of 70 kJ/(mol-H2) for complete 

desorption from Mg30H60, roughly that for bulk MgH2, see Table 2.1 in chapter 2. We 

found a similar result for desorption (energy difference). We also confirmed a less than 

12 kJ/(mol-H2) effect from ZP energies on bulk MgH2. As such, to avoid the 

computational cost for each such calculation, we report our results without ZP energies. 
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3.3  Results 

To understand the controlling factors for hydride recycling properties, we 

present the effect of size and doping on the H-desorption. To accomplish this, we first 

present results from semi-infinite surfaces in section 3.3.1, i.e., both a terrace (where H 

is bonded to multiple metal atoms) and a step (where H is bonded to one metal atom); 

then we present results from stable amorphous nanoclusters in section 3.3.2. In section 

3.3.3, we discuss the effects of size for (un)doped cases. In section 3.3.4, we discuss 

technical issues that result in spurious exothermic desorption energies when using 

finite, bulk-terminated clusters as representatives for stable nanoparticles, as done 

recently77 for (un)doped MgH2. In each section, we also address how dopants affect H-

desorption energy on cluster or semi-infinite surfaces.  

 

3.3.1  Desorption from Stepped Surface 

To explore effects of size when moving to nanoscale MgH2, we need semi-infinite 

surface results as a reference. Du et al.78 have studied H-desorption on MgH2(110), but 

not for stepped surfaces, which is more relevant to experiment and nanoclusters 

exhibiting singly-bonded H. Therefore, we calculated the H-desorption energies from 

MgH2 step edge formed between a (110) and a (001) surface, see Figure 3.3, with H 

singly-bonded to Mg. Before H-desorption the curved arrows on the stepped structure 

indicate how two singly-ōƻƴŘŜŘ IΩǎ ŀǊŜ ƻǊƛŜƴǘŜŘ ǘƻ ŎǊŜŀǘŜ ŀ ǎǘŀōƭŜ ǎǘŜǇ ŜŘƎŜΦ  ¢ƘŜ 

second (110) terrace is formed by a step-translation vector of the lower terrace.  The H-

desorption energy for the singly-bonded H on this step edge is 140 kJ/(mol-H2). 
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A doubly-bonded H exists on the lowest-energy (110) surface of MgH2, the 

terraces of a stepped surface. Figure 3.4 shows a doubly-bonded H leaving from 

(un)doped (110) surface, with desorption energies of (231) 193 kJ/(mol-H2). 

 

 

 
Figure 3.3. Before (left) and after (right) desorption of a singly-bonded H from the 
(110)/(001) step edge for rutile MgH2, from a (110) surface and (001) orthogonal face. 
Green (white) spheres stand for Mg (H) atoms. Pictured is a 480-atom [double] supercell 
generated with one cell-translation vector to show the step.  The (4×2) supercell is 5 TLs 
deep with 50% coverage, via bridging H sites. Curved arrows before desorption show 
where two singly-ōƻƴŘŜŘ IΩǎ ǿŜǊŜ ƳƻǾŜŘ ǘƻ ŎǊŜŀǘŜ ŀƴ ƛƴƛǘƛal stable structure that does 
not collapse during H-desorption. Circled H was removed to create the final state.   
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Figure 3.4. Desorption of a doubly-bonded H from (110) surface of MgH2 (a) undoped 
and (b) Ti-doped (red atom).   
 

We find a triply-bonded H on the Fe-doped reconstructed (110) surface, Figure 

3.5, yielding a H-desorption energy of 199 kJ/(mol-H2). We have reported elsewhere 

testing showing the preference for a Ti dopant to occupy a surface site on MgH2 

surface.79 Dopants on surface sites allow comparison to H-desorption from a doped (93 

atom) nanocluster. For Fe-doping, we used a Ti-doped simulated-annealing result, 

replaced Ti by Fe, and then performed a full ionic relaxation. As we show below, triply-

bonded H is also found in Fe-doped amorphous Mg31H62.  For the step edge and terraces 

on rutile (110) surfaces, we synopsized the (un)doped H-desorption energies in Table 

3.1 for each bonding configuration. 
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Figure 3.5. Desorption of a triply-bonded H from a Fe-doped (orange) MgH2 (110) 
surface.  
 

  Semi-infinite 

surfaces 

Amorphous  

cluster 

Bulk-

terminated 

cluster 

MgH2 s 140* 148 143** 

d 231 252, 240, 231, 260 unstable 

Ti-doped MgH2 d 193 188 unstable 

Fe-doped MgH2 t 199, 255 208, 234 unstable 

 

Table 3.1.  ЎὉ  in kJ/(mol-H2) for singly- (s), doubly- (d) or triply- (t) bonded H in semi-
infinite surfaces, step edges*, and clusters of (un)doped MgH2. Ti-doping significantly 
reduces the doubly-bonded H-desorption energy. Bulk-terminated (mostly unstable) 
clusters were explored by Larsson et al.77 **Only case of H-desorption not inducing 
significant structural change in unstable bulk-terminated cluster (see 3.3.4). 
 

3.3.2  Globally stable amorphous clusters 

The stable Mg31H62 clusters found via simulated annealing tend to have 

interesting amorphous structures, as found here and in another group.80 Figure 3.6, a 
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simulated annealing result, shows four different views of a Mg31H62 amorphous cluster 

(one with a singly bonded H that will be compared to the singly bonded H at a step). This 

Mg31H62 amorphous structure is 4.86 eV lower than its bulk-terminated counterpart, see 

section 3.3.4Φ  hōǎŜǊǾŜ ǘƘŀǘ ǘƘŜ ŎƭǳǎǘŜǊ Ƙŀǎ άŎǊƻǿƴǎέ ǘƻǇǇƛƴƎ ƻŦŦ άǇƻŎƪƳŀǊƪǎέ ƻƴ ǘƘŜ 

surface of the particle.  For recharging, assuming an amenable time scale and inclusion 

of necessary catalytic dopants, the positive curvature of the pockmarks ς in this or 

related structures ς may provide helpful steric influences on the H2 absorption.  

We highlighted several of the crowns in Figure 3.6.  Although the pockmarks 

have no symmetry and the overall structure certainly appears amorphous, the local 

structure (focus on a single surface H) reveals a doublyςbonded bridging H not unlike 

that found for the doublyςbonded H on the MgH2(110). The local rutile bonding feature 

is preserved even in the amorphous structure.  The calculated Mg-H pair distribution 

function for Mg31H62 shows Mg-H bond lengths between 1.731 and 2.78 B, with an 

average value of 1.96 B, versus 1.869 B for the bulk rutile. 

The Mg-H pair distribution function is shown in Figure 3.7 for the amorphous 

Mg31H62 cluster with ὶ ὶ τȢσB.  The first nearest-neighbor shell is clearly visible 

and 2.68 Å was taken as the cut-off distance for the Mg-H bond lengths. Mg-H bond 

lengths for the cluster are between 1.7 and 2.7 B, compared to 1.869 B for the bulk 

rutile structure. 
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Figure 3.6. Four different doubly-ōƻƴŘŜŘ IΩǎ ƛƴ aƎ31H62 from simulated annealing. 
ά/Ǌƻǿƴǎέ ƻƴ ǘƘŜ ǎǳǊŦŀŎŜ ŀǊŜ ƛƴŘƛŎŀǘŜŘ όǊŜŘ ƭƛƴŜǎύ ǿƛǘƘ ǘƘŜ ŘŜǎƻǊōƛƴƎ I όǊŜŘ ŎƛǊŎƭŜύ ŀƴŘ 
the two Mg initially bonded to the desorbing H atom (black circles).  Different geometric 
ŜƴǾƛǊƻƴƳŜƴǘǎ ƻŦ ǘƘŜ ǘǿƻ aƎ ŀǊŜ ǊŜǾŜŀƭŜŘ ōȅ ŘƛŦŦŜǊŜƴǘ άŎǊƻǿƴǎέ ƻƴ aƎ31H62, (i.e., 4-7 
membered rings of Mg). Coordinates are provided in Appendix A (section A.2); viewing 
ǎƻŦǘǿŀǊŜ ƛǎ ǊŜǉǳƛǊŜŘ ǘƻ ŀǇǇǊŜŎƛŀǘŜ ǘƘŜ ŘŜǇǘƘ ƻŦ ǘƘŜ άǇƻŎƪƳŀǊƪǎέΦ  ό¢ƘŜ ŘƛǎǘǊƛōǳǘƛƻƴ ƻŦ 

ЎὉ associated with these four H are in Figure 3.11 and Table 3.1). 

 






























































































































































