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Introduction

In Chapter I, I shall define a function of one real variable, and discuss continuity and discontinuity, giving examples to illustrate a continuous function and the different kinds of discontinuous functions.

In Chapter II, I shall define a derivative, give a brief historical sketch of its development, and discuss the conditions necessary for the existence of a derivative.

In Chapter III, I shall give examples of functions which are continuous but do not have a derivative at a single point or a finite number of points. Then show, through the so-called condensation of singularities, how this property can be made to exist at an infinite number of points, and finally present examples which have not a derivative at any point in an interval.

In Chapter IV, I shall take up
the geometrical representation of continuous functions, which at no point possess a derivative and treat them according to methods used by Steinitz and Peano.
Chapter I.
Continuity and Disccontinuity

31. Definition of a function of a real variable: \( y \) is a function of \( x \) within a given interval, if for every value for which \( x \) is defined there exists a definite value of \( y \) depending upon \( x \). Thus, \( y \) cannot be considered as a function of \( x \) if we know only,

\[
y = \sin \frac{1}{x}
\]

in an interval which contains the point \( x = 0 \); for it has no definite value at this point. It would, however, be a function of \( x \), if we had said,

\[
y = \sin \frac{1}{x}, \text{ for } x \neq 0
\]

\[
y = 0, \text{ for } x = 0.
\]

For \( y \) would then possess a definite value for every value of \( x \) within the interval.

32. Condition for Continuity at a Point: If \( f(x) \) has a definite value for every value of \( x \) in the interval,
which we shall call \((x, \beta)\), we say it is a continuous function \(y = f(x)\) at the point \(a\), or for \(x = a\), at which its value is \(f(a)\), if for every arbitrarily small positive number \(\delta\) different from zero, there exists another positive number \(\epsilon\) such that for every value of \(\delta\) numerically smaller than \(\epsilon\), we have

\[
|f(a + \delta) - f(a)| < \delta.
\]

This can be shown geometrically as follows:

Let the curve represent \(f(x)\). If we choose any arbitrarily small value \(\delta\) and lay it off from \(f(a)\) on the perpendicular to the \(x\) axis, then we must be able to choose some \(\epsilon\), such that the difference in the lengths of the lines representing \(f(a + \delta)\) and \(f(a)\), is less than the distance \(\delta\).

In other words, \(f(x)\) is a continuous function for \(x = a\), if
\[ f(a + h) = f(a) \]
where \( h \) is an arbitrarily small positive number. Then \( f(x) \) is a continuous function for \( x = a \), if
\[ f(a + h) - f(a) \]
and \[ f(a - h) - f(a) \]
can be made as small as we choose. Or \( f(x) \) is a continuous function for \( x = a \), if the limits of the values of \( f(x) \) right and left of the point \( a \) are equal to \( f(a) \).

Example: Given the function
\[ y = x \sin \frac{1}{x} \text{ for } x \neq 0 \]
\[ y = 0 \text{ for } x = 0. \]
This is a continuous function at the point \( x = 0 \) for
\[ \lim_{\delta \to 0} (x + \delta) \sin \left( \frac{1}{x + \delta} \right) = 0 \cdot \sin \left( \frac{1}{x} \right) = 0. \]

3. Continuity of a function in an interval. If the function \( f(x) \) is continuous at every point in the interval \((a, b)\), it is said to be continuous in the interval.
Example: Given the function

\[ y = \sin x. \]

This function is continuous in the interval

\[ 0 \leq x \leq \frac{\pi}{2}. \]

For

\[ \frac{1}{\delta} \sin (x + \delta) - \sin x = \frac{1}{\delta} \left( \sin x \cos \delta + \cos x \sin \delta \right) \]

\[ - \sin x \]

\[ = 0. \]

§ 4. Discontinuity of a function at a point. The function \( f(x) \) is discontinuous at the point \( a \), if for an arbitrarily small positive value \( \delta \) there exists no positive value \( \varepsilon \) such that for \( \delta \), numerically smaller than \( \varepsilon \),

\[ |f(a + \delta) - f(a)| < \varepsilon. \]

As \( f(x) \) is discontinuous if the value \( f(a + \delta) \) right of \( a \) and the value \( f(a - \delta) \) left of \( a \) have no definite limits as \( h \to 0 \). Or if they have definite limits and these limits are different on the two sides of \( a \). Or if the limits right and left are definite and equal but different from \( f(a) \).
If $a$ is one of the end points of the interval, we can speak only of the continuity or discontinuity on one side of the end point, and therefore consider only $f(a+h)$ or $f(a-h)$.

§ 5. Discontinuity of a function to the right or left of a point. If the point $a$ is a point at which $f(x)$ is discontinuous and the value $f(x)$ on one side of $a$ has $f(a)$ for its limit, but on the other side the value $f(x)$ has no definite limit, or has a definite limit different from $f(a)$, we say that $f(x)$ is continuous on one side of $a$, to the right or left and discontinuous on the other, viz. to the left or right.

Example: Given the function

\[ f(x) = \begin{cases} 1, & \text{for } x < 1 \\ 0, & \text{for } x \geq 1 \end{cases} \]

Then $f(x)$ is continuous to the right of the point 1 and discontinuous to the left.
36. Discontinuity of the first kind. - If the point $a$ is not an end point of the interval $(x, b)$ and the limits of $f(x + h)$ and $f(x - h)$ are definite and equal to $f(a)$, but different from $f(a)$, then the continuity of the function can be restored by taking the value of $f(a)$ to be $\infty$.

Example: - Given the function

$$f(x) = \sum_{n=0}^{\infty} \sin^2 x \cos^2 x,$$

for all values of $x$ in the interval $0 \leq x \leq 2\pi$. The function is discontinuous at the points $0, \pm \pi, \pm 2\pi$; for $f(x) = 1$ for all values of $x$, except $x = 0, \pm \pi, \pm 2\pi$, for which $f(x) = 0$.

We can, however, restore the continuity of the function at these points by defining our function as follows:

$$f(x) = \sum_{n=0}^{\infty} \sin^2 x \cos^2 x$$

for all values of $x$ in the interval $0 \leq x \leq 2\pi$, except for $x = 0, \pm \pi, \pm 2\pi$, and for these values $f(x) = 1$. 
If a discontinuity of \( f(x) \) takes place on one side of the point and this discontinuity is such that the value of \( f(x) \) has a definite limit on this side of the point, the discontinuity is said to be of the first kind. (Simi p. 57.)

Discontinuities which can be removed by changing the value of the function at the point are always of the first kind on both sides of the point.

37. Discontinuity of the second kind. — If a discontinuity occurs on one side of the point \( a \) and this discontinuity is such that the value of \( f(x) \) has no definite limit on this side of the point, the discontinuity is said to be of the second kind. For example, if on one side of the point \( a \), \( f(x) \) makes an infinite number of oscillations of a given amplitude, we have a discontinuity of the second kind right or left of the point, since \( f(x) \) has no definite limit.

Example: Given the function

\[
    f(x) = \sin \frac{1}{x-a} \quad \text{for } x \neq a
\]
\( f(x) = 0 \), for \( x = 0 \).

This function has a discontinuity of the second kind right and left of the point \( x = 0 \) and oscillates between \(+1\) and \(-1\) as \( x \to 0 \) from either side.

If the function \( f(x) \) is discontinuous at the point \( x \) which is not an end point of the given interval, it can be continuous on one side and have on the other side a discontinuity of either the first or second kind; or if it is discontinuous on both sides of the point, it can have on both sides a discontinuity of either the first or second kind, or on one side a discontinuity of the first kind and on the other, one of the second kind.

Example: Given the function

\[ f(x) = \frac{x^2 + \sin \frac{1}{x} + \sin \frac{1}{x}}{x^2 + 1}. \]

This function has a discontinuity, on the right of \( x = 0 \), of the second kind and is continuous on the left of \( x = 0 \).

(See Thesis of F. R. Smith '01)

Example: Given the function

\[ g(x) = \frac{1}{1 + e^{-x} + \sin \frac{1}{x} + \sin \frac{1}{x}}. \]
This function has a discontinuity of the first kind on the left of \( x = 0 \) and a discontinuity of the second kind on the right.

By changing the value of the function at the point in question the discontinuity can always be removed at least on one side if the discontinuity is of the first kind, but never if it is of the second kind. If the discontinuity occurs at an end point of the interval and is of the first kind it can always be removed by changing the value of the function at that point.

**8. Discontinuity in an interval.**

Functions may have discontinuities not only at a single point but also at a finite number of points, at an infinite number of points, and even at every point of the interval.

**Example:** Given the function

\[
 f(x) = \frac{1}{1 + \tan^{-1}(x)}.
\]

This function is discontinuous at as
large a number of rational points as we please, only that the number does not become infinite, and is continuous at every other point.

Example: Given the function

\[ f(x) = \sum_{n=1}^{\infty} \frac{\sin^2 nx}{n^2} \frac{\pi x}{L} \]

This function is discontinuous at every rational point and continuous at every irrational point.

Example: Given the function

\[ f(x) = \lim_{n \to 0} \left[ \frac{\sin^2 \pi x}{\sin^2 \pi(x+z^2)} \right] \]

For rational values of \( x \)

\[ f(x) = 0 \]

and for irrational values of \( x \),

\[ f(x) = 1 \]

The function is therefore discontinuous at every point.
Chapter II

Derivatives and the Conditions for their Existence

§ 1. Definitions - If \( f(x) \) is a function which is finite and continuous at every point of the interval \((x, \beta)\), and if \( x_0 \) is a point in this interval, and if \( \lim_{\delta \to 0} \frac{f(x_0 + \delta) - f(x_0)}{\delta} \) is finite and has a definite sign, independent of the sign of \( \delta \), then \( f(x) \) is said to have a definite, finite derivative at the point \( x_0 \). If however \( \lim_{\delta \to 0} \frac{f(x_0 + \delta) - f(x_0)}{\delta} \) is not determined, and independent of the sign of \( \delta \), then the derivative of \( f(x) \) at the point \( x_0 \) is said to be wholly indeterminate or not to exist. This includes...
several cases. (1) When the limit is finite but has no definite signs, that is, when \( \lim_{\delta \to 0} \frac{f(x_0 + \delta) - f(x_0)}{\delta} \) oscillates between finite limits in the neighborhood of \( x_0 \).

(2) When \( \lim_{\delta \to 0} \frac{f(x_0 + \delta) - f(x_0)}{\delta} \) oscillates between infinite limits.

(3) When \( \lim_{\delta \to 0} \frac{f(x_0 + \delta) - f(x_0)}{\delta} \) is finite and definite but different for positive and negative \( \delta \).

(4) When \( \lim_{\delta \to 0} \frac{f(x_0 + \delta) - f(x_0)}{\delta} \) is \( +\infty \) for positive or negative \( \delta \) and \( -\infty \) for negative or positive \( \delta \).

(5) When \( \lim_{\delta \to 0} \frac{f(x_0 + \delta) - f(x_0)}{\delta} \) is finite for positive or negative \( \delta \) and infinite for negative or positive \( \delta \).

The limit of \( \frac{f(x_0 + \delta) - f(x_0)}{\delta} \) as \( \delta \) approaches zero through positive values is called the derivative of \( f(x) \) right of the point \( x_0 \), and the limit of \( \frac{f(x_0 + \delta) - f(x_0)}{\delta} \) as \( \delta \) approaches zero through negative
values, is called the derivative left of the point \( x_0 \). If the point \( x_0 \) is an end point of the interval, we can consider only the derivative right or the derivative left of it.

82. Historical - Who was the discoverer of derivatives has been the subject of a great deal of discussion. In a manuscript of Leibniz dated 1673, he sets forth the principle of the derivative in dealing with tangents and the quadrature of curves. In a paper dated 1675, Leibniz uses the symbol \( dx \) but he does not use the term differential, but difference. In a paper of July 11, 1677, Leibniz gave correct rules for the differentiation of sums, products, quotients, squares, and roots. In 1684 Leibniz published, in the Leipzig Acta, his first paper on calculus. Newton had begun using his notation of fluxions in 1666, and the English and the mathematicians claimed that Leibniz on his visit to London in 1673 had gotten his
ideas from Newton's notation of fluxions and after changing the symbols and definitions of terms had published the as his own. From Leibniz's manuscript, however, it appears that he independently invented the derivative and while Newton must be given credit for its earliest discovery, Leibniz was the first to give its full benefits to the world.

Up to the year 1806, it had been a generally accepted idea that a function continuous in an entire interval had a derivative at every point of that interval. This idea was formed from the geometrical representation of the derivative as a tangent. In this year Dirksen raised the question, why should a continuous function have a derivative at every point of the interval for which it is defined, and attempted to give an analytical proof of it, but succeeded only in demonstrating that the derivative of a continuous function, which was not constant,
could not always be \( + \infty \) or \( - \infty \). Fermi-
mann's conception of an integral first led to functions which were
continuous but had no derivative
at an infinite number of points
and at all points. The first to give a well-completed,
clear proof of this and since his prob-
lem numerous others have been worked
out with similar results.

23. Conditions for a derivative. That
continuity is a necessary condi-
tion for a definite derivative is plain-
ly evident; for \( \lim_{\delta \to 0} \frac{F(x+\delta) - F(x)}{\delta} \) would
always become infinite if we did
not have the condition

\[ |F(x+\delta) - F(x)| < \delta, \]

where \( \delta \) and \( \delta \) are defined as in Chap-
ter I. The above condition is the con-
dition for continuity, and there for-
no function can have a derivative
at a given point, if it is not con-
tinuous at that point. That continuity
is not a sufficient condition for
A derivative is shown by the fact that functions are known which are continuous in an interval and yet have no derivative; 
(1) at a single point in the interval.
(2) at a finite number of points in the interval.
(3) at an infinite number of points in the interval.
(4) at every point in the interval.

What other conditions besides continuity are necessary for the existence of a derivative is evident, but what these conditions are or whether there is a necessary and sufficient condition has as yet never been demonstrated.
Chapter III

Functions which are Continuous but have no Derivatives

§ 1. Continuous functions having no derivatives at a single point

Example 1: Given the function
\[ f(x) = x \sin \frac{1}{x}, \quad \text{for } x \neq 0, \]
\[ f(x) = 0, \quad \text{for } x = 0. \]

The function \( f(x) \) is continuous at the point 0; for
\[ \lim_{\delta \to 0} (0 \pm \delta) \sin \left( \frac{1}{0 \pm \delta} \right) = 0. \sin \frac{1}{\delta} = 0. \]

However, \( f(x) \) has no derivative at the point 0; for
\[ \lim_{\delta \to 0} \frac{(0 \pm \delta) \sin \left( \frac{1}{0 \pm \delta} \right) - 0. \sin \frac{1}{\delta}}{\pm \delta} = \frac{\sin \frac{1}{\delta} \pm \sin \frac{1}{\delta}}{\pm \delta} = \sin \frac{1}{0} \]

and hence oscillates between +1 and -1, never having a definite value.

Example 2: Given the function
\[ g(x) = x \cos \frac{1}{x}, \quad \text{for } x \neq 0, \]
\[ g(x) = 0, \quad \text{for } x = 0. \]

The function \( g(x) \) is continuous at the point 0; for
However \( f(x) \) has no derivative at the point 0; for
\[
\frac{L}{8 \div 0} (0 + 8) \cos \left( \frac{1}{0 + 8} \right) - 0 \cos \frac{1}{0} = \cos \frac{1}{0}
\]
and therefore oscillates between 1 and -1 and never has a definite value.

Example 3: Given the function
\[ f(x) = x^{2/3} \]
for all values of \( x \). \( f(x) \) is continuous at the point 0; for
\[
\frac{L}{8 \div 0} (0 + 8)^{2/3} - (0)^{2/3} = 0.
\]
However \( f(x) \) has no derivative at the point 0; for
\[
\frac{L}{8 \div 0} (0 + 8)^{2/3} - 0^{2/3} = \frac{L}{8 \div 0} \frac{1}{2/3} = +\infty.
\]
\[
\frac{L}{8 \div 0} (0 - 8)^{2/3} - 0^{2/3} = \frac{L}{8 \div 0} - \frac{1}{8^{1/3}}
\]
\[ = -\infty. \]
The values are not independent of the sign of \( \delta \) and we can have no derivative at the point 0.

Example 4: Given the function
\[ f(x) = x, \quad \text{for } x \leq 0, \]
\[ f(x) = -x, \text{ for } x < 0. \]

Then \( f(x) \) is continuous for \( x = 0 \), for
\[
\frac{L}{\delta \to 0} (0 + \delta) - (0) = 0,
\]
\[
\frac{L}{\delta \to 0} -(0 - \delta) - (0) = 0.
\]

However \( f(x) \) has no derivative at the point 0; for
\[
\frac{L}{\delta \to 0} \frac{(\delta + 0) - 0}{\delta} = 1
\]
\[
\frac{L}{\delta \to 0} \frac{-(0 - \delta) - (-0)}{-\delta} = -1.
\]

The values are not independent of the sign of \( \delta \), and therefore the derivative at the point 0 does not exist.

Example 5: Given the function
\[ f(x) = x \sin (\log x^2) \]
for all values of \( x \). Then \( f(x) \) is continuous at the point 0, for
\[
\frac{L}{\delta \to 0} (0 + \delta) \sin (\log (0 + \delta^2)) - 0 \sin (\log 0^2) = \frac{L}{\delta \to 0} \sin (\log \delta^2)
\]
\[
= 0
\]
However \( f(x) \) has no derivative at the point
0; for
\[
\frac{L}{\delta \to 0} \frac{(0 + \delta) \sin (\log (0 + \delta^2)) - 0 \sin (\log 0^2)}{\pm \delta} = \lim_{\delta \to 0} \sin (\log \delta^2)
\]
\[
= \sin (-\infty).
which may have any value between +1 and -1 and therefore the derivative at the point 0 does not exist.

Example 6: Given the function

\[ f(x) = \frac{1}{\log x^2}. \]

for all values of \( x \). Then \( f(x) \) is continuous at the point 0; for

\[ \frac{1}{\delta = 0} \log(x + \delta)^2 - \log^2 = \frac{1}{\delta = 0} \log \delta^2 = 0. \]

However \( f(x) \) has no derivative at the point 0; for

\[ \frac{1}{\delta = 0} \frac{\log(x + \delta)^2 - \log^2}{\delta} = \frac{1}{\delta = 0} \frac{1}{3} \log \delta^2 = +\infty, \]

\[ \frac{1}{\delta = 0} \frac{\log(x - \delta)^2 - \log^2}{-\delta} = \frac{1}{\delta = 0} - \frac{1}{3} \log \delta^2 = -\infty. \]

These values are not independent of the sign of \( \delta \), and therefore the derivative at the point 0 does not exist.

\[ \| z 2. \textbf{Continuous functions having no derivative at a finite number of points.} \]

\[ ^* \text{as Crystal Vol II., p. 86.} \]
Example 1: Given the function
\[ f(x) = \sin x \sin \left( \frac{1}{\sin x} \right), \quad \text{for } 0 \leq x \leq 2\pi. \]
\[ f(x) \text{ is a non-linear continuous function at the points } 0, \pi, 2\pi; \quad \text{for } n, \text{ let } k = 0, 1, 2, \]
\[ \frac{1}{\frac{\pi}{2}} \sin \left( \frac{\pi}{2} + 2\pi \right) \sin \left( \frac{1}{\sin \left( \frac{\pi}{2} + 2\pi \right)} \right) - \sin k\pi \sin \left( \frac{1}{\sin k\pi} \right) \]
\[ = \frac{1}{\frac{\pi}{2}} \left(-1\right)^k \sin \left( \frac{\pi}{2} + 2\pi \right) \sin \left( \frac{-1}{\sin \left( \frac{\pi}{2} + 2\pi \right)} \right) - 0 \cdot \sin \left( \frac{\pi}{2} \right) = 0. \]
However, \( f(x) \) has no derivative at the points 0, \( \pi \), 2\( \pi \); for
\[ \frac{1}{\frac{\pi}{2}} \sin \left( \frac{\pi}{2} + 2\pi \right) \sin \left( \frac{1}{\sin \left( \frac{\pi}{2} + 2\pi \right)} \right) - \sin k\pi \sin \left( \frac{1}{\sin k\pi} \right) \]
\[ = \frac{1}{\frac{\pi}{2}} \left(-1\right)^k \sin \left( \frac{\pi}{2} + 2\pi \right) \sin \left( \frac{1}{\sin \left( \frac{\pi}{2} + 2\pi \right)} \right) \]
\[ = \frac{1}{\frac{\pi}{2}} \left(-1\right)^k \sin \left( \frac{\pi}{2} + 2\pi \right) \sin \left( \frac{1}{\sin \left( \frac{\pi}{2} + 2\pi \right)} \right) \]
But \[ \frac{\sin x}{x} \]
and \[ \frac{\sin \left( \frac{-1}{\sin x} \right)}{x} = \sin (x + \infty), \]
\[ \frac{\sin (x + \infty)}{x} = \sin (x + \infty). \]
\( \sin (x + \infty) \) has no definite value but may have any value between +1 and 1, and consequently the function has no derivative at the points 0, \( \pi \), 2\( \pi \).
Example 2: Given the function
\[ f(x) = \sin \frac{\pi}{n} x \sin \left( \frac{1}{\sin \pi n x} \right), \]
where \( n \) is a finite integer less than some definite value \( g \). \( f(x) \) is then a continuous function but has no derivative at any point \( x = \frac{m}{n} \), where \( m \) and \( n \) are finite integers; that is, it has no derivative at as large a number of rational points as we choose as long as that number does not become infinite.

\[ x + \frac{m}{n} = \frac{k \pi}{n}, \]

\[ \frac{\sin \frac{\pi}{n} \left( \frac{m}{n} + \frac{k}{n} \right)}{\sin \left( \frac{\pi}{n} \left( \frac{m}{n} + \frac{k}{n} \right) \right)} = \]

\[ \sin \frac{\pi}{n} \sin \left( \frac{1}{\sin \pi n x} \right) = \frac{1}{\cos \pi n (x)} (-1)^k \sin \pi n (x + \frac{k}{n}). \]

\[ \sin \left( \frac{1}{\sin \pi n (x + \frac{k}{n})} \right) - 0 \cdot \sin \frac{1}{0} \]

\[ = 0 \cdot \sin \frac{1}{0} - 0 \cdot \sin \frac{1}{0} = 0, \]

and therefore the function is continuous. However, the function has no derivative at the point \( x = \frac{m}{n} \); for

\[ \frac{\sin \frac{\pi}{n} \left( \frac{m}{n} + \frac{k}{n} \right) \sin \left( \frac{1}{\sin \pi n (x + \frac{k}{n})} \right) - \sin \frac{\pi}{n} \sin \left( \frac{1}{\sin \pi n (x)} \right)}{x - \frac{m}{n}} = \]

\[ = 0. \]
\[
L = \frac{\sin \left( \frac{\pi}{2} \left( \frac{x + y}{x} \right) \right)}{\sin \left( \frac{\pi}{2} \left( \frac{y}{x} \right) \right)} = \frac{\sin \left( \frac{\pi}{2} \left( \frac{x + y}{x} \right) \right)}{\sin \left( \frac{\pi}{2} \left( \frac{y}{x} \right) \right)}.
\]

But \( \frac{\pi}{2} \left( \frac{x + y}{x} \right) = 1 \),

and \( \frac{\pi}{2} \left( \frac{y}{x} \right) \) is a real number.

\[
\Rightarrow \frac{\pi}{2} \left( \frac{x + y}{x} \right) - \frac{\pi}{2} \left( \frac{y}{x} \right) = \sin (\pm \infty).
\]

The \( \sin (\pm \infty) \) oscillates between \( \pm 1 \) and 

-1, and the derivative of the function does not exist.

\section*{3. Continuous Functions having no derivative at an infinite number of points}

We shall construct the desired functions by aid of the condensation theorems, that is, by the condensation of points which have no derivatives.

Let \( f(y) \) be a finite and continuous function for \(-1 \leq y \leq 1\), and let it have at every point, except \( y = 0 \), a definite finite derivative, which is less than some finite
number \( y \). Further let \( f'(y) = 0 \) for \( y = 0 \).
First, we shall consider the case where
\( f'(y) \), for \( y = 0 \), has no definite derivative, but the derivative never exceeds a finite limit. Then \( f(x) \), defined by the relation
\[
f(x) = \sum_{n=1}^{\infty} \frac{\sin \pi n x}{(\pi n)^2},
\]
is a finite and continuous function; for
\[-1 \leq \sin \pi n x \leq 1\]
and the series is uniformly convergent since its terms are not numerically greater than those of the convergent series
\[
\sum_{n=1}^{\infty} \frac{\delta}{(\pi n)^2},
\]
where \( \delta \) is the upper limit of \( f'(y) \).

We shall first consider the question of a derivative at the irrational point. For such values we always have,
\[
\sin \pi n \pi x \neq 0,
\]
and, therefore, according to hypothesis,
\[
f'(x) = \sum_{n=1}^{\infty} \frac{\sin \pi n \pi x}{(\pi n)^2}
\]
will have for irrational values of \( x \).
a finite, determinate derivative less
than \( f \). This follows because the series
of the derivatives of the various terms, \( v_i \)
\[
\pi = \frac{\varphi(\sin(\pi x))}{\sin(\pi x)} \cos(\pi n x),
\]
is uniformly convergent, since its terms are
numerically less than those of the conver-
gent series \( \pi = \frac{7}{21} \).

We shall now examine
the derivative of \( f(x) \) at rational points.
Let \( x = \frac{a}{m} \), where \( a \) and \( m \) are integers
primed to each other. Let \( m+1 \) be a num-
ber such that \( m+1 \) does not contain \( \frac{a}{m} \)
an integral number of times, but \( \frac{m+1}{m} \)
contains \( \frac{a}{m} \) \( k \) times. Then
we have
\[
L = \frac{1}{m} \left( \frac{\varphi(\frac{a}{m} + \frac{1}{m})}{\frac{a}{m}} - \frac{\varphi(\frac{a}{m})}{\frac{a}{m}} \right) = \frac{1}{m} \sum_{n=1}^{m} \frac{\varphi(\frac{a}{m} \cos(\pi n x))}{\cos(\pi n x)}
\]
\[
+ \frac{1}{m} \sum_{n=m+1}^{\infty} \frac{\varphi(\frac{a}{m + (n - m)x})}{(1 + n)^2 \cdot x}
\]
This is true since \( \sin(\pi x) \) is not
zero for any term in the first sum-
nation of the right hand member
and the same reasoning used for
approximation values holds good in it.
It is sufficient then to examine the second summation

\[ \sum_{n=1}^{\infty} \frac{f \left( \sin \left( \frac{\pi n}{8} \right) \right)}{n} \leq \frac{\pi}{\sin \left( \frac{\pi}{8} \right)} \]

\[ \frac{\pi}{\sin \left( \frac{\pi}{8} \right)} \]

The sign \( B \sin \frac{\pi n}{8} \) will be positive if \( k \) is even and negative if \( k \) is odd.

(1) Let \( k \) be an even number. Then we have:

\[ \sum_{n=1}^{\infty} \frac{g \left( \sin \left( \frac{\pi n}{8} \right) \right)}{n} = \pi \sum_{n=1}^{\infty} \frac{\sin \left( \frac{\pi n}{8} \right)}{n} \tan \left( \frac{\pi}{8} \right) \]

\[ \frac{\pi}{\sin \left( \frac{\pi}{8} \right)} \]

\[ \frac{\pi}{\sin \left( \frac{\pi}{8} \right)} \]

In this case we see at once that the existence or non-existence of a derivative of \( f(x) \) at any rational point \( x = \frac{m}{n} \) will be the same as that of \( g(y) \), at the point \( y = 0 \), and the derivative will correspond in every respect to the derivative of \( g(y) \) at \( y = 0 \).

(2) Let \( k \) be odd and \( n \) odd. Then we have:

\[ \sum_{n=1}^{\infty} \frac{g \left( \sin \left( \frac{\pi n}{8} \right) \right)}{n} = \pi \sum_{n=1}^{\infty} \frac{\sin \left( \frac{\pi n}{8} \right)}{n} \tan \left( \frac{\pi}{8} \right) \]

\[ \frac{\pi}{\sin \left( \frac{\pi}{8} \right)} \]

\[ \frac{\pi}{\sin \left( \frac{\pi}{8} \right)} \]
There will be no more terms in \( \sin \frac{11 \pi}{8} \); for if \( \frac{m}{2} \) is contained in \( L_{m+2} \), \( k \) times, it will be contained in \( L_{m+2} \), \( k+1 \) times, and since \( m = m+1 \) is odd this latter product is even and we have for all the rest of our terms \( \frac{m}{2} \) \( \phi \) \( \sin \frac{11 \pi}{8} \).

(3) Let \( k \) be odd and \( m \) even. Then we have:

\[
\frac{L^2}{8} \frac{1}{\sin \frac{2 \pi}{8} + \sin \frac{5 \pi}{8}} = \sum_{m=1}^{\infty} \frac{\phi \left( \sin \frac{2 \pi}{8} \right) \phi \left( \sin \frac{5 \pi}{8} \right)}{L_{m+1}^2}
\]

\[
\frac{L^2}{8} \frac{1}{\sin \frac{2 \pi}{8} + \sin \frac{5 \pi}{8}} = \sum_{m=1}^{\infty} \frac{\phi \left( \sin \frac{2 \pi}{8} \right) \phi \left( \sin \frac{5 \pi}{8} \right)}{L_{m+1}^2}
\]

\[
\frac{L^2}{8} \frac{1}{\sin \frac{2 \pi}{8} + \sin \frac{5 \pi}{8}} = \sum_{m=1}^{\infty} \frac{\phi \left( \sin \frac{2 \pi}{8} \right) \phi \left( \sin \frac{5 \pi}{8} \right)}{L_{m+1}^2}
\]

For, if \( \frac{m}{2} \) is contained in \( L_{m+2} \), \( k \) times, it is contained in \( L_{m+2} \), \( k+1 \) times, and since these terms are odd they both give \( \phi \left( -\sin \frac{2 \pi}{8} \right) \); but \( \frac{m}{2} \) is con-
tained in \( (m+3)(m+1) \) times. Since \( m = m+1 \) is even, \( (m+3) \) is even and the product \( (m+3)(m+1) \) will be even and thus give \( q(\sin \frac{\pi}{3}) \). Likewise every time after this will have an even factor and thus give \( q(\sin \frac{\pi}{3}) \).

Thus we see that for \( q \) odd, odd, \( q(\sin \frac{\pi}{3}) \) and \( q(-\sin \frac{\pi}{3}) \) enter into the equation for both positive and negative approaches to zero; hence if either \( q(\sin \frac{\pi}{3}) \) or \( q(-\sin \frac{\pi}{3}) \) oscillate between finite limits, the derivative of \( f(x) \), at the point \( x = \frac{b}{2} \), will oscillate on both sides \( q \left( \frac{b}{2} \right) \).

Thus if \( f(x) \) is a finite and continuous function for \( -1 \leq y \leq 1 \), and has at every point, except \( y=0 \), a definite, finite derivative, but at \( y=0 \) the derivative is not defined, but remains between finite limits, we can make the following statement with regard to \( f(x) \). \( f(x) \) will have a definite, finite derivative at all irrational points, at all rational
points, for which \( f \) is even, \( f(x) \) will present the same characteristics with respect to its derivative as \( f(y) \) at the point \( y = 0 \). At all rational points, for which \( f \) is odd, \( f(x) \) will have no definite derivative on either side of the point, if \( f(y) \) has no definite, finite derivative on one or both sides \( y = 0 \).

Let \( f(y) \) be a finite and continuous function for \(-1 \leq y \leq +1\), and let it have a definite, finite derivative for every point, except \( y = 0 \), but as \( y \) approaches indefinitely near to zero let the derivative, in certain points, become greater than any definite finite number \( f \).

Then at the irrational points, provided \( f(x) \) is defined as at the beginning of the section, namely

\[
f(x) = \sum_{n=1}^{\infty} \frac{4}{(2n+1)^2 \pi x}
\]

then the existence of the derivative \( f(x) \) can no longer be shown, for as \( x \) increases indefinitely, \( f(x) \) passes...
through values as to integral number as we wish, and as $x$ approaches an integral number $\sin \pi x$ approaches zero and the derivative of $\frac{d}{dx} \sin \pi x$ is no longer less than a given finite value $g$.

At rational points, however, the function

$$f(x) = \sum_{m=1}^{\infty} \frac{g \left( \sin \frac{m \pi}{x} \right)}{(m^2)}$$

is the derivative $f'(x)$ at $y=0$ is finite although as $y$ approaches zero it becomes greater than any finite number $g$, will have a definite derivative

$$\pi \sum_{m=1}^{\infty} \frac{g \left( \sin \frac{m \pi}{x} \right)}{(m^2)},$$

provided we show that:

$$\sum_{m=1}^{\infty} \left[ g \left( \sin \frac{m \pi}{x} \frac{1}{x} + 1 \right) - g \left( \sin \frac{m \pi}{x} \frac{1}{x} \right) \right] \frac{1}{(m^2)}$$

and

$$\lim_{m \to \infty} \frac{\sin \frac{m \pi}{x}}{m} = \sum_{m=1}^{\infty} \frac{g \left( \sin \frac{m \pi}{x} \frac{1}{x} \right)}{(m^2)}$$

and

$$\lim_{m \to \infty} \frac{\sin \frac{m \pi}{x} + 1}{m} = \sum_{m=1}^{\infty} \frac{g \left( \sin \frac{m \pi}{x} \frac{1}{x} + 1 \right)}{(m^2)}$$

can each be made less than some arbitrarily small positive number $\delta$ by taking $\delta$ sufficiently small.*

* Zabini's Function Theorie 8, 103.
Let \( m \) be the first number for which
\[
\ln m > \frac{1}{\sqrt[10]{10}} \quad (3 > \frac{1}{2}),
\]
then
\[
(\frac{m-1}{m})^2 > \frac{1}{\sqrt[10]{10}}^2.
\]
Furthermore, let \( y \) be the maximum value of \( P(y) \), for \(-1 \leq y \leq 1\). Then we can write
\[
\text{Re} \left( \frac{A}{y} + s \right) < y \leq \frac{1}{\sqrt[10]{10}}^2.
\]
and since in the series \( 1 + \frac{1}{12} + \frac{1}{12} + \cdots \)
each term is greater than the sum of all the succeeding terms, we can put
\[
\text{Re} \left( \frac{A}{y} + s \right) < y \leq \frac{1}{\sqrt[10]{10}}^2.
\]
Replacing \( (\frac{m}{m-1})^2 \) by its value in terms of \( s \), we have
\[
\text{Re} \left( \frac{A}{y} + s \right) < y \leq \frac{1}{\sqrt[10]{10}}^2.
\]
and
\[
\text{Re} \left( \frac{A}{y} + s \right) < y \leq \frac{1}{\sqrt[10]{10}}^2 - 1.
\]
In a similar manner, we may prove
\[
\text{Re} \left( \frac{A}{s} \right) < y \leq \frac{1}{\sqrt[10]{10}}^2 - 1.
\]
Since \( y > \frac{1}{2} \), the exponent \( 2y - 1 \) will
always be positive, and we can make the right hand members of the last two equations as small as we choose by making \( \delta \) sufficiently small. Hence two of our conditions, namely:
\[
\frac{\partial u}{\partial \phi} + \delta \leq 0.1
\]
and \( \frac{\partial u}{\partial \phi} \leq 0.2 \)
are fulfilled.

Now since \( \delta \) is finite, and \( q(y) \) has a definite derivative at every point, also though it becomes very large as \( \phi \) approaches zero,
\[
\sum_{n=1}^{\infty} \left[ q_1 \sin \left( \frac{n \pi \phi}{l} \right) + q_2 \left( \sin \left( \frac{n \pi \phi}{l} \right) \cos \left( \frac{n \pi y}{l} \right) \right) \right]
\]
remains less than \( \delta \). All our conditions are now fulfilled and we can write:
\[
\frac{\partial u}{\partial \phi} + \delta \leq 0.1 \quad q_1 = \sum_{n=1}^{\infty} q_1 \sin \left( \frac{n \pi \phi}{l} \right)
\]
\[
q_2 = \frac{1}{\delta} \sum_{n=1}^{\infty} \left( \sin \left( \frac{n \pi \phi}{l} \right) \cos \left( \frac{n \pi y}{l} \right) \right)
\]

where \( \delta \) is defined as on page 27, par. 2.

The character of the derivative will thus depend entirely on the second summation of the right hand member,

for \( \sin \frac{\pi}{4} \neq 0 \) in the first term and by our hypothesis \( \varphi(\sin \frac{\pi}{4}) \) will exist and have at such points a definite value.

We have the following cases.

1. When \( k \) is even:

\[
\frac{1}{\delta^2} \varphi \left( \frac{1}{\delta} - \frac{1}{\delta} \right) - \varphi \left( \frac{1}{\delta} \right) = \sum_{n=1}^{m} \frac{\varphi(\sin \frac{n\pi}{4})}{\delta^n} \cos \frac{n\pi}{4} \delta^n
\]

\[
+ \frac{\delta^2}{\delta^2} \sum_{n=1}^{m} \frac{\varphi(\sin \frac{n\pi}{4})}{\delta^n} \cos \frac{n\pi}{4} \delta^n
\]

2. When \( \delta \) is odd and \( m \) is odd:

\[
\frac{1}{\delta^2} \varphi \left( \frac{1}{\delta} - \frac{1}{\delta} \right) - \varphi \left( \frac{1}{\delta} \right) = \sum_{n=1}^{m} \frac{\varphi(\sin \frac{n\pi}{4})}{\delta^n} \cos \frac{n\pi}{4} \delta^n
\]

\[
+ \frac{\delta^2}{\delta^2} \sum_{n=1}^{m} \frac{\varphi(\sin \frac{n\pi}{4})}{\delta^n} \cos \frac{n\pi}{4} \delta^n
\]

3. When \( \delta \) is odd and \( m \) is even:

\[
\frac{1}{\delta^2} \varphi \left( \frac{1}{\delta} - \frac{1}{\delta} \right) - \varphi \left( \frac{1}{\delta} \right) = \sum_{n=1}^{m} \frac{\varphi(\sin \frac{n\pi}{4})}{\delta^n} \cos \frac{n\pi}{4} \delta^n
\]

\[
+ \frac{\delta^2}{\delta^2} \sum_{n=1}^{m} \frac{\varphi(\sin \frac{n\pi}{4})}{\delta^n} \cos \frac{n\pi}{4} \delta^n
\]

* see page 28 (1), ** see page 28 (2)
\[ \frac{-\frac{1}{2} \ln(1 + \frac{1}{n+1})^2 + \frac{1}{2} \ln(1 + \frac{1}{n+2})^2}{\frac{\theta}{\sin(\frac{\pi}{n+1})} + \frac{\theta}{\sin(\frac{\pi}{n+2})}} \]

\[ \frac{\theta}{\sin(\frac{\pi}{n+1})} \]

\[ \frac{\theta}{\sin(\frac{\pi}{n+2})} \]

\[ \frac{\theta}{\sin(\frac{\pi}{n+3})} \]

\[ \frac{\theta}{\sin(\frac{\pi}{n+4})} \]

This follows from the fact that

\[ \frac{1}{(1 + n + 1)^2} \to \frac{1}{(1 + n)^2} \]

\[ \frac{1}{(1 + n + 2)^2} \to \frac{1}{(1 + n + 1)^2} \]

\[ \frac{1}{(1 + n + 3)^2} \to \frac{1}{(1 + n + 2)^2} \]

\[ \frac{1}{(1 + n + 4)^2} \to \frac{1}{(1 + n + 3)^2} \]

and the sign of the second term determines the sign of the right-hand member of the expressions for the derivatives.
results as follows: Given \( y(x) \), finite and continuous for \(-1 \leq y \leq 1\), and having a definite derivative at every point, except \( y = 0 \), we can say:

(a) If the derivative of \( y(x) \) oscillates between infinite limits at the point \( y = 0 \), \( y(x) \) has no definite derivative at the points \( x = k \), or at the rational points.

(b) If the derivative of \( y(x) \) is \(+\infty\) on one side of \( y = 0 \) and \(-\infty\) on the other, then the derivative of \( y(x) \) has the same characteristics at the rational points, for which \( k \) is even. At the rational points for which \( k \) is odd the limits on the two sides of the point are infinite, but not at the same time.

(c) The existence or non-existence of the derivative of \( y(x) \) at the irrational points is wholly uncertain.

Example 1: Given the function
\[
y(x) = \lim_{n=1}^{\infty} \frac{\sin \frac{1}{n} \times \sin \left( \frac{1}{n} \sum_{m=1}^{n} \frac{1}{m \pi x} \right)}{(n-1)^2}
\]
The simple function corresponding to this is
\[
y(y) = y \sin \frac{y}{y}.
\]
If \( f(y) \) is continuous in the interval \(-\frac{1}{2} \leq y \leq \frac{1}{2}\), then

\[
\frac{1}{\delta - 0} \sin \left( \frac{1}{\delta - 0} \right) = y_0 \sin \left( \frac{1}{\gamma_0} \right) = 0.
\]

However, \( f(y) \) has no definite derivative at the point \( y = 0 \), but its derivative oscillates between \( +1 \) and \(-1\), as shown in \( 3 \times 1 \), page 19.

Therefore, from the results obtained on page 30, we can say:

\[
f(y) = \sum_{m=1}^{\infty} \frac{\sin \frac{1}{\sin \pi y} \pi x}{(\pi y)^2}.
\]

It has at every irrational point a definite, finite derivative, which is

\[
\sum_{m=1}^{\infty} \frac{\sin \left( \frac{1}{\sin \pi y} \pi x \right)}{(\sin \pi y)^2} \frac{\cos \left( \frac{1}{\sin \pi y} \pi x \right)}{\sin \pi y \pi x}, \quad \text{for } y \neq \frac{1}{2n}.\]

At every irrational point the derivative of \( f(x) \) will oscillate between finite limits on both sides of the point.

Example 2: Given the function

\[
f(x) = \sum_{m=1}^{\infty} \left( \frac{\sin \pi y \pi x}{(\pi y)^2} \right)^{2/3}.
\]

The simple function corresponding
to this is
\[ q(\frac{1}{2}) = \frac{1}{2^{\frac{3}{2}}}. \]

\( q(\frac{1}{2}) \) is continuous in the interval

\[-1 \leq y \leq 1; \]

for calculating

\[ f = (y_0 + \varepsilon)^{\frac{2}{3}}, \]

\[ f^2 = (y_0 + \varepsilon)^2 \]

\[ = y_0^2 + 2y_0\varepsilon + \varepsilon^2 \]

\[ \frac{1}{y_0^{\frac{2}{3}}} \varepsilon^3 = \frac{y_0^2}{y_0^{\frac{2}{3}}} \]

\[ \frac{1}{y_0^{\frac{2}{3}}} \varepsilon^3 = y_0^{\frac{1}{3}} \]

\[ \frac{1}{y_0^{\frac{2}{3}}} (y_0 + \varepsilon)^{\frac{2}{3}} - y_0^{\frac{2}{3}} = 0. \]

The derivative of \( q(y) \) at the point \( y = 0 \)

is \( +\infty \) on the right and \( -\infty \) on the left

of the point, as was shown in Ex. 3, page 20.

Therefore from the results obtained

on page 37, we can say: We know

nothing whatever of the derivative of

\[ f(x) = \sum_{n=1}^{\infty} \frac{\sin \left(\frac{\pi n}{2} x\right)^{\frac{2}{3}}}{(n^2)^{\frac{2}{3}}}, \]

at irrational points, but at every

rational point where \( n \) is even the
derivative is \( +\infty \) on the right and

\(+\infty\) on the left. When \( n \) is odd the deriva-
tive is \( -\infty \) on the right and \(+\infty\)
on the left.
Example 2. Given the function

\[ f(x) = \sum_{n=1}^{\infty} \frac{\sin \frac{\pi n x}{x}}{(\pi n)^2} \]

The simple function corresponding to this is

\[ y(y) = 1_y \]

\( y(y) \) is continuous in the interval

\[ -1 \leq y \leq +1 \quad \text{for} \quad \frac{1}{\pi x} |1x1| = \frac{1}{\pi} (|1x1| + \overline{|1x1|} - |1x1|) = 0 \]

The derivative of \( y(y) \) at the point \( y = 0 \) is +1 on the right and -1 on the left, as shown in Ex. 4, page 20. Therefore from the results obtained on Page 30, we can say:

\[ f(x) = \sum_{n=1}^{\infty} \frac{\sin \frac{\pi n x}{x}}{(\pi n)^2} \]

has at every irrational point a definite derivative, which is:

\[ n \leq \frac{\cos \frac{\pi n x}{x}}{\pi y} \]

At the rational points, for which \( n \) is even, the derivative of \( f(x) \) is positive on the right and negative on the left; but at the rational points, for which \( n \) is odd, the derivative
is negative on the right and positive on the left.

Example 4: Given the function
\[ f(x) = \sum_{n=1}^{\infty} \frac{\sin n \pi x \sin [\log (\sin \pi x)^2]}{(1-n^2)} \]

The simple function corresponding to this is,
\[ g(y) = y \sin (\log y^2). \]

\( g(y) \) is continuous in the interval 
\(-1 \leq y \leq 1 \); for
\[ \frac{d}{dy} = 0 \quad (y_0 \pm \delta) \sin (\log (y_0 \pm \delta^2)) - y_0 \sin (\log y_0^2) = \]
\[ \frac{d}{dy} = 0 \quad y_0 \sin(\log(y_0 \pm \delta^2)) - y_0 \sin(\log y_0^2) \pm \sin(\log(y_0 \pm \delta)) \]
\[ = 0, \quad \sin(\log y_0^2) \]
\[ = 0. \]

The derivative of \( g(y) \) at the point \( y = 0 \) oscillates between \( +1 \) and \(-1 \), on both sides of the point, as shown in x.8, \#21.

Therefrom from the results given on page 15 we can say:
\[ f(x) = \sum_{n=1}^{\infty} \frac{\sin n \pi x \sin [\log (\sin \pi x)^2]}{(1-n^2)} \]

has at every irrational point a definite, finite derivative which is
\[ \prod_{n=1}^{\infty} \frac{\sin (\log x^2) + \cos (\log x^2) \cdot \cos \pi n x.}{1-n} \]
At every rational point the derivative of \( f(x) \) will oscillate between finite limits on both sides of the point.

**Example 5:** Given the function

\[
 f(x) = \sum_{n=1}^{\infty} \frac{1}{\log((\sin 1\pi n x)^2)}.
\]

The simple function corresponding to this is

\[
 g(y) = \frac{1}{\log y^2}.
\]

\( g(y) \) is continuous for the interval \(-1 \leq y \leq 1\); for

\[
 \lim_{y \to 0^+} \frac{1}{\log(y^2)} - \frac{1}{\log y_0^2} = \lim_{y \to 0^+} \frac{\log(y_0^2) - \log(y^2)}{\log(y_0^2) - \log y_0^2}
\]

\[
= \lim_{y \to 0^+} \frac{1}{\log y_0^2} - \frac{1}{\log y_0^2}
\]

\[= 0.\]

The derivative of \( g(y) \) at the point \( y = 0 \), is \( +\infty \) on the right and \(-\infty \) on the left.

Therefore from the results given on page 37, we can say: We know nothing whatever of the derivative of

\[
 f(x) = \sum_{n=1}^{\infty} \frac{1}{\log((\sin 1\pi n x)^2)}
\]

at the irrational points.
rational points where \( k \) is even the derivative is \( +\infty \) on the right and \( -\infty \) on the left, where \( k \) is odd the derivative is \( -\infty \) on the right and \( +\infty \) on the left.

Example 6: Given the function

\[
f(x) = \sum_{n=1}^{\infty} \frac{1}{(2n-1)^2} \sin\left(\frac{x}{\sin(2n\pi)}\right)
\]

where \( 0 < d < 1 \). The simple function corresponding to this is

\[
f(y) = (y^2)^{1/2} \sin \frac{1}{y}
\]

\( f(y) \) is continuous for the interval \( -1 \leq y \leq 1 \); for \( f(y) \) is

\[
\begin{align*}
F &= (y_0 + 8)^{1/2},
\text{then}\quad F^{1/2} = (y_0 + 8)^2,
\end{align*}
\]

\[
\begin{align*}
&\frac{1}{2} \int_{y_0}^{y} \left[(y_0 + 8)^2 \right]^{1/2} \sin \frac{1}{(y_0 + 8)} - (y_0)^{1/2} \sin \frac{1}{y_0} = \\
&\left(y_0^2\right)^{1/2} \sin \frac{1}{(y_0 + 8)} - (y_0)^{1/2} \sin \frac{1}{y_0} = 0.
\end{align*}
\]

\( f(y) \) has no derivative at the limit \( y = 0 \); for

\[
\begin{align*}
&\int_{y_0}^{y} \left(10 + 5\right)^{1/2} \sin \left(y + 8\right) - 0, \quad \sin y = \frac{y - \sin y}{y} + \sin y \\
&= \frac{1}{8} \sin \frac{1}{8} = \sin \frac{\infty}{8}.
\end{align*}
\]
which has no definite value but oscillates between $+\infty$ and $-\infty$.

Therefore, from the results given on page 37, we can say: We know nothing whatever of the derivative of

$$f(x) = \sum_{n=1}^{\infty} \frac{\sin^{2}(2\pi n x)}{(2\pi n)^{2}} \sin\left(\frac{1}{\sin(2\pi n x)}\right)$$

at the irrational points. At the rational points the derivative oscillates between $+\infty$ and $-\infty$ on both sides of the point.

**Example 7:** Given the function

$$f(x) = \sum_{n=1}^{\infty} \frac{\log\left(\frac{E(x)\cdot E(n)}{E(\log x)!}\right)}{(\log E(n))^{2}}$$

where $E(x)$ is the largest integer contained in $x$. We know

$$\frac{\log\left(\frac{E(x)\cdot E(n)}{E(\log x)!}\right)}{E(\log x)!} = \frac{1}{\log E(x)} \log E(x) \cdot \log E(x)!$$

We may write

$$E(x) = E(x) + \epsilon,$$

where $0 \leq \epsilon \leq 1$. Then we get

$$\frac{\log E(x)}{E(\log x)} = 1 + \frac{\epsilon}{E(\log x)}$$

$$E(\log x) = x - \frac{\epsilon}{\log x}.$$
\[
\lim_{m \to \infty} \frac{\ln x}{E(L^m x)} = 1
\]

and \( \lim_{m \to \infty} \frac{E(L^m x)}{E(L^m x)} = x \).

We may put
\[
E(L^m x) \log \left( \frac{L^m x}{L^m} \right) - \log E(L^m x) = \frac{1}{L^m} \left\{ E(L^m x) \log E(L^m x) + \log \frac{L^m x}{E(L^m x)} \right\}
\]

\[
= \frac{E(L^m x)}{L^m} \left\{ E(L^m x) \log E(L^m x) - \log E(L^m x) + \log \frac{L^m x}{E(L^m x)} \right\}
\]

\[
\lim_{m \to \infty} \frac{E(L^m x) \log \frac{L^m x}{L^m} - \log E(L^m x)}{L^m} = \lim_{m \to \infty} \frac{E(L^m x) \log \frac{L^m x}{E(L^m x)}}{L^m} \left\{ E(L^m x) \log \frac{L^m x}{E(L^m x)} + \log \frac{L^m x}{E(L^m x)} \right\}
\]

We know that
\[
\lim_{y \to \infty} \frac{1}{y} \log y! = \frac{1}{x} \cdot x.
\]

Hence by taking the logarithm, we have:
\[
\lim_{y \to \infty} \left( \frac{1}{y} \log (y!) - \log y \right) = -1
\]

\[
\lim_{y \to \infty} \left( y \log y - \log (y!) \right) = 1.
\]

Substituting \( y = E(L^m x) \) in the preceding equation, we have:
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\[ L \to \infty \left\{ \frac{E(L^x) \log E(L^x) - \log E(L^x)!}{E(L^x)} \right\} = 1. \]

Hence substituting the values in the limit of the terms of the right hand member of the fourth equation on page 43, we have:

\[ \frac{1}{L} \log \frac{(L^x)E(L^x)}{E(L^x)!} = x. \]

Thus if \( x \) is the maximal value of \( x \) we can put:

\[ f(x) = \sum_{m=1}^{\infty} \frac{x}{1-m}. \]

Therefore since the terms of \( f(x) \) are less or at most equal to the terms of the uniformly convergent series \( \sum_{m=1}^{\infty} \frac{x}{1-m} \),

we can say that \( f(x) \) is a uniformly convergent series, and therefore a continuous function.

We shall now examine the derivative of \( f(x) \).

\[ \frac{f(x+h) - f(x)}{h} = \sum_{m=1}^{\infty} \frac{1}{1-m} \left\{ \frac{E(L^{x+h}x)}{E(L^x)!} \log \frac{(L^x+h)x}{(L^x)x} \right\} \]

\[ - \frac{1}{1-m} \log \frac{(L^x)x}{E(L^x)!} \]
and the limit of the quantity in brackets, \( n \rightarrow \infty \), becomes \( x + \frac{h}{n} - \frac{x}{n} \). This follows directly from the third equation page 46. Since the expression in the brackets has a finite limit for \( n \rightarrow \infty \), we can always find a finite number \( n \) which is greater than or equal to it for any values of \( m \) and \( h \). Then since the terms of \( \frac{f(x + h) - f(x)}{h} \) will always be less or equal to the terms of the absolutely convergent series \( \sum_{n=1}^{\infty} \frac{h^n}{2n} \), we can write

\[
\frac{f(x + h) - f(x)}{h} \leq \frac{h}{2n}.
\]

Since this equation is true for every value of \( h \), we may conclude that it is true for the limit \( h \rightarrow 0 \), and that \( f(x) \) always has a derivative right and a derivative left of the point \( x \).

We shall now show that the derivative right of the point and the derivative left of the point are unequal for rational points, and therefore that the derivative does not...
exist.

Let \( x = \frac{a}{b} \) be any rational point. Let \( m \) be a number such \( m+1 \) contains \( \gamma \), but that \( m \) does not contain \( \gamma \) an integer number of times.

\[
\varphi \left( \frac{\alpha}{b} + \frac{\gamma}{b} \right) = \frac{1}{m} \sum_{n=1}^{m} \left( E \left( \frac{n \alpha}{b} + \frac{\gamma}{b} \right) + E \left( \frac{n \alpha}{b} + \frac{n \gamma}{b} \right) \log \left( \frac{n \alpha + n \gamma}{b} \right) \right)
\]

\[
- E \left( \frac{\gamma}{b} \right) \log \left( \frac{\gamma}{b} \right) + \log E \left( \frac{\gamma}{b} \right) - \log E \left( \frac{\gamma}{b} \right) + \log \left( \frac{\gamma}{b} \right) + \log \left( \frac{\gamma}{b} \right) + \log \left( \frac{\gamma}{b} \right) + \log \left( \frac{\gamma}{b} \right) + \log \left( \frac{\gamma}{b} \right) + \log \left( \frac{\gamma}{b} \right)
\]

If now we consider only the second summation of the right hand member and replace \( b \) by \( b \gamma \), we have:

\[
\frac{1}{\varphi^2} \sum_{n=1}^{m} \frac{1}{n^{1/2}} \left( E \left( \frac{n \alpha}{b} + \frac{n \gamma}{b} \right) \log \left( \frac{n \alpha + n \gamma}{b} \right) \right)
\]

\[
- E \left( \frac{\gamma}{b} \right) \log \left( \frac{\gamma}{b} \right) + \log E \left( \frac{\gamma}{b} \right) + \log E \left( \frac{\gamma}{b} \right) - \log E \left( \frac{\gamma}{b} \right)
\]

For any finite \( m \) we can always take \( b \) so small that \( \frac{m \gamma}{b} \leq 1 \). Then for positive \( b \) we have

\[
E \left( \frac{\gamma}{b} \right) \log \left( \frac{\gamma}{b} \right) = E \left( \frac{\gamma}{b} \right) = \frac{\gamma}{b}
\]

For \( \frac{\gamma}{b} \) can never become as large as \( \frac{m+1}{b} \). For negative \( b \) we have

\[
E \left( \frac{\gamma}{b} \right) \log \left( \frac{\gamma}{b} \right) = E \left( \frac{\gamma}{b} \right) - 1 = \frac{\gamma}{b} - 1.
\]

For \( \frac{\gamma}{b} \) will always be less
than \( m \phi \), and the largest integer contained in it will be \( m \phi - 1 \). Then if we consider any term of this series, we have for positive \( \theta \) by substituting

\[
\frac{\theta}{(2m)^2} \{ \ln \theta \cdot \log (\ln \theta + \ln \theta \phi) - \log (\ln \theta) \} = \frac{1}{(2m)^2} \left[ \ln \theta \log (1 + \frac{\theta}{2m} \phi) \right]
\]

\[
= \frac{1}{(2m)^2} \left[ \ln \theta \log \left( 1 + \frac{\theta}{2m} \phi \right) \right]
\]

\[
= \frac{1}{(2m)^2} \left[ \ln \theta \log \left( 1 + \frac{\theta}{2m} \phi \right) + \frac{\theta^2}{2m^2 \phi^2} \right]
\]

\[
+ \frac{1}{2m^2 \phi^2} \left[ \frac{\theta^3}{3} + \frac{(1-\theta)(1-\phi)}{4} \left( 1 + \frac{\theta}{2m} \phi \right) \right]
\]

which in the limit \( \theta \to 0 \) becomes

\[
= \frac{1}{(2m)^2} \left[ \ln \theta \log \left( 1 + \frac{\theta}{2m} \phi \right) \right]
\]

\[
= \frac{1}{(2m)^2} \left[ \ln \theta \log \left( 1 + \frac{\theta}{2m} \phi \right) \right]
\]

\[
= \frac{1}{(2m)^2} \left[ \ln \theta \cdot \frac{\theta}{2m} \phi \right]
\]

\[
= \frac{\theta}{2m}
\]

For the same term of the series for negative \( \theta \), by putting \( \ln (\ln \theta + \ln \theta \phi) = \ln \theta - 1 \), we have:

\[
\frac{1}{(2m)^2} \left[ \ln \theta \cdot \frac{\theta}{2m} \phi \right] - \frac{1}{(2m)^2} \left[ \ln \theta \cdot \frac{\theta}{2m} \phi \right]
\]
which in the limit \( n \to 0 \), by a process exactly similar to that for positive \( b \) becomes:

\[
\frac{(n^2 + b - 1) \ln n}{(2n + b) \ln n} = \frac{n^2 + b - 1}{(2n + b) \ln n}.
\]

Then we can write for the series for positive \( b \):

\[
\frac{1}{b} \sum_{n=0}^{\infty} \frac{1}{n+1}.
\]

For negative \( b \) we have

\[
\frac{1}{b} \sum_{n=0}^{\infty} \frac{1}{n+1} = \frac{1}{b} \sum_{n=0}^{\infty} \frac{1}{(2n + b) \ln n}.
\]

The two limits are unequal.

For the series which is a summation from \( n = 1 \) to \( n = \infty \) in the two limits are equal; for, since \( x = \ln x \) is not an integral number, by taking \( n \) sufficiently small we shall have for both positive and negative \( b \):

\[
E(2n + b) = E(2n + 2b).
\]

Then the derivative right and the derivative left of any rational joint will both be the sum of two terms. One term in the one will be equal to one term in the other, but the other two terms will be unequals and therefore the sums unequal, and the function has
at no rational point a derivative.

For irrational values of \( x \), \( L^+ x \) will not be an integer and for both positive and negative \( h \) we shall have
\[
E(L^+ x + L^+ h) = E(L^+ x).
\]

Therefore the limits of the derivative for positive and negative \( h \) will be the same, and the function \( f(x) \) will have a derivative at every irrational point.

Example 8: Given the function
\[
f(x) = \sum_{n=1}^{\infty} \frac{2^{-n} x}{2^n 2^{-n}},
\]
to show that it is continuous but has no derivative at the points \( x' = \frac{m/2^n}{2^m} \), where \( m \) is an integer and \( n \) the least number which will make \( x' 2^m \) an integer. Take the function
\[
g(x) = E(x) + \sqrt{x} - E(x),
\]
where \( E(x) \) represents the largest integer \( \leq x \). The value of this function, when
\[
n \leq x \leq n+1,
\]
is
\[
g(x) = n + \sqrt{x} - n;
\]
for in that case \( n \) will be the largest integer in \( E(x) \). When \( x = n+1 \), we have
\[ Y_n = n+1 + \sqrt{n+1 -(n+1)} \]

\[ = n+1 \]

\[ \therefore \quad Y_n - \Phi(n+1) = n+1 + \sqrt{n+1} - \Phi(n+1) = \sqrt{n+1} \]

\[ \Phi(n+1) - \Phi(n+1) = \sqrt{n+1} \]

\[ \therefore \quad \delta \geq 0 \left[ \Phi(n+1) - \Phi(n+1) \right] = \frac{\delta}{\sqrt{n+1}} \sqrt{n+1} = 0 \]

For \( n \leq x \leq n+1 \), we know on the other hand

\[ \Phi(x+\delta) - \Phi(x) = n + \sqrt{x+\delta - n} - (n+1 - n) \]

\[ = \sqrt{x+\delta} - n - \sqrt{n-1} \]

\[ = \sqrt{n+1} \]

\[ \therefore \quad \delta \geq 0 \left[ \Phi(x+\delta) - \Phi(x) \right] = \frac{\delta}{\sqrt{n+1}} \sqrt{n+1} = 0. \]

Therefore we can say that \( \Phi(x) \) is continuous in the interval \( n \leq x \leq n+1 \), and since \( n \) may be any integer, \( \Phi(x) \) is continuous for any value of \( x \).

We shall now consider the function

\[ f(x) = \sum_{n=0}^{\infty} \frac{\Phi(2^{-n}x)}{2^{-n}} \]

as formed by multiplying the terms of the uniformly convergent series \( x \leq \sum_{n=0}^{\infty} \frac{1}{2^{-n}} \) by the quantity \( \Phi(2^{-n}x) \). We know that for integral values of \( n \),

\[ E(2^{-n}x) = 2^{-n}x. \]

There fore for the same values,
\[ f(x) = E(2^{-n}x) + \sqrt{2^{-n}x} - E(2^{-m}x) \]
\[ = 2^{-n}x \]
\[ \therefore \lim_{n \to \infty} \frac{f(2^{-m}x)}{2^{-m}x} = \lim_{n \to \infty} \frac{2^{-n}x}{2^{-m}x} = 1. \]

It follows then that \( \sum_{n=0}^{\infty} \frac{f(2^{-m}x)}{2^{-m}2^{-n}} \) is a uniformly convergent series, since it is equal to the product of two uniformly convergent series and a second factor equal to 1, when \( m = \infty \). The case therefore say that \( f(x) \) is a continuous function. *

We shall now examine the derivative of \( f(x) \), for those values of the form \( x = \frac{x'}{2^{-m}} \). We may now write

\[ f(x' + h) - f(x') = \sum_{n=0}^{\infty} \frac{f(2^{-m}x' + 2^{-n}h) - f(2^{-m}x')}{2^{-m}2^{-n}}. \]

Since for a positive \( h \), \( f(2^{-m}x' + 2^{-n}h) - f(2^{-m}x') \) is always positive, any single term will be less than the summation, and we may put

\[ \frac{f(x' + h) - f(x')}{h} > \frac{f(2^{-m}x' + 2^{-n}h) - f(2^{-m}x')}{2^{-m}2^{-n}}. \]

By taking \( h \) sufficiently small, we can always make \( 2^{-m}x' \in L \), and since \( 2^{-m}x' = 2^{-m}x' \), we have

* \( \text{Vierli Functiones Theoriae} \; \S \; 141. \)
\[
Q(2^{-n} x' + 2^{-n} y) = E(2^{-n} x') + \sqrt{m' + 2^{-n} y} - E(m') \\
= m' + V2^{-n} y.
\]

But \(Q(2^{-n} x') = Q(m') = m'\),
and we have from the preceding equation
\[
Q(2^{-n} x' + 2^{-n} y) - Q(2^{-n} x') = V2^{-n} y.
\]

\[
1 \left( x' + \frac{y}{2} \right) - f(x') > \frac{1}{2 m' m''} \\
> \frac{1}{(2 \sqrt{2}) m' m''}.
\]

Since as \(n \to 0\) the right-hand mem-
ber of this equation increases beyond
all limit, we can say that the
derivative \(Q f(x)\) to the right \(f(x')\) is
infinite.

We shall now examine the
derivative left of the point \(x'\) and
shall find that it is finite. Consider
the quantity
\[
Q(2^{-n} x' - 2^{-n} y) - Q(2^{-n} x') = 4 m',
\]

For \(m \leq m', 2^{-n} x'\) is not an integer, and
since we can always select \(n\) so
that \(2^{-n} x' < 1\), we have
\[
E(2^{-n} x' - 2^{-n} y) = E(2^{-n} x')
\]

\[
Q(2^{-n} x' - 2^{-n} y) - Q(2^{-n} x') = E(2^{-n} x' - 2^{-n} y) + V2^{-n} x' - 2^{-n} y - E(2^{-n} x' - 2^{-n} y)
\]

\[
- (E(2^{-n} x') + \sqrt{2^{-n} x' - E(2^{-n} x')})
\]
\[
\begin{align*}
\text{We know} & \quad \frac{1}{\sqrt{\sqrt{2^n x'} - 2^n h}} = \frac{2^{n-1}}{2^n x'} \times \sqrt{2^n x'} - E(2^n x'). \\
\text{Puting } \eta = 2^n x' - E(2^n x'), \text{ we have} & \quad \frac{1}{\sqrt{\frac{2^n x'}{\sqrt{2^n x'} - 2^n h} - \frac{2^n x'}{\sqrt{2^n x'} - E(2^n x')}}} = \frac{2^{n-1}}{\sqrt{2^n x'} - E(2^n x')}.
\end{align*}
\]

Substituting this value in last equation on pge 54, we have
\[
\frac{1}{\sqrt{y(2^n x' - 2^n h) - y(2^n x')}} = \frac{2^{n-1}}{\sqrt{2^n x'} - E(2^n x')},
\]

\[
\therefore \quad \frac{1}{\sqrt{y}} = \frac{1}{2 \sqrt{2^n x'} - E(2^n x')},
\]

Now since for \( n < m \), \( 2^n x' \) is not an integer;
\[\sqrt{2^n x'} - E(2^n x') \] cannot be zero, and \( \frac{1}{\sqrt{y}} \) will always be finite.

We shall now examine \( y_n \) when \( n \geq m \), and shall find \( \frac{1}{\sqrt{y}} = \frac{1}{2} \). When \( n \geq m \), \( 2^n x' \) is an integer. Now if \( k \) is the first integer greater than \( 2^n x' \) we have
\[
y(2^n x' - 2^n h) - y(2^n x') = 2^n x' - k + \sqrt{2^n x' - 2^n h} - (2^n x' - k)
\]
\[
= \sqrt{2^n x' - 2^n h} - k.
\]

\[
\therefore \quad y_n = \frac{\sqrt{2^n x' - 2^n h} - k}{2^n h}.
\]

If \( 2^n h > 1 \), then \( y_n \) does not have

\[ r - \sqrt{r} - 2^{-n} \leq \frac{1}{4} \]
\[ \leq 2^{-n} + 1. \]

\[ u_n \leq \frac{2^{-n} + 1}{2^{-n}} \]
\[ \leq 1 + \frac{1}{2^{-n}} \]
\[ \leq 2. \]

If \( 2^{-n} \leq 1 \), then
\[ u_n = \frac{1 - \sqrt{1 - 2^{-n}}}{2^{-n}} \]

and by taking the derivative with respect to \( 2^{-n} \) of both numerator and denominator, we have
\[ \frac{L}{2^{-n} = 0} \quad u_n = \frac{L}{2^{-n} = 0} \quad \frac{1}{2^{-n} \sqrt{1 - 2^{-n}}} \]

\[ \frac{1}{2} \]

We may therefore say that the derivative left \( y \), is
\[ \frac{1}{y} \frac{d}{dx} g(x' = \frac{1}{y} \sum_{n=0}^{\infty} \frac{U_{n+1}}{2^n} + \frac{1}{\sqrt{2^{-n} E (2^n x')}} \]

For when \( n \leq m \)
\[ u_n = \frac{1}{\sqrt{2^{-n} x' - E (2^n x')}} \]

and when \( n \geq m \),
\[ u_n \leq 2. \]
Therefore the derivative left of $x'$ is always finite. Now since the derivative right of $x'$ is infinite and the derivative left of the point $x'$ is finite, we can say that $f(x)$ has no derivative at the points of the form $x' = \frac{m+1}{2m}$.

§ 4. Continuous functions having no derivative at any point of an interval.

Example 1: Hermite's problem. Given the function

$$f(x) = \frac{1}{\omega} e^{-\omega} \cos(\alpha x \pi)$$

where $x$ is real, $\alpha$ an odd integer, and $\omega > 1$. Then $f(x)$ is continuous and has nowhere a derivative if $ab > 1 + \frac{3\pi}{2}$.

Let $x_0$ be a definite value of $x$, and in an arbitrarily chosen positive integer. Then there will always be a determinate integer $a_m$, for which

$$\frac{1}{2} < a_m x_0 - a_m < \frac{1}{2}$$

We shall now put

$$x_{m+1} = a_m x_0 - a_m, \quad x' = \frac{a_m - 1}{a_m}$$
\[ X'' = \frac{a_{n+1} + 1}{a - a_{n+1}} \]

Then \[ x' - x_0 = -\frac{(1 + x_{n+1})}{a^{n+1}} \]

\[ x'' - x_0 = \frac{1 - x_{n+1}}{a^{n+1}} \]

\[ x' < x_0 < x'' \]

This follows from the fact that \( -\frac{1}{2} < x_{n+1} \leq \frac{1}{2} \).

The integer \( n \) can be chosen large enough to ensure that \( x' \) and \( x'' \) shall differ from \( x_0 \) by as small a quantity as we choose. We have then

\[
\frac{f(x') - f(x_0)}{x' - x_0} = \sum_{m=0}^{\infty} \left\{ \frac{a^m \cos(a^n x' \pi) - a^n \cos(a^n x_0 \pi)}{a^{n+1}(x' - x_0)} \right\}
\]

\[
= \sum_{m=0}^{\infty} \left\{ \frac{a^m \cos(a^n x' \pi) - a^n \cos(a^n x_0 \pi)}{a^{n+1}(x' - x_0)} \right\}
\]

Putting \( m = m + n-1 \) in last part we have

\[
= \sum_{m=0}^{\infty} \left\{ \frac{a^m \cos(a^{n-1} x' \pi) - a^n \cos(a^n x_0 \pi)}{a^{n+1}(x' - x_0)} \right\}
\]

\[
+ \sum_{m=0}^{\infty} \left\{ \frac{a^m \cos(a^{n-1} x' \pi) - a^n \cos(a^n x_0 \pi)}{a^{n+1}(x' - x_0)} \right\}
\]

We know

\[ \cos y - \cos x = 2 \sin \frac{1}{2} (x + y) \sin \frac{1}{2} (x - y) \]
and therefore may write
\[
\frac{\cos(a^{-1}x' \pi) - \cos(a^{-1}x_0 \pi)}{a^{-1}(x' - x_0)} = -\pi \sin(a^{-1}x' \pi) \frac{\sin(a^{-1}x_0 \pi)}{a^{-1}x_0 \pi}.
\]

We know
\[
\lim_{a \to 0} \frac{\sin ax}{ax} = 1.
\]

and from this we may write
\[
-1 \geq \frac{\sin(a^{-1}x' - x_0 \pi)}{a^{-1}x' - x_0 \pi} \geq 1.
\]

\[
-1 \leq \frac{(ab)^n \cos(a^{-n}x' \pi) - \cos(a^{-n}x_0 \pi)}{a^{-n}(x' - x_0)} \leq \frac{\pi}{2} \frac{(ab)^n - 1}{ab - 1}.
\]

and if \(ab \neq 1\)

\[
\leq \pi \frac{(ab)^n - 1}{ab - 1}.
\]

Since a is an odd number
\[
\cos(a^{-n}x_0 \pi) = \cos(a^{-n}(an - 1) \pi) = (-1)^n a^{-n}.
\]

To get the last equation we substituted the value of \(x'\) and considered \(a^{-n}(am - 1) = am - 1\).

Since \(\sin(a \pi + B) = (-1)^a \sin B\), by substituting the value of \(x_0\) we have
\[
\cos(a^{-n}x_0 \pi) = \cos(a^{-n}an \pi + a^{-n}x_{n+1} \pi) = (-1)^n \cos(a^{-n}x_{n+1} \pi)
\]

\[
\geq 0 \quad \frac{\cos(a^{-n}x' \pi) - \cos(a^{-n}x_0 \pi)}{x' - x_0}
\]

\[
= (-1)^n (ab)^n \geq 0 \quad \frac{1 + \cos(a^{-n}x_{n+1} \pi)}{1 + x_{n+1}} a^{-n}.
\]
all the terms of the summation, \( \sum_{n=0}^{\infty} b^n \frac{1 + \cos(\alpha X_{n+1})}{1 + X_{n+1}} \)

are positive, and since \( -\frac{1}{2} \leq X_{n+1} \leq \frac{1}{2} \), the
first term is less than \( \frac{1}{3} \), for \( \cos(X_{n+1}) \) cannot be negative.

\[
\alpha \frac{f(x'') - f(x_0)}{x'' - x_0} = (-1)^{\alpha_{n+1}} \frac{ab}{\text{ab} - 1} \frac{n}{2} \frac{n}{2 + \Gamma(n)}
\]

where \( 0 \leq \gamma \leq 1 \), and \( -1 \leq \gamma \leq 1 \).

In a similar manner we have

\[
\alpha \frac{f(x'') - f(x_0)}{x'' - x_0} = (-1)^{\alpha_{n+1}} \frac{ab}{\text{ab} - 1} \frac{n'}{2} \frac{n'}{2 + \Gamma(n')}
\]

where \( 0 \leq \gamma' \leq 1 \), and \( -1 \leq \gamma' \leq 1 \). If \( a \) and \( b \) are so chosen as to make

\[
\text{ab} \geq 1 + \frac{3\Gamma}{2}
\]

that is

\[
\frac{\Gamma}{2/3} > \frac{\text{ab} - 1}{2}
\]

the two expressions \( \frac{f(x'') - f(x_0)}{x'' - x_0} \) and \( \frac{f(x''') - f(x_0)}{x''' - x_0} \) have always opposite signs, and are both infinitely great when \( n \) increases indefinitely. Hence \( f(x) \) possesses neither a definite finite or infinite derivative.

For a discussion of problems of this type where definite values
are given a and b see page 224 of
Cini's Functionen Thorie.

For the development of a general
problem which will have at no joint
a derivative see Cini's Functionen
Chapter IV

Geometrical Representation of Functions Which are Continuous but have no Derivative.

81. Steinitz' method of constructing a continuous function which does not have a derivative at any point.

(a) To construct a function defined for every point of an interval. Let the region $A$ include all the numbers between $f$ and $g$, inclusive of the limits, and let $f(x)$ be a continuous function defined for this interval. If $x_0, x_1, x_2, \ldots$ is a sequence of numbers in $A$, whose limit is $a$, then from our definition of continuity on page 3, we know that $f(x_0), f(x_1), f(x_2), \ldots$ form a series whose limit is $f(a)$. Let $B$ be a region contained in $A$, such that every number in $B$ can be represented as the limit of a sequence of numbers in $A$. If $B$ includes all the numbers from $-\infty$ to $1$, and $B$ includes all rational
numbers from 0 to 1, there is a region
contains in the region $B$, such that
every number of $\mathbb{Q}$ can be represented
as the limit of a sequence of numbers
in $B$. Now from our definition of con-
tinuity, we see that the continuous
function $f(x)$ for the values which it
receives in the region $B$, must agree
with the values which it receives in
the entire region $A$. If $f(x)$ is a contin-
uous function, defined for the region
$B$, every sequence of numbers $b_0, b_1,
b_2, \ldots$ in $A$, has from the definitions
of our regions, a limit $a$ in the region
$A$, and since $f(x)$ is defined and contin-
uous for every point $y$ of the region $B$,
there is, corresponding to this sequence,
a sequence of numbers $f(b_0), f(b_1), f(b_2)$
whose limit is $f(a)$. Then, since this
limit must always be the same, we
can say that there is one and only
one function $f(x)$, defined and continuous
in the region $A$, and agreeing with $f(x)$,
defined and continuous in the region $A$.

Let the region $A$ include all the
numbers between 0 and 1 and let the region A include all the rational fractions of the form \( \frac{1}{n} \). Now since A is contained in \( \mathbb{R} \), and every number in it can be represented as the limit of a sequence of numbers in \( \mathbb{Q} \), to obtain a function \( f(x) \), continuous and defined in the region A, we have only to form a function \( f(x) \), continuous and defined in the region \( \mathbb{R} \).

I shall confine myself to functions which vanish at the point \( x = 0 \), for all other functions can be derived from these through the addition of a constant. Let \( f(x) \) be a function defined for the rational fractions of the form \( \frac{1}{n} \), in the region \( \mathbb{R} \) between 0 and 1. We can arrange the numbers of \( \mathbb{Q} \) so we can divide the region 0--1 first into m equal parts, then into \( m^2 \), then into \( m^3 \), etc. Thus if \( m = 2 \) we have the rational fractions of the form \( \frac{1}{2^k} \). If \( k = 0 \), the division gives the numbers 0 and 1; if \( k = 1 \), the division gives the numbers 0, \( \frac{1}{2} \), 1; if \( k = 2 \), the division gives the numbers 0, \( \frac{1}{4} \), \( \frac{1}{2} \), \( \frac{3}{4} \), 1.
the division gives the points 0, \( \frac{1}{4}, \frac{1}{2}, 1 \). We would thus give \( k \) all the values from 0 to \( \frac{1}{4} \). For the general case we would have the points as follows:

\[
\begin{array}{c|c|c|c|c|c}
0 & \frac{1}{4} & \frac{1}{2} & 1 \\
\hline
\frac{1}{m} & \frac{2}{m} & \frac{m-1}{m} & \\
\hline
\frac{2}{m} & \frac{m-2}{m} & \frac{m-1}{m} & 1 \\
\hline
\end{array}
\]

1. If \( k \) is given all the values from 0 to \( \frac{1}{4} \) we should get all the rational functions of the form \( \frac{1}{m} \). (See Stolz allgemeine arithmetik § 17.)

Let \( \varphi(x) \) be the value of \( \varphi(x) \) at the point \( x = \frac{1}{m} \).

Now let,

\[
\begin{cases}
\varphi(1) - \varphi(0) = \Delta_{0,0} \\
\varphi \left( \frac{1}{m} \right) - \varphi(0) = \Delta_{1,0} \\
\varphi \left( \frac{2}{m} \right) - \varphi \left( \frac{1}{m} \right) = \Delta_{1,1} \\
\varphi(1) - \varphi \left( \frac{m-1}{m} \right) = \Delta_{1, \ldots, 1} \\
\end{cases}
\]

In general,

\[
\varphi \left( \frac{l + k}{m} \right) - \varphi \left( \frac{l}{m} \right) = \Delta_{k,l} \quad (k = 0, 1, \ldots, m-1; \ l = 0, 1, \ldots, m-1)
\]

Now since we know \( \varphi(0) = 0 \), by hypothesis, if the differences \( \Delta_{k,l} \) are given we can at once determine the values of the function from the above equation. If we add all except the first of equations, we get

\[
\varphi(1) - \varphi(0) = \Delta_{1,0} + \Delta_{1,1} + \cdots + \Delta_{1, m-1}.
\]

From this and the first of equations, we have
have
\( \Delta_{0,0} = \Delta_{0,0} + \Delta_{1,1} - \cdots + \Delta_{n,1} \).

This would define our function for only two points. If now we divide each of
\( \Delta_{0,0}, \Delta_{1,1} \) into \( \Delta_{n,1} \) into \( m \) parts, we should have our function defined for \( m^2 \) points and we would get in a similar manner to equation (2)
\[
\Delta_{0,0} = \Delta_{2,0} + \Delta_{2,1} + \cdots + \Delta_{2,1}
\]
\[
(\Delta_{2,1} - \Delta_{2,2} + \Delta_{2,3}, \Delta_{2,2} + \cdots - \cdots + \Delta_{2,3})
\]
If we continued this division of the \( \Delta \)'s we should finally get a function defined for every rational fraction of the form \( \frac{1}{mp} \), and we would have a relation between the \( \Delta \)'s analogous to that of equations (2) and (3).

\[\Delta_{0,0} = \Delta_{1,0} + \Delta_{1,1} - \cdots + \Delta_{n,1} \]

We know nothing, however, of the continuity of this function but simply know it is defined for each point of the interval \( B \). I shall take a special example to illustrate this.

\[
\text{Let } m = 2, \Delta_{0,0} = 2, \Delta_{1,1} = 3.
\]

Then from equation (2)
\[
\Delta_{0,0} = 2 + 3 = 5.
\]
Making $h = 2$ and dividing our $A's$ we have

$A_{2,0} = \frac{2}{3}, A_{2,1} = \frac{1}{3}, A_{2,2} = 1, A_{2,3} = 2.$

These divisions are purely arbitrary as long as they fulfill the conditions

$A_{1,0} = A_{2,0} + A_{2,1} = 2$

$A_{1,1} = A_{2,2} + A_{2,3} = 3.$

Making $h = 3$, we can choose our divisions in any way so the following conditions are fulfilled:

$A_{2,0} = A_{3,0} + A_{3,1} = \frac{2}{6}$

$A_{2,1} = A_{3,1} + A_{3,2} = \frac{1}{6}$

$A_{2,2} = A_{3,4} + A_{3,5} = 1$

$A_{2,3} = A_{3,6} + A_{3,7} = 2.$

Therefore, we may put

$A_{3,0} = \frac{1}{8}, A_{3,1} = \frac{13}{24}, A_{3,2} = \frac{1}{8}, A_{3,3} = 1, A_{3,4} = \frac{1}{8}, A_{3,5} = \frac{3}{8}, A_{3,6} = \frac{7}{24}, A_{3,7} = \frac{1}{6}$

Then from equations 1 we have for $h = 0$

$g(1) - g(0) = A_{1,0}$

$g(1) = 0 + 1 = 1.$

For $h = 1$ we have

$g(\frac{1}{2}) - g(0) = A_{1,0}$

$g(\frac{1}{2}) = 0 + 2 = 2.$

$g(1) - g(\frac{1}{2}) = A_{1,1}$

$g(1) = 1 + 3 = 4.$

For $h = 2$, we have
\[ \varphi(\frac{1}{4}) \approx 4(0) = 1.0 \]
\[ \varphi(\frac{1}{4}) = \theta + \frac{\eta}{3} = \frac{\pi}{3} \]
\[ \varphi(\frac{1}{2}) - \varphi(\frac{1}{4}) = \Delta_{2,1} \]
\[ \varphi(\frac{1}{2}) = \varphi(\frac{1}{2}) + \varphi(\frac{1}{3}) = 2 \]
\[ \varphi(\frac{3}{4}) - \varphi(\frac{1}{2}) = \Delta_{3,2} \]
\[ \varphi(\frac{3}{4}) = 2 + 1 = 3 \]
\[ \varphi(1) - \varphi(\frac{3}{4}) = \Delta_{2,3} \]
\[ \varphi(1) = 5. \]

Similarly for \( k = 3 \) we should get
\[ \varphi(\frac{1}{5}) = 8, \quad \varphi(\frac{1}{4}) = 8, \quad \varphi(\frac{3}{4}) = 1, \quad \varphi(\frac{1}{2}) = 2, \quad \varphi(\frac{3}{8}) = 3, \quad \varphi(\frac{3}{4}) = 3, \quad \varphi(\frac{7}{8}) = 3, \quad \varphi(1) = 5. \]

See figure 1 on following page for different approximation curves.
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(b) To construct $P(x)$, which is now defined for the region $B$, so that it will be continuous in the region, let the greatest of the absolute values of $A_k, 0, A_k$, $\cdots$, $A_k, \alpha_k$, be designated by $\Delta_k$. Since each $\Delta$ is the difference between two values of $P(x)$, by the definition of $\Delta$, $\Delta_k$ is an increment of $P(x)$ corresponding to the increment $\frac{1}{n_k}$ in the variable, and since

$$\frac{1}{n_k} = 0$$

is necessary condition for the continuity of $P(x)$, it is that

$$\Delta_k = 0.$$ 

This follows directly from our definition of continuity on page 3. That this is not a sufficient condition, however, will come out in the proof of the following theorem.

If the sequence of values $x_0, x_1, x_2, \cdots$ which we shall call the maximal difference, not only satisfies the condition

(1) $\Delta_k = 0$,

but also the condition that their sum

(2) $x_0 + x_1 + x_2 + \cdots$
converges then the function \( f(x) \) defined in \( D_1(x) \), is continuous.

Since the series (2) is by hypothesis convergent, if \( M_i \) represents the sum of all the terms after the \( i \)th term, we know

\[
\lim_{i \to \infty} M_i = 0.
\]

Let \( \frac{b}{m^k} \) and \( \frac{a}{m^k} \) be any two numbers in the region \( \mathfrak{R} \), then, since \( x \) is the greatest increment in \( f(x) \), for an increment of \( \frac{b}{m^k} \) in the variable, we can write

\[
(4) \quad f\left(\frac{a}{m^k}\right) + f\left(\frac{b}{m^k}\right) \approx f(x) + f(x) = \frac{1}{m^k} x
\]

(5) Let \( \frac{b}{m^k} \leq x \leq \frac{b + 1}{m^k} \).

If \( x \leq \frac{b + 1}{m^k} \), \( x \) can be expressed in the form

\[
(6) \quad x = \frac{a}{m^k} + \frac{c_1}{m^k+1} + \cdots + \frac{c_l}{m^k+l}.
\]

(See Stoll, Algebras and Analysis, p. 77)

If \( x > \frac{b}{m^k} \), \( x \) can be expressed in the form

\[
(7) \quad x = \frac{b + 1}{m^k} - \left(\frac{c'_1}{m^k+1} + \cdots + \frac{c'_l}{m^k+l}\right).
\]

where the coefficients \( c \) and \( c' \) are integral numbers satisfying the
conditions

(8) \[ 0 \leq c \leq m-1, \]
\[ 0 \leq c' \leq m-1. \]

(9) Let \( \frac{c}{n}k = x_0, \frac{c+1}{n}k = x'_0, \)
and

(10) \[ \frac{c}{n}k + \frac{c}{n}k + \ldots + \frac{c}{n}k + \frac{c}{n}k = x_0, \quad (n = 0 \text{ to } m), \]
and

(11) \[ \frac{c}{n}k = \left( \frac{c'}{n}k + \ldots + \frac{c'}{n}k \right) = x'_0. \]

Adding equation (10) over a common denominator we have

(12) \[ x_0 = \frac{c}{n}k + \ldots + \frac{c}{n}k, \quad (n = 0 \text{ to } m). \]

If now we write out \( x_0 \) analogous to \( x_0 \) and multiply both numerator and denominator by \( w \), we have

(13) \[ x_{w-1} = \frac{c}{n}k + \ldots + \frac{c}{n}k, \quad (n = 0 \text{ to } m). \]

In a similar manner we get for the \( x's \) from equation (11)

(14) \[ x_0 = \left( \frac{c}{n}k + \ldots + \frac{c}{n}k \right) - \frac{c}{n}k, \]
and

(15) \[ x_{w-1} = \left( \frac{c}{n}k + \ldots + \frac{c}{n}k \right) - \frac{c}{n}k. \]

Subtracting (12) from (11) we get

(16) \[ x_0 - x_{w-1} = \frac{c}{n}k + \frac{c}{n}k. \]
Subtracting (15) from (14) we have

\[(7) \quad x_1^\prime \quad x_1^\prime-1 = \frac{c^\prime}{m^\prime+c^\prime}.
\]

Now, since by definition \(x+k+h\) is the maximum increment of \(P(x)\) corresponding to an increment \(\frac{1}{m^\prime+c^\prime}\) in the variable \(x\), we can write

\[(8) \quad P(x^\prime_1) - P(x^\prime_1-1) \leq c_1 \quad P(x+k+h) \leq (m-1) \quad x+k+h,
\]

\[P(x^\prime_k) - P(x^\prime_k-1) \leq c_2 \quad x+k+h \leq (m-1) \quad x+k+h;
\]

for by definition \(c\) and \(c'\) are less or equal to \((m-1)\). If now we give to \(x\) all values from 0 to \(n\) in equations (18) and take the sum of all these, we have, by replacing the sum of the terms

\[x_k + x_{k+1} + \ldots + x_{k+n},\]

by \(x^\prime_n\), which by definition was the sum of all the terms after the \(k\) th,

\[(9) \quad P(x_1) - P(x) \leq (m-1) \quad x_n.
\]

\[P(x_1) - P(x_0) \leq (m-1) \quad x_n.
\]

Since \(x_1\) and \(x_1^\prime\) may be any values in the interval to which \(x\) is confined, we can replace them by \(x\), and giving \(x_0\) and \(x_0^\prime\) their values from equation (7), we have

\[(10) \quad P(x) - P\left(x \left(\frac{c}{m^\prime+c^\prime}\right)\right) \leq (m-1) \quad x_n
\]

\[P(x) - P\left(x \left(\frac{c+c^\prime}{m^\prime+c^\prime}\right)\right) \leq (m-1) \quad x_n.
\]
Let \( x_1 \) and \( x_2 \) be two numbers in \( A \), such that \( x_2 \geq x_1 \), and \( x_2 - x_1 < \frac{1}{mn^4} \). Then we can always choose \( l \) arbitrarily so that

\[
\frac{l}{mn^4} = x_1 \leq \frac{l+1}{mn^4},
\]

and, since \( x_2 - x_1 < \frac{1}{mn^4} \), we know either

\[
\frac{l+1}{mn^4} \leq x_2 \leq \frac{l+2}{mn^4},
\]

or

\[
\frac{l}{mn^4} \leq x_2 \leq \frac{l+1}{mn^4}.
\]

Then we can substitute \( x_2 \) and \( x_1 \) for \( x \) in equations (20) and we have

\[(21) \quad | \phi \left( \frac{l+1}{mn^4} \right) - \phi \left( \frac{l}{mn^4} \right) | \leq \left( \frac{1}{mn} - 1 \right) \cdot a,
\]

\[
| \phi \left( x_2 \right) - \phi \left( \frac{l+1}{mn^4} \right) | \leq \left( \frac{1}{mn} - 1 \right) \cdot a,
\]

adding the last two equations we have

\[(22) \quad | \phi \left( x_2 \right) - \phi \left( x_1 \right) | \leq 2 \left( \frac{1}{mn} - 1 \right) \cdot a,
\]

but according to equation (3)

\[
\int_{x=0}^{1} 2 \left( \frac{1}{mn} - 1 \right) \cdot a = 0,
\]

and the continuity of \( \phi \left( x \right) \) is proven. That the convergence of the sum

\[
x_0 + x_1 + x_2 + \cdots
\]

is a necessary condition for continuity is evident, for otherwise the right-hand member of equation (22) would not approach zero as \( k \to 0 \).

To get a representation of a continuous function, we shall take \( x_0 = 0 \),
and divide it arbitrarily into $m$ facts
\[ \Delta_{1,0}, \Delta_{1,1}, \ldots, \Delta_{1,m-1}, \] each fact different from zero. Divide each of these $\Delta$ into $m$ facts which bear the same relation to it as the $m$ facts of the first division and continue this process indefinitely. We shall then have the relations
\[
\Delta_{k,0} + \cdots + \Delta_{k,m-1} = \Delta_{0,0},
\]
\[
\Delta_{k+1,m} + \cdots + \Delta_{k+1,2m-1} = \Delta_{k,0},
\]
\[
\Delta_{k+1,2m} = \Delta_{k+1,2m+1} = \cdots = \Delta_{1,0},
\]
\[
\Delta_{k+1,2m} = \frac{\Delta_{k,0}}{\Delta_{0,0}} \Delta_{1,0}.
\]

For example, let $\Delta_{0,0} = 3$
\[
\\frac{\Delta_{0,0} = 3}{\Delta_{1,0} = 1 \quad \Delta_{1,1} = 2}
\]
and divide it into the two facts $\Delta_{1,0} = 1, \Delta_{1,1} = 2$. The must now divide each of these into $2$ facts proportional to those of the first division: then let
\[
\Delta_{1,0} = \Delta_{2,0} + \Delta_{2,1} = \frac{1}{2} + \frac{\sqrt{3}}{2} = 1
\]
\[
\Delta_{1,1} = \Delta_{2,2} + \Delta_{2,3} = \frac{\sqrt{3}}{2} + \frac{\sqrt{3}}{2} = 2
\]
and continue this division indefinitely. This is called the periodic method of division.

The periodic method of division will give a continuous function if $|\Delta_{0,1}| > |\Delta_{1,1}|$ (any $\Delta$ the first division) as the maximal dif-
REFERENCES TO \( \mathcal{A} \), by this method of division from a geometrical ratio, and the conditions for continuity, viz.:

\[
\frac{z}{h} = 0
\]

and the convergence of the sum will be fulfilled, if this geometrical series is a decreasing series. It will always be a decreasing series if \( 1 + \alpha \) is greater than the second. The first term of the series will always be greater than the second, if \( |\Delta_0,0| \) is greater than the absolute value of any \( \Delta \) of the first division, for these have to be divided in a similar manner and thus could not yield any division greater than the maximum of the first division.

If we let \( \Delta_{0,0} = \delta_1, \Delta_{1,1} = \delta_2, \ldots, \Delta_{m-1,m-1} = \delta_m \), then \( \delta_1, \delta_2, \ldots, \delta_m \) will determine a function defined and continuous in the region \( \mathcal{B} \), which we shall call \( q(x; \delta_1, \ldots, \delta_m) \). Now corresponding to this, we know from \( \mathcal{B}(x, \mathcal{U}) \), that we shall have a function \( q(x; \delta_1, \ldots, \delta_m) \) defined and continuous in the region \( \mathcal{B} \) and agreeing with \( q(x; \delta_1, \ldots, \delta_m) \) at every point of the region.
Example: Given the function \( f(x; 1, 2) \). This function is continuous, for \( |1 + 2| > 3 \), which is greater than any of the conditions for continuity by the theorem just proved. Setting the divisions as in the example on page 75, and then the values of the function from these as in the example on page 67, we have:

<table>
<thead>
<tr>
<th>( x )</th>
<th>( f(x) )</th>
<th>( x )</th>
<th>( f(x) )</th>
<th>( x )</th>
<th>( f(x) )</th>
<th>( x )</th>
<th>( f(x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( \frac{1}{2} )</td>
<td>1</td>
<td>( \frac{1}{4} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{4} )</td>
<td>( \frac{1}{3} )</td>
<td>( \frac{1}{4} )</td>
<td>( \frac{1}{3} )</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>( \frac{3}{4} )</td>
<td>( \frac{5}{3} )</td>
<td>( \frac{5}{4} )</td>
<td>( \frac{5}{3} )</td>
<td>( \frac{5}{4} )</td>
<td>( \frac{5}{3} )</td>
</tr>
</tbody>
</table>

For the different approximation curves see Fig. 2 on following page.
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(c) To construct a continuous function which has at no point a finite derivative. We can decrease the interval inclosing the point \( x_0 \) by allowing \( h \) to so vary that it passes through all the positive integers, and finding the integral number \( k \) so that \( x_0 \) lies between \( \frac{kh}{n} \) and \( \frac{(k+1)h}{n} \), including the lower limit and, if \( x_0 + 1 \), excluding the upper limit. Thus suppose that \( m = 3 \), and \( l = 1 \), then \( x_0 \) lies between \( \frac{1}{3} \) and \( \frac{2}{3} \). Now, when \( k = 2 \), if we suppose \( l_2 = 1 \), \( x_0 \) will lie between \( \frac{1}{7} \) and \( \frac{2}{7} \), and as we increase \( k \) indefinitely the interval inclosing \( x_0 \) will decrease indefinitely.

If \( f(x) \) and \( g(x) \) are defined as in § 1 (a) pages 65-6, and if

\[
x_1 = \frac{kh}{n} \quad \text{and} \quad x_2 = \frac{(k+1)h}{n}
\]

we have

\[
(1) \quad x_2 - x_1 = \frac{1}{2n} h.
\]
Then from our definition of \( f(x) \), we can put
\[
\frac{f(x_2) - f(x_1)}{x_2 - x_1} = \Delta f, \quad \Delta x
\]
Dividing equation (2) by (1) we have
\[
\frac{f(x_2) - f(x_1)}{x_2 - x_1} = \lim_{\Delta x \to 0} \Delta f, \quad \Delta x
\]
Therefore, we see at once that there will exist no finite derivative, if
\[
\lim_{\Delta x \to 0} \Delta f = \infty
\]
If \( \Delta x \) represents the lower limit of the absolute values of the differences taken, then
\[
\frac{f(x_2) - f(x_1)}{x_2 - x_1} \geq \lim_{\Delta x \to 0} \Delta f
\]
Therefore it follows directly from (4), that if
\[
\lim_{\Delta x \to 0} \Delta f = \infty
\]
\( f(x) \) will have at no point a finite derivative.

In order to fulfill the condition of continuity, we know that the sum of the maximal differences
\[
x_0 + x_1 + x_2 + \cdots
\]
must form a convergent series. Thus the lower limits of the differences
will certainly give a convergent sum. If now in addition to this, the terms
\( \beta_0, m_1 \beta_1, m_2 \beta_2, \ldots \) increase in
definitely, we know from (6) that
\( f(x) \) will not have a finite derivative at any point. Now the terms of
the series just given form a geometrical series, and therefore will become
in finite if the second term is
greater than the first; that is, if
\[ m \beta_1 > \beta_0. \]

From our definition of \( \beta \) we know \( \beta_0 > 1000 \)
and \( \beta_1 \) is the least of the \( \Delta \) of the first
division. Hence we can say that
a periodic will give a continuous function which does not have a
finite derivative, if each of the im-
pacts, into which \( \Delta 0.0 \) is divided, is
less than the absolute value of \( \Delta 0.0 \),
but greater than the absolute value of \( \frac{1}{m} \Delta 0.0 \).

Example: Given the function
\( f(x; 1, 1, 1, -1) \). This function is continu-
ous but has at no point a derivative; for it
Fulfills the conditions just given above, since
\[ |\delta_1 + \delta_2 + \delta_3 + \delta_4| = |1 + 1 + 1 - 1| = 2 > 1|\delta_i| \]
\[ \frac{1}{m} |\delta_1 + \delta_2 + \delta_3 + \delta_4| = \frac{1}{4} |1 + 1 + 1 - 1| = \frac{1}{2} \leq 1|\delta_i| \]

Finding the values of the function as in previous problems, we have:

<table>
<thead>
<tr>
<th></th>
<th>( \mathcal{A} = 0 )</th>
<th>( \mathcal{A} = 1 )</th>
<th>( \mathcal{A} = 2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( x )</td>
<td>( f(x) )</td>
<td>( x )</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1/16</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7/16</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2/16</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1/16</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>-1/16</td>
</tr>
</tbody>
</table>

See figure 3 on following page.
Example: Given the function \( f(x; 3, 3, -2) \). This function is continuous and does not have at any point a derivative; for

\[
|8 + 8 + 8| = 13 + 3 - 21 = 4 > 18 i, \\
\frac{1}{3} |8 + 8 + 8| = \frac{1}{3} 13 + 3 - 21 = \frac{4}{3} < 18 i.
\]

Finding the values of the function as in previous examples, we have:

<table>
<thead>
<tr>
<th>( n=0 )</th>
<th>( n=1 )</th>
<th>( n=2 )</th>
<th>( n=3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>( f(x) )</td>
<td>( x )</td>
<td>( f(x) )</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
<td>1/3</td>
</tr>
<tr>
<td>( \frac{1}{4} )</td>
<td>( \frac{15}{8} )</td>
<td>( \frac{1}{4} )</td>
<td>( \frac{15}{8} )</td>
</tr>
<tr>
<td>( \frac{1}{27} )</td>
<td>( \frac{1}{27} )</td>
<td>( \frac{1}{27} )</td>
<td>( \frac{1}{27} )</td>
</tr>
<tr>
<td>( \frac{1}{6} )</td>
<td>( \frac{1}{6} )</td>
<td>( \frac{1}{6} )</td>
<td>( \frac{1}{6} )</td>
</tr>
<tr>
<td>( \frac{1}{16} )</td>
<td>( \frac{1}{16} )</td>
<td>( \frac{1}{16} )</td>
<td>( \frac{1}{16} )</td>
</tr>
</tbody>
</table>


<table>
<thead>
<tr>
<th>$\lambda = 0$</th>
<th>$\lambda = 1$</th>
<th>$\lambda = 2$</th>
<th>$\lambda = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$y(x)$</td>
<td>$x$</td>
<td>$y(x)$</td>
</tr>
<tr>
<td>$\frac{5}{4}$</td>
<td>$\frac{3}{4}$</td>
<td>$\frac{15}{27}$</td>
<td>$\frac{3}{4}$</td>
</tr>
<tr>
<td>$\frac{14}{27}$</td>
<td>$\frac{57}{8}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{17}{27}$</td>
<td>$\frac{42}{8}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\frac{20}{27}$</td>
<td>$\frac{30}{8}$</td>
<td>$\frac{22}{27}$</td>
<td>$\frac{7}{8}$</td>
</tr>
<tr>
<td>$\frac{25}{27}$</td>
<td>$\frac{15}{8}$</td>
<td>$\frac{26}{27}$</td>
<td>$\frac{18}{8}$</td>
</tr>
<tr>
<td>$1$</td>
<td>$4$</td>
<td>$1$</td>
<td>$4$</td>
</tr>
<tr>
<td>$1$</td>
<td>$4$</td>
<td>$1$</td>
<td>$4$</td>
</tr>
</tbody>
</table>

For the geometrical representation, see figure 4, page.
Figure 4

Unit vector in the direction of $\mathbf{r}$ and not of $\mathbf{r}'$

$\mathbf{r} = 0$

$\mathbf{r} = 1$

$\mathbf{r} = 2$
(c) To construct a function which is continuous but does not have either a finite or an infinite derivative at any point. — The conditions discussed under (b) do not exclude the possibility of an infinite derivative, but only one further condition is necessary to exclude this possibility and this condition can be best explained by an example.

Given the function \( f(x; 4, 7, -5, -5, 4, 4) \). This function is continuous and has no finite derivative; for

\[
| \delta_1 + \delta_2 + \delta_3 + \delta_4 + \delta_5 + \delta_6 | = |4 + 4 - 5 - 5 + 4 + 4| = 6 > 1.81,
\]

\[
| \delta_1 + \delta_2 + \delta_3 + \delta_4 + \delta_5 + \delta_6 | = \frac{1}{2} |4 + 4 - 5 - 5 + 4 + 4| = 1 < 1.81.
\]

In this example \( m = 6 \), \( \Delta 0,0 = 6 \), \( \Delta 1,0 = 4 \), \( \Delta 1,1 = 4 \), \( \Delta 1,2 = -5 \), \( \Delta 1,3 = -5 \), \( \Delta 1,4 = 4 \), \( \Delta 1,5 = 4 \) by definition. We shall now form sums containing \( 2, 3 \), and finally in \( \Delta 5 \), the terms in each sum being adjacent ones as follows:

\[
\Delta 1,0 + \Delta 1,1, \quad \Delta 1,1 + \Delta 1,2, \quad \ldots \quad \Delta 1,2 + \Delta 1,3, \quad \Delta 1,3 + \Delta 1,4, \quad \Delta 1,4 + \Delta 1,5.
\]

With each difference \( \Delta 1, m \), we shall
associate one of these sums, first given, which contains \( A_{1,1} \), and designate this sum by \( A_{1,1}' \). In this example, we can determine \( A_{1,1}' \) so that \( A_{1,1} \) and \( A_{1,3} \) have opposite signs. To illustrate this take

\[
\begin{align*}
\Delta_{1,0} &= \Delta_{1,0} + \Delta_{1,1} + \Delta_{1,2} + \Delta_{1,3} = -2, \\
\Delta_{1,1}' &= \Delta_{1,1} + \Delta_{1,2} = -1, \\
\Delta_{1,2} &= \Delta_{1,1} + \Delta_{1,2} = 3, \\
\Delta_{1,3}' &= \Delta_{1,3} + \Delta_{1,4} = 3, \\
\Delta_{1,4} &= \Delta_{1,3} + \Delta_{1,4} = -1, \\
\Delta_{1,5}' &= \Delta_{1,2} + \Delta_{1,3} + \Delta_{1,4} + \Delta_{1,5} = -2.
\end{align*}
\]

Whenever \( A_{1,1}' \) can thus be determined so that its sign is opposite to that of \( A_{1,1} \), and the conditions in (1) (b) are fulfilled we have a continuous function, which does not have either a finite or infinite derivative; for, \( A_{1,1}' \) represents the increment of the function, corresponding to an increment \( \Delta \), in the variable, where \( \Delta \) is the sum of terms in \( A_{1,1}' \). Therefore we may write

\[
(2) \quad \frac{f(x_2) - f(x_1)}{x_2 - x_1} = \frac{A_{1,1}'}{\Delta} = \frac{\Delta_{1,1}'}{\Delta} \quad (l = 0, 1, \ldots, m-1).
\]

where \( x_2 - x_1 = \frac{\Delta}{m} \).
If now we let

\( \frac{dx}{dt} = \frac{1}{\Delta t} \cdot \frac{\Delta x}{\Delta t}, \)

by clearing fractions and multiplying by \( m \) we have

\( \frac{1}{\Delta t} \cdot m \cdot \Delta t = \Delta x, \quad m \cdot \Delta x. \)

Since \( \Delta t \), \( \Delta x \) and \( \Delta t, \Delta x \) are always of opposite signs, \( \theta_{0}, \theta_{1}, \ldots, \theta_{m} \) are all negative numbers. If \( \Delta t + 1, \Delta t, \Delta t + 1, \ldots, \Delta t + \mu + 1 \) are the values obtained by replacing \( \Delta t, \Delta x \), \( \Delta t + 1, \Delta t + \mu + 1 \) in equations (1), we know from equation (1) page 24 that

\[ \frac{\Delta t + 1, \mu + \Delta x}{\Delta t, \mu + 3} = \frac{\Delta t, \Delta x}{\Delta t, \Delta x}. \]

Every value \( \Delta t, \Delta x \) represents an increment of the function corresponding to \( \frac{1}{\Delta t} \) the increment of the variable. Then the derivative corresponding to \( \Delta t, \Delta x \) will be \( \frac{\Delta t, \Delta x}{\Delta t, \Delta x} \). Every value \( \Delta t, \Delta x \) represents an increment of the function corresponding to \( \Delta t, \Delta x \) of the variable. Thus by equations (4) the derivative corresponding to \( \Delta t, \Delta x \) is \( \frac{\Delta t, \Delta x}{\Delta t, \Delta x} \). If \( \theta_{0} \) is any arbitrary point of the interval \( A \), such that...
Thus not only $\Delta x, \epsilon_4$, but also $\Delta x, \epsilon_4$, from its definition, corresponded to an interval enclosing the point $x_0$, and we have just seen the derivatives corresponding to $\Delta x, \epsilon_4$ and $\Delta x, \epsilon_4$ are $\frac{1}{n} \Delta x, \epsilon_4$ and $\epsilon_4 \frac{1}{n} \Delta x, \epsilon_4$. Now since $\epsilon_4$ is always negative, these derivatives will always have opposite signs, and therefore the function will not have either a finite or an infinite derivative at any point.

Finding the values of the function $g(x; 4, 4, -5, -5, 4, 4)$ as in previous examples, we have:

<table>
<thead>
<tr>
<th>$\epsilon = 0$</th>
<th>$\epsilon = 1$</th>
<th>$\epsilon = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>$g(x)$</td>
<td>$x$</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/36</td>
<td>1/4</td>
<td>1/36</td>
</tr>
<tr>
<td>1/36</td>
<td>1/4</td>
<td>1/36</td>
</tr>
<tr>
<td>3/36</td>
<td>-4/3</td>
<td>3/36</td>
</tr>
<tr>
<td>1/6</td>
<td>4</td>
<td>1/6</td>
</tr>
<tr>
<td>$h=0$</td>
<td>$h=1$</td>
<td>$h=2$</td>
</tr>
<tr>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>$x$</td>
<td>$f(x)$</td>
<td>$x$</td>
</tr>
<tr>
<td>$\frac{2}{36}$</td>
<td>$\frac{7}{3}$</td>
<td>$\frac{7}{36}$</td>
</tr>
<tr>
<td>$\frac{8}{36}$</td>
<td>$\frac{2}{3}$</td>
<td>$\frac{8}{36}$</td>
</tr>
<tr>
<td>$\frac{9}{36}$</td>
<td>$6$</td>
<td>$\frac{9}{36}$</td>
</tr>
<tr>
<td>$\frac{10}{36}$</td>
<td>$\frac{3}{2}$</td>
<td>$\frac{10}{36}$</td>
</tr>
<tr>
<td>$\frac{11}{36}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{11}{36}$</td>
</tr>
<tr>
<td>$\frac{12}{36}$</td>
<td>$\frac{2}{3}$</td>
<td>$\frac{12}{36}$</td>
</tr>
<tr>
<td>$\frac{13}{36}$</td>
<td>$\frac{3}{2}$</td>
<td>$\frac{13}{36}$</td>
</tr>
<tr>
<td>$\frac{14}{36}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{14}{36}$</td>
</tr>
<tr>
<td>$\frac{15}{36}$</td>
<td>$\frac{5}{6}$</td>
<td>$\frac{15}{36}$</td>
</tr>
<tr>
<td>$\frac{16}{36}$</td>
<td>$\frac{3}{2}$</td>
<td>$\frac{16}{36}$</td>
</tr>
<tr>
<td>$\frac{17}{36}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{17}{36}$</td>
</tr>
<tr>
<td>$\frac{18}{36}$</td>
<td>$\frac{5}{6}$</td>
<td>$\frac{18}{36}$</td>
</tr>
<tr>
<td>$\frac{19}{36}$</td>
<td>$\frac{3}{2}$</td>
<td>$\frac{19}{36}$</td>
</tr>
<tr>
<td>$\frac{20}{36}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{20}{36}$</td>
</tr>
<tr>
<td>$\frac{21}{36}$</td>
<td>$\frac{5}{6}$</td>
<td>$\frac{21}{36}$</td>
</tr>
<tr>
<td>$\frac{22}{36}$</td>
<td>$\frac{3}{2}$</td>
<td>$\frac{22}{36}$</td>
</tr>
<tr>
<td>$\frac{23}{36}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{23}{36}$</td>
</tr>
<tr>
<td>$\frac{24}{36}$</td>
<td>$\frac{5}{6}$</td>
<td>$\frac{24}{36}$</td>
</tr>
<tr>
<td>$\frac{25}{36}$</td>
<td>$\frac{3}{2}$</td>
<td>$\frac{25}{36}$</td>
</tr>
<tr>
<td>$\frac{26}{36}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{26}{36}$</td>
</tr>
<tr>
<td>$\frac{27}{36}$</td>
<td>$\frac{5}{6}$</td>
<td>$\frac{27}{36}$</td>
</tr>
<tr>
<td>$\frac{28}{36}$</td>
<td>$\frac{3}{2}$</td>
<td>$\frac{28}{36}$</td>
</tr>
<tr>
<td>$\frac{29}{36}$</td>
<td>$\frac{1}{3}$</td>
<td>$\frac{29}{36}$</td>
</tr>
<tr>
<td>$\frac{30}{36}$</td>
<td>$\frac{5}{6}$</td>
<td>$\frac{30}{36}$</td>
</tr>
</tbody>
</table>

For the geometrical representation see figure 5, on the following page.
Figure 5. \( y = \begin{cases} 1 & \text{if } x \text{ is } 12 \\ 0 & \text{otherwise} \end{cases} \)

\[-f(x; 4, 4, -5, -5, 4, 4)\]
§ 2. Peano's method of Constructing
a Continuous Function which has
at no point a Derivative. Peano
uses s as his basic member and gets
a Continuous Curve in the following
manner. Choose the segment s -1 of
a straight line and a unit square.
When the line is divided into 3^n
equal squares, let t be any point
on the line within the given segment,
then the square can be assigned in
a one to one manner continuously to
the t points, so that as t moves con-
tinuously from 0 to 1, the corresponding
point (x, y) in the square, will move
continuously through all the points
of the square. (See figure). The locus
of the point (x, y) then is: \( x = q(t), y = pt \).
The assignment of squares to points is
made so that corresponding to two
adjacent segments of the line, we have
two adjacent squares, and the approx-
imation curve traced by drawing the di-
agonals of these squares. Figure 2 shows the
following stage shows the first three
approximations.
That the curve will be defined for every value of \( t \) between 0 and 1, follows directly from the proof in \( \text{§1.11, page 64.} \) The curve is continuous; for let
\[
|t_1 - t_2| \leq 3^{−2m},
\]
then since by our method of assignment the squares are adjacent and the point \((x,y)\), corresponding to \( t_1 \) and \( t_2 \), cannot have abscissas or ordinates of greater difference than twice the length of the side of a square. But the length of the side of a square is \( \frac{1}{3^m} \) and we may therefore put
\[
|\psi(t_1) - \psi(t_2)| \leq \frac{2}{3^m}
\]
\[
|\eta(t_1) - \eta(t_2)| \leq \frac{2}{3^m}.
\]
Now as \( m \) increases indefinitely the right hand members of these equations approach zero, and we know, from our definition of continuity on page 3, that the curve is continuous.

By finding the abscissas and ordinates of the curve in Fig. 6, for the different values of \( t \), we can construct curves first with \( t \) and \( x \) as the axes and then with \( t \) and \( y \) as the axes. These curves we shall call the
$t \times$ and $t \times y$ curves. Thus for the approximation curve $n = 2$ in figure 7, when $t$ has passed from 0 to $\frac{1}{2}$, $x$ has passed from 0 to $\frac{1}{2}$; when $t$ increases to $\frac{2}{3}$, $x$ decreases to 0; as $t$ increases to $\frac{3}{4}$, $x$ increases to $\frac{1}{2}$; as $t$ increases to $\frac{4}{5}$, $x$ increases to $\frac{1}{2}$; etc. Figure 7 shows the $t \times$ and $t \times y$ curves with the $t$ axis drawn perpendicular to $xy$ plane. Figures 8, 9, 10, 11, show the separate $t \times$ and $t \times y$ curves for $n = 1$ and $n = 2$. 
Figure 8. t x curve for n=1
Figure 1.

It is curve for \( n = 2 \).
Figure 10.

t vs curve for \( n = 1 \)
Figure 11.

$y$ curve for $u = 2$. 
From figures 8 and 9, we see that for the \( t \times x \) curve the fundamental square, \((0 \leq t \leq 1, 0 \leq x \leq 1)\) is divided into rectangles of the dimensions:
\[
\frac{t}{3^{n+1}}, \quad \frac{x}{3^{n+1}} \quad (n = 0, 1, 2, \ldots)
\]
For example in figure 8, where \( n = 1 \), the dimensions of the rectangles are
\[
\frac{t}{9}, \quad \frac{x}{3}
\]
For the \( t \times y \) curves we see from figures 10 and 11 that the fundamental square is divided into rectangles of the dimensions:
\[
\frac{t}{3^{n+1}}, \quad \frac{y}{3^{n+1}} \quad (n = 0, 1, 2, \ldots)
\]
For example in figure 10, where \( n = 1 \), the dimensions of the rectangles are
\[
\frac{t}{3}, \quad \frac{y}{1}
\]
The points, where the curve changes direction, we shall call mode points. The tangents to the right and to the left of these points will always be of opposite sign, and therefore we can say the tangent at the mode points does not exist. These mode points are everywhere dense for they exist at every rational fractional point between 0 and 1.
Then our curve does not have a tangent at any rational fractional point. Since all these rational fractional points \( \frac{m}{3n} \) are included in the interval 0 to 1, and since every point in the interval 0 to 1 can be represented as the limit of a sequence of the rational fractions, we can say from our conclusions on page 63, that the curve does not have a tangent at any point.