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Abstract

Contact analysis is an important branch of solid mechanics. Numerical simulation using the finite element method has become the dominant approach recently because of the high nonlinearity of contact problems. In the traditional Lagrangian description for solid mechanics, the numerical nodes are attached to the material particles, making it impossible to maintain node-to-node contact due to independent deformation. Various node-to-segment or segment-to-segment treatments are proposed to discretize the contact interface. But some issues still exist. Specifically, mesh distortion or element entanglement may be present if deformation is large.

A new node-to-node approach for 2D contact/impact problems subject to finite deformation is proposed in this report to offer an alternative approach to these traditional methods, wherein node-to-node contact is maintained throughout the contact process. This method is based on the Arbitrary Lagrangian-Eulerian algorithm (ALE). One or both bodies in the two-body contact problem have an ALE mesh, which is independent of the material particles and has prescribed motion set to maintain node-to-node contact. The strategy of the ALE mesh motion has two steps: (1) to move nodes in the active set to maintain node-to-node contact (2) to smooth ALE mesh to improve mesh quality using the Laplacian or angle-based smoothing algorithm.

Problems of interest in this study are contact/impact problems wherein the implicit mid-point rule is used as the primary time stepping algorithm to find the solution incrementally. In order to conserve the system energy, the persistency condition is incorporated as the contact constraint. The augmented Lagrangian method is primarily used to apply contact constraints. Non-classical Coulomb friction laws are used where friction is present. Several quasi-static and impact examples are given to demonstrate the performance and validity of the new approach.
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1.1 Background information

Contact is a common phenomenon in mechanical, civil and astronautical engineering when two solid objects try to occupy the same position. Material nonlinearity, geometric nonlinearity and transient effects are often involved in the mechanical process and must be considered in the analysis. Two typical examples are shown here. Figure 1.1 shows the forging process of a steel plate. The right two dies are used as fixed supports and the middle one punches downward slowly to stretch the plate to the expected shape. The plate endures large deformation and partly enters the plastic range of response. In this example, contact interfaces are the common surfaces shared by the plate and the dies. The forging process may be treated as quasi-static because deformation changes slowly. Figure 1.2 shows an impact test of an automobile where the car crashes into a rigid obstacle to evaluate its safety. The contact interfaces here comprise part of the bumper, hood and some internal instruments in succession. After impact, the car’s hood and body become folded and the bumper is broken due to violent impact forces. The contact process in this example is so fast that transient effects must be considered.

![Diagram of forging process](image_url)

Fig. 1.1: Steel plate in forming process, from manual of ABAQUS6.3
From the two examples, it is evident that contact bodies cannot penetrate into each other. That is one of the most important property for contact problems. One may also observe that the motion of the contact bodies is not necessarily smooth, especially on the contact interface. The displacement and velocity fields can jump when contact occurs. Besides these observations, one may note that the exact contact interface is unknown \textit{a priori} and cannot be treated as the Dirichlet or Neumann boundary because both tractions and displacements are unknown. Although contact problems share the same fundamental laws of solid mechanics, e.g., momentum balance and mass conservation laws as other problems, they fall into the most difficult category of problems in solid mechanics and involve more conceptual, mathematical and computational efforts.

Other contact examples like wear and lubrication in mechanical engineering, mechanical impact in astronautical engineering and drilling in geological investigation are also common. In the last several decades, investigation of contact has become an important branch of solid mechanics.

The first success in solving a contact problem was accomplished by Hertz [27]. He studied the contact problem of two spherical elastic bodies and gave a formulation of the pressure distribution and indentation in the contact interface. After that, the important advance in contact theory was achieved by Fichera [19] where he first treated the contact problem as a variational inequality. Another milestone was marked by Kikuchi and Oden [39] wherein they investigated series of contact problems theoretically and numerically. Although other progress was made after the 1970s, theoretical advance has been seriously hindered by the inherent complexity of the problem. Recent progress has been obtained from numerical simulations where the finite element method is used. The early efforts of numerical simulations are focused on frictionless contact problems with small
elastic deformations. Conry and Seireg [14] applied a simplex-type algorithm to Hertzian type problems and beams contact problems under the elastic assumption. Francavilla and Zienkiewicz [21] focused on construction of the tangent matrix and treated the contact pressure as quasi-linear for some frictionless contact problems. Hughes and Taylor [37] studied some contact/impact problems and discussed different topics like spatial and temporal discretization, contact bodies in different dimensions and contact release conditions.

Since the finite element method employs the discretized configurations instead of the really continuous one, the contact pairs, that are isolated nodes in the contact interface, were assumed to be in node-to-node contact status initially in the early proposed approaches. The assumption of an infinitesimal deformation makes it possible to omit mismatching of the contact pair in the deformed configurations. Another character of the early efforts is that the Signorini’s problem (contact between a flexible body and a rigid obstacle) drew much attention because researchers needed not to worry about unmatched meshes. For contact problems involving two flexible bodies, the node-to-node contact assumption is a big encumbrance. Various approaches were proposed to treat the mismatched contact pairs as known as the node-to-segment (one pass), the node-to-segment (two pass), the intermediate contact surface, and the segment-to-segment approach. These methods are well known now as the unilateral contact law to treat the impenetrability in the contact interface.

The one pass node-to-segment approach [5] distinguishes a “master body” from a “slave body” and the slave body is prohibited from penetrating into the master body. This method fails to pass the patch test because it is unable to transfer contact pressures accurately through the mismatched contact nodes. The two-pass node-to-segment approach [62] [33] searches the contact interface twice and uses the ordinary and reversed definition of the master and slave bodies. This approach passes the patch test for linear elements, but the main drawback is that the overconstrained definition impairs the stability performance. The intermediate surface approach introduced a contact element defined by the nodes in the contact interface and their projections [61] [16]. The behavior of the method in [61], where 2D linear elements are used, is similar to the two-pass node-to-segment approach in that it is still overconstrained but passes the patch test. The algorithm in [16], where 2D quadratic elements are used, removes the redundant constraints and passes the patch test with the sacrifice of losing stability to some degree [18]. The segment-to-segment approach [18] [51] [70] were proposed recently to try to overcome the weakness of previous approaches. The mortar method, initially developed to remedy dissimilarly meshed configurations, is reported to have good convergence performance in tied contact problems [70]. All these approaches are constructed on the Lagrangian description and there is a common assumption that node-to-node contact status cannot be maintained for the Lagrangian mesh.

Current applications of the finite element method to problems in solid mechanics are mostly based on the Lagrangian description. The material particles are attached to
the numerical mesh and there is no convective velocity between mesh nodes and material particles. One benefit of the Lagrangian description is that the governing equation is simple due to the absence of convective velocity. Another benefit is that material motion and stress-strain status are conveniently and accurately computed from the mesh motion. Whenever the mesh motion is determined, the kinematic fields of material particles are also obtained. The quadrature points always coincide with the same material particles that numerical simulation of path-dependent material, like elastic-plastic material, is greatly simplified. However, the coincidence between the mesh and the material particles in the Lagrangian description may cause mesh distortion and element entanglement when deformation is large, e.g., in the metal forming simulations. Solution accuracy and convergence are seriously impaired by the defective mesh.

In the fluid mechanics field, the Eulerian description is widely used. Unlike the Lagrangian mesh, the Eulerian mesh is fixed in space and material convects through the elements at a specific velocity. This approach is very suitable to solve problems in fluid mechanics. The main drawback of the Eulerian description is that the moving solid edges (boundaries) are very difficult to simulate.

The predicament of the traditional approaches motivates the start of the Arbitrary Lagrangian-Eulerian (ALE) algorithm that is the combination of the Lagrangian and Eulerian descriptions. The mesh motion is constructed on the independent reference so that mesh nodes are not necessary to be attached to material particles and mesh motion may be arbitrary. The first advantage of the ALE approach is that the possibility of mesh distortion or element entanglement in the Lagrangian description is eliminated by the prescribed mesh motion. Additionally, another advantage is that ALE approach still has the ability to represent the moving solid boundaries accurately.

ALE first appeared in [52] as “coupled Eulerian-Lagrangian” to solve two dimensional hydrodynamic problems with moving boundaries. The early applications of the ALE approach were concentrated on the fluid-structure interaction problems [45] [17] [49] [47]. A general ALE formulation was established by Liu [48] and Huerta [35]. The application to solid mechanics was pioneered by Haber and Abel [29] who divided displacement fields into Lagrangian and Eulerian fields. Haber also extended the ALE approach to the rigid punch contact problem and other problems in fracture mechanics [28] [30]. David Benson extended the ALE method to impact problems using an operator-split method [7]. Schreurs, Veldpaus and Brekelmans simulated the metal forming process using the ALE mesh [57]. In the metal forming problems, the stress update algorithm of the path dependent material is crucial because the quadrature points do not coincide with the same material particles in the ALE approach. Liu, Belytschko, and Chang presented the governing equations for path-dependent material first [46]. Other extensions of the ALE approach include incompressible hyperelasticity [69], elastic-viscoplastic solids with large deformation [26], and frictional contact problems [50] wherein material is elastic-plastic and the ALE approach is used to remove the mesh distortion. Recent progresses that focus on the metal forming problems can be found in [65] [25] [24] [23] [36] [64].
The impact test in Figure 1.2 requires the consideration of transient effects. From the point of view of the finite element method, a time-stepping algorithm is essential to the analysis process. Two categories are distinguished among these time-stepping algorithms: the implicit approaches, like the trapezoidal rule and the mid-point rule; and the explicit approaches, like the central difference method. Some implicit time-stepping algorithms are unconditionally stable for linear problems. This means that a large time increment $\Delta t$ is possible provided that the result is sufficiently accurate. This advantage has great implication in the engineering applications. The explicit approaches are generally only conditionally stable and a very small time increment $\Delta t$ is often required for stability. The explicit approach has the advantage of easy implementation and is also used widely to solve various engineering problems.

In consideration of nonlinear transient problems, e.g., the contact/impact problem, traditional time stepping methods are no longer valid because they cannot conserve the system energy. In other words, these traditional approaches lose stability due to failure in energy conservation [42] [40] [2]. This issue in impact problems received attention recently and several approaches are presented. Laursen and Chawla [40] [11] claimed that the system energy is naturally conserved by the persistency condition. The main shortcoming of this approach is that the original geometric constraint is modified by the persistency condition (a velocity constraint) and impenetrability is lost to a degree. Armero and Peťoč [3] presented an energy conservation algorithm based on penalty regularization. Although this method makes a compromise to preserve a non-physical energy, it does conserve system energy for both frictionless and frictional problems. Lens, Cardona and Géradin [44] used a specifically discretized motion equation to eliminate the energy contributed by contact constraints. This method conserves the system energy exactly for frictionless problems, but applications to frictional problems are not reported. Kane et al. [38] and Pandolfi et al. [54] used the implicit contact forces and explicit internal forces in the variational formulation discretized by the Newmark time-stepping algorithm to conserve or dissipate the system energy. Due to the explicit part in this approach, a very small time increment $\Delta t$ is required and high computational expense can be expected. In a word, the algorithm of energy conservation for contact/impact problems is still under construction and none of the proposed approaches is regarded as perfect.

The arbitrary mesh motion in the ALE algorithm allows the possibility that we can drive the motion under a prescribed motion scheme. In our new approach, nodes in the active contact set have an artificial motion to enforce node-to-node contact at each time step. The artificial motion of edge nodes may result in mesh distortion or element entanglement. Therefore, a smoothing process is necessary to improve mesh quality. Mesh generation and smoothing schemes are fundamental topics in finite element analysis. Generally, the smoothing process improves the mesh quality without changing the topology (connectivity) of the original mesh. The Laplacian smoothing scheme [20][72], the earliest and simplest approach, moves the free internal vertex to the geometric center...
of its adjacent elements. This method is efficient and easy to implement but does not guarantee to improve the mesh quality. Some weighted Laplacian smoothing strategies have been proposed for better performance [8][32]. The optimization-based smoothing scheme has drawn attention recently [10][4][56][63] wherein certain quality measures (minimum/maximum angle, aspect ratio or distortion metrics) are used to define the cost function. This method guarantees improvement of the mesh quality. Compared with the Laplacian smoothing family, the optimization-based algorithm is much more computationally intensive. Some researchers have combined the Laplacian smoothing method and the optimization-based method to obtain a balance between the quality and expense [22][12].

In our new approach to maintain node-to-node contact, the mesh is disturbed only locally. Considering the high computational expense for contact/impact problems, an angle-based smoothing and the original Laplacian smoothing algorithms are used in this study.

1.2 Motivation

The node-to-node algorithm is ideal for contact problems because it does not suffer from the over-constraint effect, as do the node-to-segment approaches, and transfers contact pressure exactly on the contact interface due to well-matched contact pairs. Integration on the contact interface is also much more simplified than the traditional approaches. Additionally, for some special impact problems involving fast sliding, this approach is helpful to improve accuracy of solutions because the local contact definition is well maintained.

Two examples are shown here which are suitable applications to this new approach. Figure 1.3 shows an internal delamination of pavement. The delamination (gap) repeats the cycle of opening and closing due to varying loads and thermal effects. The contact pair (one in the upper layer, one in the lower layer) will not always match exactly after independent deformation of each body, even though the initial mesh matches very well and the deformation is small.

Figure 1.4 shows a bolted connection in a steel frame. The contact interface consists of two angle legs and the girder web. The gap repeats the cycle of opening and closing under external loads in a pattern similar to that in Figure 1.3. Small deformations also lead to the unmatched mesh on the contact interface.

Opening and closing of cracks in fatigue analysis may be another application where this approach would be ideal. Additionally, application to the analysis of an automobile crash subject to fast sliding is also suitable. In the numerical simulation of a crash test, tangential sliding is often violent. For example, finite element nodes on one bumper may
slide over several element faces of another bumper during transient period. The rapid sliding may cause difficulties in traditional node-to-segment approach [66] because the local normal and tangent units have a serious change suddenly. The node-to-node contact algorithm can handle this problem appropriately.

Current applications of the ALE method in solid mechanics are focused mostly on metal forming problems wherein the ALE algorithm is used to avoid mesh distortion and element entanglement. Applications of ALE algorithm to highly nonlinear transient problems involving large deformation, e.g., the contact/impact problems, have received little attention. The objective of our work is to develop an alternative approach to traditional methods. Finite deformation and dynamics are included as essential parts in our study.
1.3 Outline of the report

A mathematical framework is essential to adequately describe the mechanics of contact/impact problems. Some fundamental definitions and notations are introduced in section 2.1, including definitions of gap functions, contact constraints, contact tractions, friction laws and contact detection. Traditional approaches to realize energy minimization for contact problems are covered in section 2.2. After that, both strong and weak formulations of the contact/impact problem are presented in section 2.3. The ALE algorithm is introduced briefly in section 2.4 where we focus on definitions of kinetic variables and the relationship among three configurations. The virtual work equation in the ALE description is presented in section 2.4.3.

Chapter 3 discusses the law of energy conservation in the context of transient problems. The persistency condition is introduced in detail in section 3.2. Energy conservation for the frictionless and frictional contact are covered in sections 3.3.1 and 3.3.2, respectively. Chapter 4 describes the mesh motion strategy to implement the algorithm for node-to-node contact. Our process has two steps: (1) relocating nodes in the active set and (2) smoothing the mesh. Several smoothing strategies are introduced in section 4.1 including the Laplacian smoothing and the angle-based smoothing methods. In section 4.3, the interpolation method for historical kinetic fields is discussed. Finite element implementation is presented in chapter 5. The bilinear isoparametric element $Q_4$ is selected in our research to discretize the physical domain. Spatial discretization is covered in section 5.1.3 and temporal discretization is presented in section 5.2. Linearization of the discretized governing equations using the Newton-Raphson iterative algorithm is discussed in section 5.3. Details of the computer code are listed in section 5.4. At the end of chapter 5, an alternative approach to conserve system energy is introduced. In chapter 6, six examples are presented to verify the validity of our new approach. Selected examples include frictional elastic contact with finite sliding, quasi-static Hertzian contact problem, frictional contact of delamination analysis, frictionless impact of a ring, frictional blocks impact problem with fast sliding, and frictional blocks impact problem with a tilted interface. Conclusions are made in chapter 7 and some suggestions for future work are also included in this chapter.
Chapter 2

Background information of contact/impact problems

2.1 Definition and notation of contact problems

The presentation in this report begins from introducing some fundamental definitions and notations that are essential to describe the contact problems in mathematical language. A common notation is very helpful to researchers to understand the work done by other people. Unfortunately, there is a wide variety of notation adopted in literature. Here we follow the one used by Simo and Laursen [58] to describe the contact/impact problems. We believe this notation is efficient and easy to understand. The definition and notation of contact/impact problems are given first, including gap definition, contact tractions and contact detection. The following section introduces the formulations of constraints that come from the optimization literature. After that, the strong and weak form of the problem will be given. At the end of this chapter, some fundamental definitions of the ALE formulations are covered that focus on the definitions of the kinetic description on different domains.

2.1.1 Gap function and local coordinate system

We shall focus on two-body contact as the model problem in this report. The result presented here extends easily to multi-body contact problems. As depicted in Figure 2.1, the initial configurations of the two bodies are denoted by \( \Omega_1^0 \) and \( \Omega_2^0 \), and the current configurations are denoted by \( \Omega_1 \) and \( \Omega_2 \), respectively. The subscript “( )_0” designates an equality on the initial configuration which is typically undeformed. There are two boundaries in a typical mechanics problem: the Neumann boundaries \( \Gamma_{\sigma}^1, \Gamma_{\sigma}^2 \) and the Dirichlet boundaries \( \Gamma_u^1, \Gamma_u^2 \). When the two bodies contact together, there exists a third shared common boundary (typically a portion of the boundary that had been a traction-free Neumann boundary)

\[
\Gamma_c = \Gamma_{c}^1 = \Gamma_{c}^2
\]
These three boundaries obey the following exclusivity relationships
\[ \Gamma_c \cap \Gamma_\sigma = \emptyset; \quad \Gamma_c \cap \Gamma_u = \emptyset; \quad \Gamma_\sigma \cap \Gamma_u = \emptyset \quad (2.2) \]

The positions of points in \( \Omega_1^0, \Omega_2^0 \) are represented by \( X^1, X^2 \) respectively and the positions of points in \( \Omega^1, \Omega^2 \) are represented by \( x^1, x^2 \) respectively. The kinematic quantities are denoted by \( d \) (displacement), \( v \) (velocity) and \( a \) (acceleration). Note that superscripts are used primarily when we need to associate a variable to a body, otherwise the superscripts are omitted. External tractions applied on \( \Gamma^1_\sigma \) and \( \Gamma^2_\sigma \) are denoted by \( t^1_0 \) and \( t^2_0 \) for initial tractions, or \( t^1 \) and \( t^2 \) for current tractions, respectively. On the Dirichlet boundaries \( \Gamma^1_u \) and \( \Gamma^2_u \), we have initial displacement and velocity conditions
\[ d^1|_{t=0} = d^1_0, \quad d^2|_{t=0} = d^2_0 \quad \text{and} \quad v^1|_{t=0} = v^1_0, \quad v^2|_{t=0} = v^2_0 \quad (2.3) \]

At any time, one material particle (or a numerical node) in \( \Gamma_c^1 \) is assumed to contact one particle (or a node) in \( \Gamma_c^2 \). These two particles (or nodes) are defined as a contact pair. Impenetrability indicates that the gap between one contact pair must be ideally zero in the physical configurations. But in the process of the numerical simulation, two nodes may be still regarded as being in contact even their gap is not exactly zero. Thus we redefine the concept of a contact pair using the closest projection as depicted in Figure 2.2. \( P^1 \) and \( P^2 \) are two nodes on the contact interface \( \Gamma_c \). If \( P^2 \) is the closest projection of \( P^1 \), then we define \( P^1 \) and \( P^2 \) to be a contact pair.

To model contact, we need to mathematically assert impenetrability along the contact interface. To accomplish this goal, we employ the normal gap function \( g \) to define the normal constraint with
\[ g \equiv (x^1 - x^2) \cdot n^1 = g_0 + (d^1 - d^2) \cdot n^1 \leq 0 \quad (2.4) \]
Fig. 2.2: Redefinition of contact pair in finite element approach to contact problems

where

\[ x^1 = X^1 + d^1, \quad x^2 = X^2 + d^2 \]

and \( g_0 \) is the initial gap

\[ g_0 = (X^1 - X^2) \cdot n^1_0 \]

The condition \( g < 0 \) implies that the contact pair \( P^1 \) and \( P^2 \) are not in contact. The condition \( g = 0 \) implies contact. Here we construct local coordinate systems on \( \Omega^1_0 \) and \( \Omega^1 \). Let \( n^1 \) be the current outward unit normal and \( e^1 \) be the unit tangent as shown in Figure 2.2. Assume that one unit vector \( m^1 \) is perpendicular to the paper plane and runs toward the reader. The unit tangent \( e^1 \) is determined from

\[ e^1 = m \times n^1 \]

Note that the definition of the local coordinate system on \( \Omega^1_0 \) or \( \Omega^2_0 \) is arbitrary. The local coordinate systems constructed on \( \Omega^1_0 \) and \( \Omega^1_0 \) are used throughout this report and superscripts are often omitted when the context is unambiguous.

Similarly, we define the tangent gap function \( g_T \) as the vector \( x^1 - x^2 \) projected along \( e \). To wit

\[ g_T \equiv [ (x^1 - x^2) \cdot e ] e = [ (X^1 - X^2) \cdot e + (d^1 - d^2) \cdot e ] e \]

Note that the tangent gap \( g_T \) is a vector. One may note that \( g_T \) has nothing to do with penetration. The introduction of \( g_T \) is for the purpose of defining the tangent tractions (tangential friction forces) in the augmented Lagrangian approach. In the analysis of transient problems, the rate form of the gap function proves useful which has following definitions:

\[ \dot{g} = (d^1 - d^2) \cdot n = (v^1 - v^2) \cdot n \]

\[ \dot{g}_T = [ (d^1 - d^2) \cdot e ] e = [ (v^1 - v^2) \cdot e ] e = [ e \otimes (v^1 - v^2) ] e \]

Generally, contact pairs on the contact interface have two status: sticking or sliding. The term “sticking” refers to the situation when there is no tangent sliding between contact
pairs. To wit, $\dot{g}_T$ vanishes

$$\dot{g}_T = 0$$  \hfill (2.11)

### 2.1.2 Definition of contact tractions

When two bodies are in contact, tractions on $\Gamma_c$ can be expressed in terms of the outward normal and the stress component along the unit direction as shown in Figure 2.3

$$t_c = t_1 + t_2 = \sigma n$$  \hfill (2.12)

where $\sigma$ is the Cauchy stress, and $t_1$ and $t_2$ are the normal and tangential components of $t_c$. Adhesion on the contact interface is not considered in this report. Thus, the normal traction $t_1$ (a compressive force) always points inward and $t_2$ opposes to the relative sliding direction. The direction of $t_2$ shown in Figure 2.3 implies that $P^1$ is moving to the right side of $P^2$. In the finite element approach to contact problems, the “tangent traction” (the frictional force) $t_T$ is often set to be opposite to $t_2$. The normal traction $t_1$ is often expressed as the product of a non-negative scalar $t_N$ and the outward unit normal $n$, as displayed in Figure 2.4. Then we can rewrite $t_c$ as

$$t_c = -t_N n - t_T$$  \hfill (2.13)
where $t_N$ is a scalar that represents the quantity of the contact pressure. With this notation, we can express the impenetrability in the Kuhn-Tucker form as

\begin{align}
  t_N & \geq 0 \quad (2.14) \\
  g & \leq 0 \quad (2.15) \\
  t_N g & = 0 \quad (2.16)
\end{align}

Equation (2.16) implies vanishing of $t_N$ in the case of release or the vanishing of $g$ in the case of contact.

### 2.1.3 Consideration of friction

Friction is often an essential consideration for contact problems. Although various friction schemes have been proposed, the Coulomb friction law is still one of the most widely accepted models to describe the friction phenomenon. Before we introduce the non-classical Coulomb friction law that is used in this report, let us observe formulations of the classical Coulomb friction

\begin{align}
  \| t_T \| & \leq \mu_f t_N \quad (2.17) \\
  d_T & = \alpha t_T \quad (2.18)
\end{align}

where

\[
\alpha = \begin{cases} 
0, & \text{if } \| t_T \| < \mu_f t_N \\
\alpha > 0, & \text{if } \| t_T \| = \mu_f t_N
\end{cases}
\]

(2.19)

$\mu_f$ is the coefficient of friction. Equation (2.19) implies that the tangential displacement is in the direction of the tangential force.

However, the classical Coulomb law has two computational problems. First, it is not differentiable, as pointed out in [39]. Second, it cannot distinguish the tangential motion before sliding. These shortcomings have stimulated the regularized non-classical Coulomb model, which can be summarized as follows:

Let

\[
\phi \equiv \| t_T \| - \mu_f t_N \leq 0
\]

(2.20)

be the contact sliding potential and let the tangential gap be governed by the rate equation

\[
\dot{g}_T = \xi \frac{\partial}{\partial t_T} \phi
\]

(2.21)

The parameter in (2.21) satisfies the Kuhn-Tucker condition

\begin{align}
  \xi & \geq 0 \quad (2.22) \\
  \xi \phi & = 0 \quad (2.23)
\end{align}
One may find that (2.20) to (2.23) are analogous to the constitutive equations in theory of plasticity wherein \( \phi \) is analogous to the yield function. The relation between \( \mathbf{d}_T \) and \( t_T \) in (2.18) is replaced by the evolution equation (2.21). According to (2.20) to (2.23), perfect sticking manifests when \( t_T \) is less than the upper limit \( \mu_f t_N \) and \( \phi < 0, \xi = 0 \). Otherwise, sliding begins when \( t_T \) reaches the upper limit and \( \phi = 0 \). Additionally, \( t_T \) in (2.21) has the same direction as \( \dot{g}_T \). Equation (2.21) also indicates that the tangent traction is path-dependent and the current value can be obtained from time integration only. One advantage of the analogy of plasticity theory is that the return mapping scheme can be used to determine the sticking or sliding status. The non-classical Coulomb law is used throughout this report.

### 2.1.4 Contact detection

Contact detection is also known as “contact searching.” The collection of nodes that are in contact are called the active set. The purpose of detection is to determine the contact area so that contact constraints are correctly applied. For quasi-static problems, the detection process is done by monitoring the change of gaps \( g \). When the gap \( g \) of a contact pair changes from negative to zero or positive, this pair is regarded as being in contact and added into the active set. But for contact/impact problems, this method may not work well, especially when the persistency condition is used. For contact/impact problems, the geometric constraint is replaced by the persistency condition in which the normal component of velocities of contact pairs are constrained. Thus, the rate of gap \( \dot{g} \) is used to monitor the state of contact or release. Figure 2.5 shows the strategy of contact detection for impact problems. Note the gap shown here is artificially enlarged for clear illustration. Let \( \Omega^1 \) and \( \Omega^2 \) represent the current configurations of the contact bodies. The contact pair includes node \( P^1 \in \Gamma^1_c \) and \( P^2 \in \Gamma^2_c \), and current position vectors are denoted by \( x^1 \) and \( x^2 \), respectively. Vectors \( v^1, v^2 \) are velocities of nodes \( P^1 \) and \( P^2 \). The contact detection strategy for impact problems is defined as follows:

1. Initiation of contact is determined if \( P^1 \) and \( P^2 \) come into penetration, i.e.,

\[
(x^2 - x^1) \cdot \mathbf{n} < 0
\]
and the projection of the relative velocity on \( n \) is negative
\[
(v^2 - v^1) \cdot n < 0
\]
where \( n \) is the outward unit normal of \( \Omega^1 \). If these conditions are true, the contact pair \((P^1, P^2)\) is added into the active contact set.

2. Release of contact occurs when normal contact pressure \( t_N \) vanishes, i.e.,
\[
t_N = 0
\]
and the projection of the relative velocity on \( n \) is positive
\[
(v^2 - v^1) \cdot n > 0
\]

### 2.2 Treatment of contact constraints

Contact problems are usually treated as constrained energy minimization problems and optimization techniques are applicable to reach the solution. Despite various approaches proposed in the literature, the following three approaches are well established and are the most widely accepted: the classical Lagrange multiplier method, the penalty method, and the augmented Lagrangian method. The concepts behind these methods are briefly introduced in this section. More information about this topic can be founded in [43]. Frictionless condition and linear deformation are assumed in the description.

#### 2.2.1 Classical Lagrange multiplier

The total energy \( \Pi^{total} \) in a two-body contact problem contains two parts wherein the first part \((\Pi^1 + \Pi^2)\) comprises the kinetic energy and strain energy, and the second part comes from contribution of the contact tractions. To wit,
\[
\Pi^{total} = \Pi^1 + \Pi^2 + \int_{\Gamma_c} \lambda_N g da \tag{2.24}
\]

where \( \lambda_N \) is the Lagrange multiplier. Theoretically, \( \lambda_N \) coincides with the normal contact traction \( t_N \) in the Lagrange multiplier approach [43]. If the Kuhn-Tucker condition is satisfied exactly, the last term on the right of (2.24) adds nothing to the total energy. Computing the directional derivative of (2.24) with respect to \( d \) yields the stationary condition
\[
G(d, w) = G^{int, ext}(d, w) + \int_{\Gamma_c} \lambda_N \delta g da = 0 \quad \text{for all } w \text{ in } W \tag{2.25}
\]
where \( w \) is the variation associated with \( d \) and \( W \) is the function space for all valid \( w \). The variation of the gap function is computed from
\[
\delta g = Dg(d) \cdot w = \frac{d}{de} \left[ g(d + \epsilon w) \right]_{\epsilon=0} \tag{2.26}
\]
\( G^{\text{int,ext}}(d, w) \) is the standard derivative of \( \Pi^1 + \Pi^2 \). Actually (2.25) is the virtual work equation and solution of (2.25) represents the stationary point with the minimum energy.

The main advantage of the Lagrange multiplier method is that the impenetrability is satisfied almost perfectly. The main drawback of this approach is the possibility of loss of positive definiteness due to the zero diagonal parts in the discretized governing equations. Determination of sticking or sliding status also may present difficulties when friction is present.

### 2.2.2 Penalty method

Vanishing of the gap function \( g = 0 \) represents the ideal condition that no penetration is allowed, and a negative gap \( g < 0 \) represents the allowable configurations in release. In the penalty approach, the inequality of the gap function is relaxed and \( g \) can take positive values but the energy function is penalized when penetration occurs. To wit, the original variational inequality becomes a unconstrained extremum. The penalized energy formulation of the two-body contact problems reads as

\[
\Pi^{\text{total}} = \Pi^1 + \Pi^2 + \int_{\Gamma_c} \frac{1}{2} \epsilon_N \langle g \rangle^2 da
\]  

(2.27)

where \( \epsilon_N > 0 \) is the penalty parameter in the normal direction. The symbol \( \langle \cdot \rangle \) is the Macauley bracket with the property

\[
\langle x \rangle = \begin{cases} 
  x & \text{if } x \geq 0 \\
  0 & \text{if } x < 0
\end{cases}
\]

(2.28)

The directional derivative of (2.27) with respect to \( d \) is

\[
G(d, w) = G^{\text{int,ext}}(d, w) + \int_{\Gamma_c} \epsilon_N \langle g \rangle \delta g da = 0
\]  

(2.29)

Because the penalty approach is easy to implement, this method has been more popular than the Lagrange multiplier approach. However, one drawback of this approach is that impenetrability is exactly satisfied only in the limit \( \epsilon_N \to \infty \). In other words, penetration is common for this approach. Another drawback is the ill-conditioning caused by a very large \( \epsilon_N \) which may cause the problem in convergence and deteriorate the solution accuracy.

### 2.2.3 Augmented Lagrangian method

The Augmented Lagrangian approach combines the concepts of the penalty and the classical Lagrange multipliers methods. Originally, the augmented Lagrangian method was proposed by Hestenes [34] and Powell [55] to treat problems with equality constraints. Later researchers extended it to some solid mechanics problems such as incompress-
ible elastic problems with finite deformation [60], viscoplasticity and frictionless contact problems [67]. The application to frictional contact problems was proposed by Simo and Laursen [58].

Similar to the illustration in sections 2.2.1 and 2.2.2, the total energy is augmented to include the contribution of contact tractions [43]

\[ \Pi^{total} = \Pi^1 + \Pi^2 + \int_{\Gamma_c} \left[ -\frac{1}{2\epsilon_N} (\lambda_N + \epsilon_N g)^2 - \frac{1}{2\epsilon_N} \lambda_N^2 \right] da \] (2.30)

where \( \epsilon_N \) may be treated in the same way as the penalty parameter and \( \lambda_N \) as the Lagrange multiplier. Let \( \lambda_N \) in equation (2.30) vanish and the penalty equation (2.27) is recovered. Applying the directional derivative with respect to \( d \) and \( \lambda_N \) yields the stationary condition:

\[ D\Pi^{total} \cdot w = G^{int,ext}(d, w) + \int_{\Gamma_c} (\lambda_N + \epsilon_N g) \delta g da = 0 \] (2.31)

\[ D\Pi^{total} \cdot \varpi = \int_{\Gamma_c} \frac{1}{\epsilon_N} [(\lambda_N + \epsilon_N g) - \lambda_N] \varpi da \] (2.32)

where \( w \) is the variation of \( d \) and \( \varpi \) is the variation of \( \lambda_N \). Equation (2.31) and (2.32) show the relationship between the augmented Lagrangian and the classical Lagrange multiplier method. Let \( t_N \) be computed from

\[ t_N = (\lambda_N + \epsilon_N g) \] (2.33)

Satisfaction of (2.31) and (2.32) and the definition of \( t_N \) imply that the penalty part \( \epsilon g \) shrinks as \( t_N \) approaches the real contact pressure. In other words, the augmented Lagrangian yields the same accuracy of impenetrability as the classical Lagrange multiplier method.

Equation (2.33) is essential to static or quasi-static contact problems where the contact constraints are expressed in terms of the gap function \( g \). In the case of contact/impact problems, \( t_N \) is sometimes identical as

\[ t_N = (\lambda_N + \epsilon_N \dot{g}) \] (2.34)

The modification of the augmentation equation in (2.34) reflects the change of contact constraints in the analysis of impact problems where the persistency condition is used instead of the geometric constraint. This modification is also convenient if the constitutive equation is expressed in rate form as the non-classical Coulomb friction model in section 2.1.3.

In the case of friction contact, the augmentation of the tangential contact tractions takes more effort to develop. The evolution equation (2.21) for the non-classical Coulomb model suffers from the possibility of indefiniteness [60]. Simo uses the penalty regular-
ization to replace the original evolution equation in the penalty approach

\[ \dot{g}_T - \xi \frac{\partial}{\partial t_T} \phi = \frac{1}{\epsilon_T} t_T \]  

(2.35)

Equation (2.35) penalizes the constraints in (2.21). Equation (2.21) can be recovered only when \( \epsilon_T \rightarrow \infty \). In Simo’s augmented Lagrangian approach, both the penalization part and the Lagrange multiplier part are considered:

\[ \dot{g}_T - \xi \frac{\partial}{\partial t_T} \phi = \frac{1}{\epsilon_T} (t_T - \lambda_T) \]  

(2.36)

Similar to equation (2.34), the tangential traction \( t_T \) also contains the penalty part and the Lagrange multiplier part wherein \( \lambda_T \) denotes the tangential Lagrange multiplier of \( t_T \), and \( \epsilon_T \) is the tangent penalty parameter. In our new node-to-node approach, we modify (2.36) to make it to be compatible with the persistency condition. Let \( t_T \) be a function of \( \dot{g}_T \) instead of \( g_T \), we write the evolution equation as

\[ \dot{g}_T - \xi \frac{\partial}{\partial t_T} \phi = \frac{1}{\epsilon_T} (t_T - \lambda_T) \]  

(2.37)

In the implementation of the augmented Lagrangian method, the time of interest is subdivided into a set of subintervals. Assume system responses at \( t = t_n \) are known, the complete augmentation equations for the contact tractions are listed as following:

\[ t_{N_n+1} = \langle \lambda_{N_n+1} + \epsilon_N \dot{g}_{n+1} \rangle \]  

(2.38)

\[ t_{T_n+1} = t_{T_n} + \Delta \lambda_T + \epsilon_T (\dot{g}_{T_n+1} - \xi \frac{t_{T_n+1}^{trial}}{||t_{T_n+1}^{trial}||}) \]  

(2.39)

where

\[ \Delta \lambda_T = \lambda_{T_n+1} - \lambda_{T_n} \]  

(2.40)

\[ t_{T_n+1}^{trial} = t_{T_n} + \Delta \lambda_T + \epsilon_T \dot{g}_{T_n+1} \]  

(2.41)

\[ \xi = \begin{cases} 0 & \text{if } \phi_{n+1}^{trial} \leq 0 \\ \frac{\phi_{n+1}^{trial}}{\epsilon_T} & \text{if } \phi_{n+1}^{trial} > 0 \end{cases} \]  

(2.42)

and

\[ \phi_{n+1}^{trial} = ||t_{T_n+1}^{trial}|| - \mu f_{t_N} \]  

(2.43)

### 2.3 Problem description in strong and weak form

#### 2.3.1 Strong form

The two-body contact/impact problems with the consideration of finite deformation belong to the initial boundary value problem and satisfy following equalities:
1. Conservation of mass

\[ \rho J = \rho_0 \quad (2.44) \]

where \( \rho_0 \) is the density in the undeformed configuration, \( \rho \) is the current density, and \( J \) is the determinant of the deformation gradient \( F \).

2. Conservation of linear momentum

\[ \rho_0 \mathbf{a} = \text{DIV} \mathbf{P} + \mathbf{B} \quad (2.45) \]

where \( \mathbf{a} \) is the acceleration vector, \( \mathbf{P} \) is the first Piola-Kirchhoff stress tensor, \( \mathbf{B} \) is the body force per unit volume in the reference configuration and DIV is the divergence operation determined on the reference configuration.

3. Conservation of energy

\[ \frac{d}{dt} \Pi_{\text{global}} = 0 \quad (2.46) \]

where \( \Pi_{\text{global}} \) is the global energy of the system.

4. Initial boundary condition

\[ \mathbf{Pn}_0 = \mathbf{t}_0 \text{ on } \Gamma_\sigma \]
\[ \mathbf{d} \bigg|_{t=0} = \mathbf{d}_0 \text{ on } \Gamma_u \]
\[ \mathbf{v} \bigg|_{t=0} = \mathbf{v}_0 \text{ on } \Gamma_u \quad (2.47) \]

5. Strain formulation

\[ F = \frac{\partial \mathbf{x}}{\partial \mathbf{X}} \]
\[ C = F^T F \]
\[ E = \frac{1}{2}(C - I) \quad (2.48) \]

where \( I \) is the identity tensor, \( F \) is the deformation gradient, \( C \) is the green deformation tensor, and \( E \) is the Lagrangian strain tensor.

6. Constitutive equations

\[ \mathbf{S} = \frac{\partial \tilde{W}(E)}{\partial E} ; \quad \mathbf{P} = \frac{\partial \tilde{W}(F)}{\partial F} \quad (2.49) \]

where \( \mathbf{S} \) is the second Piola-Kirchhoff stress and \( \tilde{W} \) is the hyperelastic strain energy function.
7. Contact conditions and governing penetration

\[ t_N \geq 0 \]
\[ g \leq 0 \]
\[ t_N \dot{g} = 0 \text{ for impact} \]
\[ \text{or } t_N g = 0 \text{ for quasi-static contact} \]  
(2.50)

8. Non-classical Coulomb laws in augmented Lagrangian form, governing frictional sliding

\[ \phi := ||T| - \mu_f t_N \leq 0 \]
\[ \dot{g}_T - \xi \frac{\partial}{\partial t} \phi = \frac{1}{\epsilon_T} (T - \lambda_T) \]
\[ \xi \geq 0 \]
\[ \xi \phi = 0 \]  
(2.51)

2.3.2 Weak form

Although the strong form represents the governing equations at every point of a domain, it is not ideal for numerical discretization. The weak form is essential to the implementation of the finite element method. Before the weak form for the contact problem is presented, the solution space and variation space must be defined. The displacement field \( d(X, t) \) must satisfy all displacement boundary conditions on \( \Gamma_u \). The field must also be smooth enough to differentiate as needed in the momentum balance equation. Let

\[ D = \{ d(X, t) \ | \ d \in C^0(\Omega_0), d|_{t=0} = d_0 \text{ on } \Gamma_u \} \]  
(2.52)

The variation functions \( w \) are not functions of time and they must vanish on \( \Gamma_u \)

\[ W = \{ w(X) \ | \ w \in C^0(\Omega_0), w = 0 \text{ on } \Gamma_u \} \]  
(2.53)

Multiplying (2.45) by \( w \) and integrating over \( \Omega_0 \) yields the weak form of the momentum balance equation as

\[ G(d, w) = G^{int,ext}(d, w) + G^c(d, w) \]  
(2.54)
where
\[
G^\text{int,ext}(d, w) = \sum_{i=1}^{2} \left\{ \int_{\Omega_0} \left[ w^i \cdot (\rho^i_0 a^i - B^i) + \nabla w^i \cdot P^i \right] d\Omega_0 - \int_{\Gamma_0} w \cdot t_0^i \, da_0 \right\}
\]
\[
G^c(d, w) = -\sum_{i=1}^{2} \int_{\Gamma_c} t_c^i \cdot w^i \, da_0 = 0
\] (2.55)

Note the contact traction \( t_c \) has following relationship
\[
t_c = t_1^c = -t_2^c
\] (2.56)

\( G^c(d, w) \) is rewritten as
\[
G^c(d, w) = -\int_{\Gamma_1^c} t_1^c \cdot w_1 \, da_0 - \int_{\Gamma_2^c} t_2^c \cdot w_2 \, da_0 = -\int_{\Gamma_c} t_c \cdot (w^1 - w^2) \, da_0
\]
\[
= \int_{\Gamma_c} t_N n \cdot (w^1 - w^2) \, da_0 + \int_{\Gamma_c} t_T \cdot [(w^1 - w^2) \cdot e] \, e \, da_0
\]
\[
= \int_{\Gamma_c} t_N \delta g \, da_0 + \int_{\Gamma_c} t_T \cdot \delta g \, da_0
\] (2.57)

The advantage of equation (2.57) is that it connects the virtual work \( G^c(d, w) \) with gap function directly. Equation (2.54) governs the two-body contact/impact problem and it includes all boundary conditions. The field variables in (2.54) are functions of the independent Lagrangian coordinate \( X \) and time \( t \). Equation (2.54) is ready for temporal and spatial discretization if only the Lagrangian mesh is considered. In the next section, the definitions and notations in the ALE algorithm are introduced and (2.54) is rewritten in the ALE form. The implementation process is discussed in chapter 5.

### 2.4 Definition and notation of ALE formulation

The implementation of the finite element method must always consider three different domains: the reference domain, the current domain, and the mesh domain. In the Lagrangian description, the material particles are fixed to the mesh so that the mesh domain is identical to the initial domain. In the ALE description, all three domains are independent. Like the notation for the contact problem, the notations used for ALE varies widely in the literature. In this report, we use a notation similar to Liu [6].

#### 2.4.1 Definition of kinetic variables

In the ALE description, there are three independent domains (configurations): the material domain (initial configuration) \( \Omega_0 \), the spatial domain (current configuration) \( \Omega \) and
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the mesh domain (referential configuration) \( \hat{\Omega} \). Generally, \( \Omega_0 \) comprises of positions of material particles in an undeformed state. The current configuration \( \Omega \) contains current positions of material particles by mapping. The reference configuration \( \hat{\Omega} \) consists of the finite element mesh and is independent of the material particles. The relation among three domains is depicted in Figure 2.6 [6]. Let \( X, x, \chi \) denote the independent coordinates in \( \Omega_0, \Omega \) and \( \hat{\Omega} \), respectively.

The motion of a material particle, which is the map from the material domain to the spatial domain, is defined as

\[
x = \varphi(X, t)
\] (2.58)

The map from the referential domain to the spatial domain is the motion of the mesh

\[
x = \hat{\varphi}(\chi, t)
\] (2.59)

Inverting equation (2.59) and substituting equation (2.58) into (2.59) yields the relationship between the material domain and the referential domain:

\[
\chi = \varphi^{-1}(x, t) = \varphi^{-1}(\varphi(X, t), t) = \varphi^{-1} \circ \varphi \equiv \psi(X, t)
\] (2.60)

The material displacement relates the current position and initial position of a material particle:

\[
d = x - X = \varphi(X, t) - X
\] (2.61)

The material time derivative, represented by \( d/dt \), is the derivative with respect to time holding the material coordinate \( X \). Other time derivatives are represented by \( \partial / \partial t \) to be distinguished from the material time derivative. Applying the material time derivative to
d yields the material velocity \( v \):

\[
v = \frac{d}{dt}d = \frac{d}{dt}(x - X) = \frac{d\varphi}{dt}
\]  

(2.62)

Similarly, the mesh displacement reflects the position change of a mesh grid:

\[
d = x - \chi = \hat{\varphi}(\chi, t) - \chi
\]  

(2.63)

Fixing the coordinate \( \chi \) of a mesh grid and taking the time derivative to \( \dot{d} \) yield the mesh velocity:

\[
\dot{v} = \frac{\partial d}{\partial t} = \frac{\partial \hat{\varphi}(\chi, t)}{\partial t} \equiv \frac{\partial \hat{\varphi}}{\partial t} \Big|_{\chi}
\]

(2.64)

where the subscript \( \chi \) after a vertical bar is used to imply that \( \chi \) is the fixed coordinate.

### 2.4.2 Convective velocity

Because the three independent coordinates can transform from one to another arbitrarily, functions defined on \( \Omega_0 \) or \( \Omega \) may be expressed in terms of any of the independent variables. In the ALE description, the field variables are always expressed in terms of \( \chi \) and time \( t \). Since the velocity and acceleration are the material time derivative of the displacement and velocity where \( X \) is fixed, we define the material time derivative of a given function \( f(\chi, t) \) by the chain rule as:

\[
\frac{df(x(\chi, t), t)}{dt} = \frac{\partial f}{\partial t} + \frac{\partial f}{\partial x} \frac{\partial x}{\partial \chi} \frac{\partial \chi}{\partial t}
\]

(2.65)

The last term on the right part of (2.65) is called the referential particle velocity:

\[
w = \frac{\partial \chi}{\partial t} = \frac{\partial \psi(X, t)}{\partial t}
\]  

(2.66)

Note that the referential particle velocity does not have a clear physical meaning. We can rewrite the material velocity (2.62) in terms of the ALE coordinate \( \chi \):

\[
v = \frac{d\varphi(X, t)}{dt} = \frac{\partial \hat{\varphi}(\chi, t)}{\partial t} + \frac{\partial \hat{\varphi}}{\partial \chi} \frac{\partial \chi}{\partial t} \Big|_{X = \hat{v}} = \dot{\hat{v}} + \frac{\partial \hat{\varphi}}{\partial \chi} \cdot w
\]

(2.67)

After moving \( \dot{\hat{v}} \) to the left side of (2.67), we identify a new velocity \( c \):

\[
c \equiv v - \dot{\hat{v}} = \frac{\partial \hat{\varphi}}{\partial \chi} \cdot w
\]

(2.68)
The velocity $c$ is the difference between $v$ and $\hat{v}$ so we call $c$ the convective velocity. With these notations in hand, equation (2.65) can be rewritten by the chain rule:

$$\frac{df}{dt} = \left. \frac{\partial f}{\partial t} \right|_x + c \cdot \nabla f$$

(2.69)

where $\nabla$ represents the gradient with respect to $x$.

The material acceleration is the material time derivative of $v$

$$a = \frac{dv(X, t)}{dt}$$

(2.70)

and the mesh acceleration is the time derivative of $\hat{v}$

$$\hat{a} = \frac{\partial \hat{v}(\chi, t)}{\partial t}$$

(2.71)

The relationship between the ALE description and other descriptions is easy to establish by (2.69). If the ALE coordinate $\chi$ is set to be identical to $X$, $\chi = X$ and the convective velocity $c$ vanishes, i.e., $c = 0$, and (2.69) reduces to the Lagrangian form. When $\chi$ is identical to $x$, that means the mesh frame is fixed in space, with $\hat{v} = 0$ and $c = v$, and (2.69) reduces to the Eulerian form.

### 2.4.3 Virtual work equation in ALE description

The virtual work equation (2.54) is expressed based on the Lagrangian description in which $X$ and $t$ are the independent coordinates. Thus, transformation to the ALE form is necessary. According to (2.69), we rewrite the material acceleration $a(X, t)$ in terms of the ALE coordinate $\chi$ as

$$a = \frac{dv(X, t)}{dt} = \frac{\partial \hat{v}(\chi, t)}{\partial t} + c \cdot \nabla v$$

(2.72)

Note $a$ is a quadratic function of the material velocity $v$. Substituting (2.72) into (2.54) and integrating over the referential domain $\hat{\Omega}_0$ yield

$$G(d, w) = \sum_{i=1}^{2} \left\{ \int_{\hat{\Omega}_0} \left[ w^i \left( \rho_0^i \cdot \frac{\partial \hat{v}^i}{\partial t} \right|_x + \rho_0^i \cdot (c^i \cdot \nabla v^i) - B_i \right] + \nabla w^i \cdot P^i \right\} d\hat{\Omega}_0$$

$$- \int_{\Gamma_c} w \cdot t^i_0 \, da_0 \right\} + \int_{\Gamma_c} (t_x \delta g + t_T \cdot \delta g_T) \, da_0 = 0$$

(2.73)

where $\Gamma_c$ and $\Gamma_\sigma$ represent the contact and tractions boundaries of $\hat{\Omega}_0$. Note (2.73) is integrated over the undeformed configuration $\hat{\Omega}_0$ because the first Piola stress $P$ is defined on the undeformed configuration. Equation (2.73) is also fully coupled because it contains the quadratic function of $v$. The presence of the connective velocity is the unique feature
of the ALE description. The governing equations become more complicated than before
and special techniques are required to handle the convective part.

Some researchers use an operator split method in the application of the ALE algo-
rithm, e.g., problems of metal forming or extrusion in [64][7]. In this approach, the solu-
tion process is split into two steps. The first step is identical to the traditional Lagrangian
step. The next step is a purely explicit Eulerian step to convect the field variables to
a regenerated mesh. The mesh regeneration or smoothing step occurs after the first La-
grangian step and is done to reduce mesh distortion or remove element entanglement. The
advantage of this approach is that the convective part is not included in the Lagrangian
step so the analysis process is simplified. However, the generality of ALE description is
impaired by this split.
Chapter 3

Time-stepping algorithm and energy conservation

Energy conservation is important for contact/impact problems. In particular, the total energy must be constant for frictionless contact or dissipative for frictional contact. The numerical implementation of the finite element method cannot introduce violations of this restriction. The selection of the temporal discretization method, also known as the time-stepping algorithm, not only determines the efficiency, stability and accuracy of the final solutions, but also determines the nature evolution of momentum and energy.

Generally, time-stepping algorithms are divided into two categories: explicit or implicit. The central difference method is a representative of the explicit family wherein kinetic variables at $t_{n+1}$ are determined completely from those at $t_n$ and does not involve the solution of a system algebraic equation. Thus, the central difference approach is easy to implement and has a relatively low computational expense for each step. Additionally, this method is second order accurate. The drawback of this algorithm is that it is only conditionally stable and the time increment (time step) $\Delta t$ must be smaller than a critical size to assure stability.

An implicit approach requires the solution of a system of algebraic equations to obtain the system response at $t_{n+1}$. The computation of the tangent stiffness takes more time (per step) than the explicit approach and more memory space is required to store temporary variables. This approach can also be second order accurate. Two popular approaches in the implicit family are the trapezoidal rule and the mid-point rule. Despite of the extra effort, the implicit approach still draws more attention than do explicit methods due to the advantage of unconditional stability. The time increment $\Delta t$ may be much larger than that used in the explicit approach.

In recent several decades, both approaches have been successfully used to solve various linear solid mechanics problems. But when we turn to the contact/impact problems that are highly nonlinear, either traditional explicit or implicit time-stepping algorithms face difficulties, e.g., failure to conserve energy [42] [40] [2]. The system energy can blow up quickly upon loss of stability. The situation becomes worse when a smaller time
increment $\Delta t$ is used in the implicit approach. This issue has stimulated research interest and several algorithms have been proposed recently that focus on the energy conservation in contact/impact problems.

Reference [40] and [41] use the persistency requirement as the only contact constraints. The total energy is conserved as a natural result of the persistency condition. Due to the loss of the geometric constraints, the ability of the augmented Lagrangian method to limit penetration is impaired. On the other hand, this approach is easy to implement and suitable for both frictionless and frictional problems. Reference [2] and [3] try to conserve the system energy by storing the regularized penalty potential during persistent contact and recovering the system energy after release. This algorithm is also available for both frictionless and frictional problems even if the potential is non-physical. Reference [44] discretizes the governing equations and constraints in a specific way so that the energy is stored in the structural parts and the energy contribution of contact constraints vanishes by means of the so-called “discrete directional derivative method”. The applications reported in [44] include frictionless contact of multibody systems with bodies that are assumed to be rigid. Reference [38] and [54] use a mixed time-stepping algorithm that treats contact forces implicitly and internal forces explicitly to solve non-smooth frictional contact problems. All these algorithms belong to the implicit family. The explicit scheme is rarely used but one algorithm is reported in [13] as the DCR (decomposition contact response) to conserve the system energy and momenta through the self-equilibrating impulses. Although some progress has been made in energy conserving schemes for contact/impact problems, none of them has been accepted as well established or perfect. In this report, the mid-point time-stepping algorithm is selected and combined with the persistency condition to achieve the goal of energy conservation.

3.1 Mid-point rule

The conservation laws in dynamic mechanics include conservation of total energy, total linear momentum, and total angular momentum. As pointed out in [59], the explicit central difference approach and implicit mid-point rule have the ability to conserve the total angular momentum for nonlinear Hamiltonian systems but the trapezoidal rule fails. This observation is one of the main reasons for selecting the mid-point rule in this study.

The time period of interest $(0, T)$ is subdivided into a set of subintervals

$$[0, T] = \bigcup_{n=0}^{N-1} [t_n, t_{n+1}]$$

(3.1)

Thus, system responses at $t = t_{n+1}$ of a discrete finite node are denoted by $d_{n+1}$ (displacement), $v_{n+1}$ (velocity) and $a_{n+1}$ (acceleration). According to the definition of the
mid-point rule, following equations about kinematic variables hold

\[
\begin{align*}
\mathbf{d}_{n+\frac{1}{2}} &= \frac{1}{2}(\mathbf{d}_{n+1} + \mathbf{d}_n) \\
\mathbf{v}_{n+\frac{1}{2}} &= \frac{1}{2}(\mathbf{v}_{n+1} + \mathbf{v}_n) = \frac{1}{\Delta t}(\mathbf{d}_{n+1} - \mathbf{d}_n) \\
\mathbf{a}_{n+\frac{1}{2}} &= \frac{1}{\Delta t}(\mathbf{v}_{n+1} - \mathbf{v}_n)
\end{align*}
\]

(3.2)

Accordingly, we obtain following relations from (3.2)

\[
\begin{align*}
\mathbf{d}_{n+1} &= 2\mathbf{d}_{n+\frac{1}{2}} - \mathbf{d}_n \\
\mathbf{v}_{n+\frac{1}{2}} &= \frac{2}{\Delta t}(\mathbf{d}_{n+\frac{1}{2}} - \mathbf{d}_n) \\
\mathbf{a}_{n+\frac{1}{2}} &= \frac{2}{\Delta t} \left[ \frac{2}{\Delta t} (\mathbf{d}_{n+\frac{1}{2}} - \mathbf{d}_n) - \mathbf{v}_n \right]
\end{align*}
\]

(3.3)

### 3.2 Persistency condition

The persistency condition means that contact pairs in the interface have the same velocity projection in the normal direction to assure continuous contact. This condition often appears as a product of the normal traction in the Kuhn-Tucker form

\[ t_N \dot{g} = 0 \]  

(3.4)

Equation (3.4) indicates that \( t_N \) must vanish when the contact pair does not have an identical normal velocity projection. This state is consistent with release where \( \dot{g} > 0 \). Otherwise, non-zero normal tractions are associated with vanishing \( \dot{g} \). One may note that \( \dot{g} = 0 \) does not guarantee \( g = 0 \). Because the geometric constraint is removed, the advantage of non-penetration, which comes from the classical Lagrange or the augmented Lagrangian method, is impaired. Since the time step \( \Delta t \) is not needed to be equal for all time steps, the compromise is not a big deal because the penetration degree is controllable if a small time step \( \Delta t \) is used in the critical period of contact initiation.

The persistency condition also influences contact detection. Initiation of contact is obvious when \( g \) changes from negative to zero or positive. But the detection of release is a different story. Since exact impenetrability is not valid when (3.4) is used, the release condition cannot be determined from the sign change of \( g \). Practically, the release condition is determined from the vanishing of \( t_N \) as discussed in section 2.1.4. Figure 3.1 roughly depicts the history of \( t_N \) in a contact episode. Generally, \( t_N \) tends to increase in the early period of contact, and then decreases until release occurs. When \( t_N \) changes from positive to zero and remains zero continuously (in several consecutive time steps),
the corresponding contact pair is removed from the active set even though the gap function $g$ may be still positive. Consequently, the gap $g$ of the relaxed contact pair tends to become zero or negative if the pair is actually in release status. This condition is the only choice for the relaxed contact pair. The opposing motion that $g$ accrues more penetration development indicates that the contact pair is still in the early stage of this contact episode and $t_N$ should also be increased. This condition conflicts with the fundamental requirement of release, and this motion is impossible.

Another issue related to the persistency condition is how to estimate the contact period. The theoretical analysis of wave propagation demonstrates that release from a pre-contacting status is controlled by the reflected wave [41]. Here we use a two-rod impact problem to illustrate the contact-release process. The rods shown in Figure 3.2 are identical wherein modulus $E^1 = E^2 = 100$, density $\rho^1 = \rho^2 = 1$ and Poisson’s ratio $\nu^1 = 0, \nu^2 = 0$. The left rod has an initial velocity of $v = 1$ and the right one is initially at rest. $P^1$ and $P^2$ are one contact pair on the contact interface. According to the wave propagation theory, the velocity of elastic waves $v_e$ of both rods, prompted by impact, is determined by their modulus and density

$$v_e = \sqrt{\frac{E^1}{\rho^1}} = \sqrt{\frac{E^2}{\rho^2}} = 10$$

(3.5)

Elastic waves travel to the far end of each rod and reflect totally at the free boundary. Contact terminates when the reflected waves come back to the initially excited face. After impact, the right rod will capture the velocity of the left one and the left rod will stay stationary. The total contact period is the time it takes for an elastic wave to travel from
Fig. 3.3: Normalized normal traction at $P_1$ for rods impact problem

Fig. 3.4: Displacement at $P^1$ and $P^2$ for rods impact problem
one end to the other and come back, i.e.,

\[ t = 2 \times \frac{L}{v_e} = 2 \times \frac{10}{10} = 2 \]  (3.6)

The normal traction at P₁ is plotted in Figure 3.3, which is normalized to be a unit traction. The displacement and velocity at P₁ are displayed in Figures 3.4 and 3.5, respectively. The computed contact period is about 2.05 which is very close to the previous theoretical analysis. The displacement at P₁ remains around 1 because rod 1 stays stationary. The ripple of the displacement at point P₁ is caused by the stretching and shrinking deformation inside rod 1. In Figure 3.5, velocity exchange can be clearly observed. Although the velocity at points P₁ and P² oscillate due to internal energy exchange, their average quantities are around 0 and 1, respectively.

### 3.3 Conservation of total energy

In two-body contact problems, let \( E_k \) denote the kinetic energy of the system, \( E_s \) denote the strain energy part, \( E_{ext} \) denote the energy contributed by the external tractions and body forces, and \( E_c \) denote the energy associated with contact forces. The balance of the global energy in rate form can be expressed as

\[
\frac{d\Pi^{global}}{dt} = \frac{dE_k}{dt} + \frac{dE_s}{dt} - \frac{dE_{ext}}{dt} - \frac{dE_c}{dt} = 0
\]  (3.7)

where \( \Pi^{global} \) is the global energy of the system. In the following description, we assume that the body force and external tractions vanish. We also assume that there is no internal dissipation other than friction inside this system. Then the change of the total system
energy can be expressed as

$$\Pi_{n+1}^{\text{total}} \leq \Pi_n^{\text{total}}$$

where $$\Pi_{n+1}^{\text{total}}$$ and $$\Pi_n^{\text{total}}$$ represent the total internal energy of the system at $$t = t_{n+1}$$ or $$t = t_n$$, respectively, including the kinetic energy and the strain energy. The equality should hold for frictionless contact. The inequality of (3.8) should hold for frictional contact, where part of the internal energy is dissipated by the frictional forces. The energy conservation in our new approach is achieved by incorporating the persistency condition into the contact constraints. The algorithm of the energy conservation for the frictionless contact is presented first, followed by the explanation of the energy conservation for the frictional contact problems. An alternative approach based on the Lagrange multiplier method to assure energy conservation is introduced in chapter 5.

### 3.3.1 Energy conservation in frictionless contact

The rate form of the components of the global energy are listed as follows:

1. The rate of the kinetic energy $$E_k$$

$$\frac{dE_k}{dt} = \frac{d}{dt} \left( \int_{\Omega_0} \frac{1}{2} \rho_0 v \cdot v d\Omega_0 \right) = \int_{\Omega_0} \rho_0 v \cdot a d\Omega_0$$

   Subscript $$(\cdot)_0$$ indicates variables defined on the undeformed configuration.

2. The rate of the strain energy $$E_s$$

$$\frac{dE_s}{dt} = \frac{d}{dt} \int_{\Omega_0} W(F) d\Omega_0 = \int_{\Omega_0} \frac{\partial W}{\partial F} : \dot{F} d\Omega_0 = \int_{\Omega_0} P : \nabla v d\Omega_0$$

   where $$W(F)$$ is the strain energy density, $$F$$ is the deformation gradient, and $$P$$ is the first Piola-Kirchhoff stress.

3. The rate of $$E_{ext}$$

$$\frac{dE_{ext}}{dt} = \frac{d}{dt} \left( \int_{\Omega_0} d \cdot B d\Omega_0 + \int_{\Gamma_\sigma} d \cdot t_0 da_0 \right)$$

4. The rate of $$E_c$$

$$\frac{dE_c}{dt} = \frac{d}{dt} \left( \int_{\Gamma_c^1} t_c^1 \cdot d da_0 + \int_{\Gamma_c^2} t_c^2 \cdot d da_0 \right)$$

$$= \frac{d}{dt} \int_{\Gamma_c} t_c \cdot (d^1 - d^2) da_0$$

$$= \int_{\Gamma_c} t_c \cdot (v^1 - v^2) da_0$$
The contribution of the body force and the external tractions vanishes as assumed in foregoing description

\[
\frac{dE_{\text{ext}}}{dt} = 0
\]  

(3.13)

Substituting (3.12) and (3.13) into (3.7) and omitting the tangent friction part of \( t_c \) yields

\[
\frac{dE_k}{dt} + \frac{dE_s}{dt} = -\int_{\Gamma_c} t_N \cdot (v^1 - v^2) da_0 = -\int_{\Gamma_c} t_N \dot{g} da_0
\]  

(3.14)

Satisfaction of the persistency condition (3.4) leads to vanishing of the right side of (3.14)

\[
\frac{d}{dt} \Pi^{\text{total}} = \frac{d}{dt} (E_k + E_s) = 0
\]  

(3.15)

or

\[
\Pi^{\text{total}}_{n+1} = \Pi^{\text{total}}_n
\]  

(3.16)

It is obvious that the conservation of the total internal energy \( \Pi^{\text{total}} \) is a natural result offered by satisfaction of the persistency condition.

### 3.3.2 Energy conservation in frictional contact

Consideration of friction makes the analysis of energy conservation much more complicated due to the fact that the tangent traction depends on the normal traction and the sliding is path dependent. Generally, we divide the state of contact pairs into one of two categories: sticking or sliding. When the frictional traction \( \|t_T\| \) is smaller than \( \mu_f t_N \), the pair is in a perfect sticking condition and therefore experiences no relative motion (for the classical Coulomb friction law) or experiences very small relative motion (for the regularized Coulomb friction law). Rewriting equation (3.12) to include the frictional part yields

\[
\frac{dE_c}{dt} = -\int_{\Gamma_c} (t_N n + t_T) \cdot (v^1 - v^2) da
\]

\[
= -\int_{\Gamma_c} t_N \dot{g} da - \int_{\Gamma_c} t_T \cdot \dot{g}_T da
\]  

(3.17)

The first integral on the right side of (3.17) still vanishes if the persistency condition is satisfied. In case of sticking, \( \dot{g}_T = 0 \) and the second integral in (3.17) vanishes too. Therefore, the system energy is conserved. Although \( \dot{g}_T \) for a sticking pair is not exactly equal to zero in the non-classical Coulomb friction equation, the quantity can be minimized by using \( \epsilon_T \) as large as possible.

Energy conservation for sliding condition is much more complicated than for sticking. We will appeal to the temporally discretized equations (2.39) - (2.43) to examine the energy contributed by the friction tractions. Note that the friction traction \( t_T \) is opposite
to the real friction force. When we determine the quantity of $t_T \dot{g}_T$ at $t = t_{n+1}$, there are three possibilities to consider: (1) the contact pair is sticking at $t = t_n$ and begins to slide at $t = t_{n+1}$; (2) the pair is already sliding at $t = t_n$ and continues sliding in the same direction; (3) the pair is sliding at $t = t_n$ and reverses sliding direction at $t = t_{n+1}$. In case 1, the trial tangential traction $t_{trial}^{T_{n+1}}$ is estimated by equation (2.39) wherein it has the same direction as $\dot{g}_T^{T_{n+1}}$. The change of friction status (from sticking to sliding) indicates that the quantity of $t_{trial}^{T_{n+1}}$ exceeds the sticking limit $\mu_f t_N$. $t_{trial}^{T_{n+1}}$ will be adjusted according to the Eulerian return mapping algorithm but will not change its direction. Therefore, the developed tangential traction $t^{T_{n+1}}$ has the same direction as $\dot{g}_T^{T_{n+1}}$. In case 2, the trial and real tangential traction keeps a direction consistent with $t = t_n$. The third case is tricky. Note that any contact pair must have a temporary sticking state when the direction of the tangential sliding is reversed. So we assume this contact pair to be sticking at $t = t_{n+1}$, i.e., $\dot{g}_T^{T_{n+1}} = 0$. Therefore, the power done by the friction traction in (3.17) will always be non-negative for sticking and sliding contact pairs

$$\int_{\Gamma_c} t^{T_{n+1}} \dot{g}_T^{T_{n+1}} da_0 \geq 0 \quad (3.18)$$

Substituting (3.18) into (3.7) yields

$$\frac{d}{dt} \Pi_{total}^{n+1} = \frac{d}{dt} (E_{k_{n+1}} + E_{s_{n+1}}) \leq 0 \quad (3.19)$$

The total internal energy stored in the system is dissipated by the tangential frictional forces.
Chapter 4

Mesh motion strategy

The finite element mesh in the arbitrary Lagrangian-Eulerian approach is independent of the material particle motion. This independence makes it possible to drive the mesh to move to achieve the objective of node-to-node contact. Since contact always involves surface nodes only (no penetration), the first step in our mesh motion strategy is to estimate the contact positions for contact pairs in the active set and relocate them to these predicted positions. Locally artificial mesh motion often disturbs the regularity of the original mesh and leads to degraded mesh quality such as distorted meshes or inverted elements. Approximation errors increase and the accuracy of the computed results will be impaired by a distorted mesh. Therefore, the second step in our mesh motion strategy is to smooth the disturbed mesh to improve element shapes to obtain a high quality mesh. This part of the work is known as “mesh smoothing.”

There are at least two ways to improve the quality of a distorted mesh. One is to regenerate the mesh. Another one is to smooth it only. The former approach creates a completely new mesh topology that may have little to do with the old one. The definition of elements and nodes on the contact interface may be totally changed. Mesh smoothing does not change the topology of the initial mesh and maintains the definitions of the nodes and elements. If the target mesh before disturbance has high quality and is only locally disturbed, this approach is more suitable to use. Additionally, the computation cost for a mesh smoothing is often much less than the cost to regenerate a new mesh. Thus, we use mesh smoothing only to improve the mesh quality after the local artificial motion in our approach. The literature search indicated that advances in mesh smoothing are still limited to linear elements (including both triangle and quadrilateral) in 2D or tetrahedral elements in 3D, even though research on mesh smoothing started several decades ago. Effective smoothing algorithms for higher order planar elements and hexahedral solid elements are still not available. This is another reason why we only use linear elements in our study.

Current mesh smoothing algorithms are divided into three main groups: the Laplacian smoothing and its variations, optimization-based smoothing, and other smoothing methods using algorithms different from the previous two approaches. Combinations of Laplacian smoothing and optimization-based smoothing have also been proposed to ob-
tain a balance between computation cost and the quality control. The algorithm for Laplacian smoothing, first proposed by Field in [20], relocates the object node to the geometric center of its adjacent nodes. This position adjustment can be accomplished locally or in the global frame. Although this method is very efficient and still widely used, it does not guarantee improvement of quality. Researchers have added some additional constraints into the Laplacian smoothing method to assure that relocation is done only when mesh quality will be improved by it.

The optimization-based smoothing algorithms use some selected metrics to evaluate mesh quality and repeat smoothing until a tolerance is achieved. For example, the measurement may be the minimum or maximum internal angle. After smoothing, the minimum internal angle is maximized or the maximum internal angle is minimized so that mesh quality is improved. Aspect ratios of edge length of elements may also be used as an optimization metric. Elements with aspect ratios larger or smaller than pre-set thresholds are adjusted until the average aspect ratio reaches expectation. Other measurements such as the distortion metrics or a posteriori error estimation [4] have also been proposed. The optimization-based smoothing methods guarantee the improvement of mesh quality but take much more computational efforts than methods in the other two groups. Combinations of the Laplacian smoothing method and optimization-based methods provide a compromise that requires less effort to achieve better mesh quality [22][12].

The angle-based smoothing algorithm [71] that belongs to the third group moves an object node to a location to bisect the relevant internal angles of its neighboring elements. This method needs lower computational cost because angle calculation is simple and only a few iteration steps are necessary to reach convergence. The main advantage of this method over a Laplacian smoothing approach is that nodes near a concave corner cannot be relocated outside of the initial mesh domain.

In this chapter, the two-step mesh motion strategy is described in detail in section 4.1.1. Considering the high computational effort for a contact/impact problem, only Laplacian smoothing and the angle-based smoothing methods are introduced in section 4.1.2. One example is given to demonstrate the performance of the selected smoothing approach in section 4.2. After the artificial mesh motion and mesh smoothing, the kinetic fields of the previous time step need to be interpolated to the current mesh topology. This part of work is discussed in section 4.3.

4.1 Mesh motion strategy in node-to-node contact

4.1.1 Surface mesh motion

Figure 4.1 shows a typical mesh configuration of a two-body contact problem. Contact pairs, which are perfectly matched in the initial mesh (Figure 4.1a), often lose this property in the deformed mesh (Figure 4.1b). Since contact only involves common surfaces of the two contact bodies, mesh motion in the node-to-node contact algorithm is driven...
Fig. 4.1: Initial mesh (a) and deformed mesh (b) of two-body contact problem

by the surface mesh adjustment. The first step is to relocate nodes in the active set to appropriate positions to maintain exact node-to-node contact. Surface nodes other than those in the active set are also adjusted in this step to remove possible disorder of the surface mesh. The next step is to implement internal mesh smoothing. Meshes subject to the artificial motion constitute an ALE description.

One may ask which body should be selected to have the ALE mesh. Generally, an ALE mesh can be applied to either or both bodies. Here we limit it to one preselected body. This selection depends on the individual geometry, material property, or other conditions like the relative velocities. In the two-body contact problems, for example, the ALE mesh may be limited to the body with a regular, simple geometric profile while another one has a complex, convex or concave profile. If both bodies are subject to mesh distortion or element entanglement, both bodies must have ALE meshes. Computational cost for an ALE mesh is much more expensive than the Lagrangian mesh because the ALE mesh involves the extra work of nodal relocation, internal mesh smoothing and interpolation of kinematic variables. Therefore, one important consideration of selecting ALE meshes is to reduce computational efforts as much as possible.

After moving nodes in the active set, harmony of the surface mesh and the internal mesh may be disturbed, leading to mesh distortion or element entanglement. Figure 4.2 shows an example to illustrate this problem. Assume $\Omega^2$ has node intervals $s = 1$ in the contact interface initially. The active set includes one contact pair $(P^1, P^2)$. The tangential velocities are $v^1 = 100$ for $P^1$ and $v^2 = 1$ for $P^2$. Time step is set to $\Delta t = 0.02$. Even if this contact pair is matched well at the end of the last time step $t = t_n$, the tangent gap between the contact pairs will be as large as $\| (v^1 - v^2) \| \times \Delta t = 99 \times 0.02 = 1.98$ at the end of the current time step $t = t_{n+1}$. In order to follow the motion of $P^1$, $P^2$ has to be artificially moved an additional distance $d = 1.98$ in the same motion direction of $P^1$ (the new position of $P^2$ is denoted by a solid square in Figure 4.2b). This intensive adjustment for node $P^2$ disturbs the nodes sequence and inverted elements near the contact interface are expected. Thus, regeneration of surface nodal positions is essential and must
be done before internal mesh smoothing. This regeneration includes two parts. One part is to adjust nodes in the active set to predicted positions to maintain node-to-node contact. Another part is to relocate surface nodes outside of the active set to keep appropriate nodes sequence and intervals.

Finite element approaches use approximate discrete configurations instead of the actual continuous ones. When the linear element is used to discretize a physical body, originally smooth outside surfaces are replaced by collections of planes or straight lines which are not differentiable at the vertex position. Thus, the surface nodes should be moved in a way that approximates the previous configuration as accurately as possible. This algorithm is depicted in Figure 4.3 for 2D cases. Nodes A, B and D are surface nodes and node B is being relocated to a position between B and D. If the physical surface is smooth (B is not at the corner position of the physical model), the simplest selection of the motion path is a quadratic curve constructed by nodes A, B and D. The final relocation of node B, depicted by C, respects the previous profile of this body. This method is generally practical because an actual engineering problem often uses many elements and node intervals are small enough that makes it possible to approximate a small piece of the profile using quadratic equations. If more accurate description is necessary, higher order polynomial or spline equations can be used.

One inherent difficulty of contact problems is that neither displacements nor tractions are known on the contact interface. Therefore, the exact node-to-node contact position is unknown before we find the solution. In our approach, an iterative procedure is used to find the exact node-to-node contact positions.

The procedure of the prescribed mesh motion is illustrated in Figure 4.4 where the ALE mesh is applied to $\Omega^2$ only to simplify the explanation. The time period of interest is $[t_n, t_{n+1}]$ and kinetic fields at $t_n$ are assumed to be known already. Notations $P_1 \in \Gamma^1_c$ and $P_2 \in \Gamma^2_c$ represent two finite element nodes which belong to the same contact pair in the active set. $M_1$ and $M_2$ represent the material particles which occupy the same positions as $P_1$ and $P_2$ at $t = t_n$. The material velocity of $M_1$ and $M_2$ are denoted by $\mathbf{v}^1$ and $\mathbf{v}^2$, respectively. $P_1$ and $P_2$ are assumed to be in node-to-node contact at $t = t_n$ as shown in Figure 4.4(a). Note the gap between $P_1$ and $P_2$ is plotted large enough purposely for clear identification. Let material particles have the same velocity as finite element nodes $P_1$ and $P_2$ are in node-to-node contact at $t = t_n$ as shown in Figure 4.4(a). Note the gap between $P_1$ and $P_2$ is plotted large enough purposely for clear identification.

![Fig. 4.2: Mesh distortion caused by fast sliding](image-url)
in both bodies, as is done in Lagrangian meshes. At the end of this time step \( t = t_{n+1} \), \( M_1 \) and \( P_1 \) move to \( M'_1 \) while \( M_2 \) and \( P_2 \) move to \( M'_2 \). Note the new position of \( P_1 \) is \( P'_1 \) that is identical to \( M'_1 \). Generally, \( M'_1 \) and \( M'_2 \) will not occupy the same position. To wit, the node-to-node contact cannot be kept in Lagrangian meshes. Thus, we have to force the finite element node \( P_2 \) to move to \( P'_2 \) to regain node-to-node contact, where \( P'_2 \) occupies the same position as \( P'_1 \).

Now we have three different displacement vectors as shown in Figure 4.4(b). Notation \( \mathbf{d}_1 \) denotes the material displacement of \( M_1 \) (same as the mesh velocity of \( P_1 \)), \( \mathbf{d}_2 \) denotes the material displacement of \( M_2 \), and \( \mathbf{d}_2 \) denotes the mesh displacement of \( P_2 \). The material velocities are computed as

\[
\mathbf{v}_1 = \frac{\mathbf{d}_1}{\Delta t} \quad \text{(4.1)}
\]

\[
\mathbf{v}_2 = \frac{\mathbf{d}_2}{\Delta t} \quad \text{(4.2)}
\]

and the mesh velocities are

\[
\mathbf{\hat{v}}_1 = \frac{\mathbf{d}_1}{\Delta t} \quad \text{(4.3)}
\]

\[
\mathbf{\hat{v}}_2 = \frac{\mathbf{d}_2}{\Delta t} \quad \text{(4.4)}
\]

where \( \Delta t = t_{n+1} - t_n \). Since \( \mathbf{\hat{v}}_2 \) and \( \mathbf{v}_2 \) are different, the convective velocity is

\[
\mathbf{c} = \mathbf{v}_2 - \mathbf{\hat{v}}_2 \quad \text{(4.5)}
\]

In the iteration procedure presented in chapter 5, the convective matrix \( \mathbf{C} \) in the discretized governing equation involves both current material velocity and mesh velocity. Since the
convective part is a quadratic function of $v$, the governing equations are coupled. In order to solve the governing equations using the Newton-Raphson method, the quantity of $c$ at iteration step $(k)$ is approximated as

$$c^{(k)} = v^{(k-1)} - \hat{v}^{(k)}$$

(4.6)

where we use the material velocity $v^{(k-1)}$ obtained from last iteration step to compute the convective velocity for current iteration step approximately. Note the prediction of the exact node-to-node contact positions is based on the deformed configurations obtained from last iteration step, the artificial mesh velocity $\hat{v}^{(k)}$ is easily computed. Therefore, $c^{(k)}$ is a determined constant in the current iteration step $(k)$. In contact/impact problems, material velocities are often much lower than mesh velocities. The error due to the approximation of $c$ in (4.6) has little influence on the final results. Accurate solutions can be expected after several iterations.

### 4.1.2 Mesh smoothing algorithms in two dimensions

In this section, two highly efficient smoothing algorithms are presented and examples are given to demonstrate the strength of each approach.

**Laplacian smoothing**

Consider the mesh topology shown in Figure 4.5. The node $P(x_0, y_0)$ will be relocated to improve mesh quality. The new position of $P$ is determined to minimize the discrete Laplacian equation

$$f(x, y) = \sum_{i=1}^{k} \left[ (x - x_i)^2 + (y - y_i)^2 \right]$$

(4.7)

where $(x_i, y_i)$ is the position of the ith adjacent node, $k$ is the number of all adjacent nodes, and $(x, y)$ is the unknown coordinate of node $P$ after smoothing. Equation (4.7) is
quadratic and the minimum occurs when $\nabla f(x, y)$ vanishes, i.e., when

$$\frac{\partial f}{\partial x} = \frac{\partial f}{\partial y} = 0 \quad (4.8)$$

Solving (4.8) yields

$$x = \frac{1}{k} \sum_{i=1}^{k} x_i, \quad y = \frac{1}{k} \sum_{i=1}^{k} y_i \quad (4.9)$$

Equation (4.9) indicates that the new position of node $P$ is the geometric center of its adjacent nodes, as shown in Figure 4.6. Additionally, (4.9) implies that the computational cost for Laplacian smoothing is very low. This advantage is the primary reason why this approach is widely used.

One may note that the formulation of Laplacian smoothing does not mention anything about mesh quality. Although mesh quality is often improved, this algorithm fails to improve the mesh in some situations, e.g., as shown in Figure 4.7. $P$ is the node to be relocated and node 1 to 4 are its adjacent nodes. Note the profile of the mesh is concave. After Laplacian smoothing, $P$ moves to $P'$ which is outside of the initial region of the four-element mesh. Not only the initial profile is changed, but two elements become inverted. Researchers have proposed some remedies to improve the performance of the original Laplacian smoothing algorithm [72][8], invoking additional criteria to decide to move a node. If mesh quality is not improved, the node will not be moved.

**Angle-based smoothing**

The angle-based smoothing algorithm uses a different criterion to find the best location. The relocated position of a node is established to equalize each internal angle associated with adjacent nodes as much as possible. Figure 4.8 depicts the approach. Node $P$ will be relocated and notations $i - 1, i, i + 1$ represent three sequential nodes belonging to the associated elements. The initial position vector of $P$ is $x_0$, and the relocated position of

![Fig. 4.7: Failure of Laplacian smoothing](image-url)
Fig. 4.8: Depiction of angle-based smoothing

$P$ is denoted by $x$. Vector $x_i$ denotes the position of the adjacent nodes. Let us use node $i$ as an example to explain the algorithm of angle-based smoothing strategy. Let $V_1^i$, $V_2^i$, and $V_p^i$ be position vectors from node $i$ to $i-1$, $i+1$ and $P$, respectively. Let $\alpha_1^i$ and $\alpha_2^i$ be the angle $\angle i-1, i, P$ and $\angle i+1, i, P$. Thus

$$\alpha_1^i = \cos^{-1} \frac{V_1^i \cdot V_p^i}{\|V_1^i\| \|V_p^i\|}$$
$$\alpha_2^i = \cos^{-1} \frac{V_2^i \cdot V_p^i}{\|V_2^i\| \|V_p^i\|}$$

(4.10)

Rotating the vector $V_p^i$ around node $i$ to equally divide angle $\angle i-1, i, i+1$ yields the optimized position of node $P$

$$x^{(i)} = x_i + T(\beta_i)(x_0 - x_i)$$

(4.11)

where

$$\beta_i = \frac{\alpha_2^i - \alpha_1^i}{2}$$

(4.12)

and

$$T(\beta_i) = \begin{bmatrix} \cos \beta_i & -\sin \beta_i \\ \sin \beta_i & \cos \beta_i \end{bmatrix}$$

(4.13)

Each adjacent node yields one optimized position for node $P$. The final location of $P$ is obtained by averaging all estimations

$$x = \frac{1}{k} \sum_{i=1}^{k} x^{(i)}$$

(4.14)

Equation (4.14) uses the simple average method which works well when the mesh is regular and shape difference between the elements is small [71]. Otherwise, the new location of $P$ is far from equally dividing the internal angle if the difference between $\alpha_1^i$
and $\alpha_2^i$ is very big. In such a case, we use the weighted average to compute the new location:

$$x = \frac{\sum_{i=1}^{k} w_i x_i}{\sum_{i=1}^{k} w_i} \tag{4.15}$$

where $w_i$ is the weight that is determined by the angle difference ratio $r_\theta$

$$r_\theta^i = \frac{2 \|\beta^i\|}{\|\alpha_1^i\| + \|\alpha_2^i\|} \tag{4.16}$$

The range of $r_\theta^i$ is $[0, 1]$. Following is an example for the weight $w_i$

$$w_i = \begin{cases} 
1 & \text{if } 0 \leq r_\theta^i < 0.3 \\
2 & \text{if } 0.3 \leq r_\theta^i < 0.5 \\
4 & \text{if } 0.5 \leq r_\theta^i < 0.8 \\
8 & \text{if } 0.8 \leq r_\theta^i < 1 
\end{cases} \tag{4.17}$$

A larger $r_\theta^i$ implies a bigger angle difference. Thus, the weight $w_i$ is set to a bigger quantity to let this adjacent node have more influence on the final relocation position.

Although the angle-based smoothing approach has the advantage over Laplacian smoothing that it does not fail in a concave corner, it is hard to draw the conclusion that the angle-based one is better. Here is a simple example to demonstrate the performance of either approach in Figure 4.9. The mesh needed to be smoothed has a square profile and includes four elements. One element has a good shape, two elements have almost $180^\circ$ internal angles, and one element is seriously distorted. Assume the boundary nodes are fixed, we smooth this mesh by moving the center node to an appropriate position. The result given by Laplacian smoothing (Figure 4.9b) is very good where the distorted element is significantly improved and angle difference inside other elements is effectively reduced. Results given by the weighted angle-based approach are plotted in Figures 4.9c and 4.9d, wherein they are similar to that given by Laplacian approach. The simple angle-based approach yields less improved mesh than the other approaches because one element still contains one angle larger than $180^\circ$ (Figure 4.9c). Although the finite mesh in an actual engineering problem is much more complicated, the conclusion drawn from this simple example is still helpful.

Smoothing algorithms based on optimization guarantee improvement of mesh quality but take much more effort than the foregoing approaches. Optimization-based smoothing algorithms are not discussed further in this report. The interested reader may refer to [10][4][56][63] for more information.
4.2 Example of mesh motion

In this section, we present an example to illustrate the two-step mesh motion strategy used in our node-to-node contact approach. The initial mesh, shown in Figure 4.10a, was created by a commercial mesh generator. We use the term “active nodes” to denote nodes with prescribed motion. These nodes lie on the middle part of the top boundary and are assumed to move to the right (presumably to follow the motion of another body in contact). The mesh quality is degraded due to serious local mesh distortion, as shown in Figure 4.10b after the prescribed motion of the “active nodes.” The distribution of intervals along the top boundary is also deteriorated. Note that other mesh boundaries are not disturbed because there are no prescribed motions on those boundaries.

The next step is to relocate nodes other than “active nodes” along the top boundary to create even intervals and to fix the inverted node sequence. The smoothed top surface is shown in Figure 4.10c. After preparation of the boundaries, the next step is to smooth the internal mesh. One can see the distorted elements on the middle of the top layer with unsatisfied element ratios and internal angles in Figure 4.10c. Figure 4.10d to Figure 4.10f show smoothed results using the Laplacian smoothing method, the simple angle-based method, and the weighted angle-based approach, respectively. One can observe that the best result is obtained with the Laplacian approach in this particular case. The shapes of the distorted elements are significantly improved. The angle-based approaches yield acceptable results and the weighted one gives a better result than the simple angle-based approach. Statistical data, including element sizes and internal angles, are listed in Table
Figure 4.10: Illustration of mesh motion algorithm in node-to-node contact approach (a) original mesh (b) distorted mesh due to prescribed motion of active set (c) mesh after surface adjustment on top boundary (d) mesh after Laplacian smoothing (e) mesh after simple angle-based smoothing (f) mesh after weighted angle-based smoothing
Table 4.1: Evaluation of mesh improvement 1. Laplacian: Laplacian smoothing 2. SABS: Simple angle-based smoothing 3. WABS: Weighted angle-based smoothing

<table>
<thead>
<tr>
<th>Measure</th>
<th>Mesh</th>
<th>Before smoothing</th>
<th>After smoothing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Laplacian</td>
<td>SABS</td>
</tr>
<tr>
<td>minimum edge</td>
<td>0.0268</td>
<td>0.0268</td>
<td>0.0206</td>
</tr>
<tr>
<td>maximum edge</td>
<td>0.1229</td>
<td>0.1229</td>
<td>0.1331</td>
</tr>
<tr>
<td>average length</td>
<td>0.0634</td>
<td>0.0652</td>
<td>0.0622</td>
</tr>
<tr>
<td>variance of length</td>
<td>0.00035</td>
<td>0.00038</td>
<td>0.00044</td>
</tr>
<tr>
<td>minimum angle°</td>
<td>49.85</td>
<td>20.52</td>
<td>58.65</td>
</tr>
<tr>
<td>maximum angle°</td>
<td>136.17</td>
<td>161.08</td>
<td>135.92</td>
</tr>
<tr>
<td>average angle°</td>
<td>90</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>variance of angle</td>
<td>134.1</td>
<td>412.5</td>
<td>100.7</td>
</tr>
</tbody>
</table>

4.1 to given a clear comparison.

The quantities in Table 4.1 are computed by following definitions:

Given a set of sample data $a_i, i = 1 \cdots k$, average and variance are calculated from following equations:

\[
\text{average } \bar{a} = \frac{1}{n} \sum_{i=1}^{n} a_i \\
\text{variance } \sigma^2 = \frac{1}{n} \sum_{i=1}^{n} (a_i - \bar{a})^2
\]

4.3 Interpolation of kinetic variables

Kinetic fields in the finite element approach are discrete and quantities are obtained at nodal positions only. In the time stepping algorithm, the kinetic field of the last time step $t = t_n$ is essential to construct the new one at $t = t_{n+1}$. In the node-to-node approach, several iterations are often required to reach the convergence of the system response at $t = t_{n+1}$ and prescribed motion for an ALE mesh occurs at each iteration step. After each mesh motion, displacement, velocity and acceleration vectors, which are associated with specific nodes at $t = t_n$, should be updated to new nodal positions to correctly quantify the history of the kinetic field. The update is often obtained by interpolation. The simplest method is the linear interpolation which is shown in Figure 4.11. Assume element $\Box 1'2'3'4'$ to be part of the updated mesh at $t = t_{n+1}$ and $\Box 1234$ to represent the old mesh at $t = t_n$. The displacement field of element $\Box 1'2'3'4'$ is constructed from the displacement filed at $t = t_n$ linearly. For example, the updated displacement vector at
node $3'$, which has the position inside of the element $\square 1234$, is computed from

$$d_{3'} = N_1 \ddot{d}_1 + N_2 \ddot{d}_2 + N_3 \ddot{d}_3 + N_4 \ddot{d}_4$$  \hspace{1cm} (4.18)

where $N$ is the shape function, and $\ddot{d}$ is the nodal displacement vector at $t = t_n$. The linear interpolation method is simple and efficient but its disadvantage is also obvious. Interpolation of the new nodal vector involves only the kinematic history of four nodes of one element. If gradients of the field of interest are very steep, linear interpolation may lose some accuracy. In this case, higher order interpolation methods, like quadratic or cubic interpolation, are very useful. Figure 4.12 shows the process of higher order interpolation. Solid lines represent the mesh at $t = t_n$ and dashed lines denote the updated mesh at $t = t_{n+1}$. Assume the displacement vector of node $9'$ is interpolated, where it has four adjacent elements. The updated displacement vector of node $9'$ is interpolated from the displacement field of all four elements

$$d_{9'} = N_1 \ddot{d}_1 + N_2 \ddot{d}_2 + N_3 \ddot{d}_3 + N_4 \ddot{d}_4 + N_5 \ddot{d}_5 + N_6 \ddot{d}_6 + N_7 \ddot{d}_7 + N_8 \ddot{d}_8 + N_9 \ddot{d}_9$$  \hspace{1cm} (4.19)

where $N$ is the shape function which may be quadratic, cubic or even B-spline. Better accuracy than the linear interpolation method is expected. In our current computer codes, cubic and spline shape functions are used that are included in the internal function library of MATLAB. More information about the interpolation in MATLAB is available at website www.mathworks.com.
Since the virtual work equation (2.73) is a functional involving continuous time-dependent fields, spatial and temporal discretization is necessary. In the implementation of the finite element method, the continuous fields are approximated with a finite element basis and the equation is satisfied at discrete points in time. Although the kinetic variables, such as displacement or velocity, are obtained at nodal positions only and stresses are often discontinuous from one element to another, the numerical simulation based on the finite element approach captures the response of contact bodies accurately and efficiently. In further, more accurate results are often available through mesh refinement.

After several decades of development, the element selection in the finite element method is obviously abundant. In the 2-dimension scope, available element types vary from three-node linear triangles to nine-node quadratic quadrilaterals. Each element type has its own optimal application. High order elements, e.g., the nine-node quadrilateral element, is a good choice for beam bending problem. Additionally, the quadratic element has the ability to describe curved surfaces very well. However, high order elements need more computational effort to construct and the ability to capture bending can be contaminated by the curved element edges. The accuracy can also decrease when the middle edge node locates at an unfortunate position. The linear elements have their own advantages. Computational cost for linear elements is always lower than high order elements. Additionally, the literature search indicates that the linear element is more frequently used for contact problems. For example, linear elements seem to work well for hollow cylinder contact problems subject to uniformly distributed internal pressure [1]. The main defect of linear elements is shear locking for bending problems. Another drawback is that the straight edge may not describe the curved surface exactly if the discretization is coarse. In our new approach, nodes in the active set move back and forth frequently to maintain node-to-node status. If higher order elements are used, the relocation of middle nodes along the element edge requires extra caution than the linear element to avoid unmatched pairs. Another concern is the absence of an efficient and robust strategy for mesh regeneration or smoothing for high order elements. Therefore, the bilinear isoparametric element is selected as the main element type in our research. The detailed information about the bilinear element can be found in [15].
The governing equation obtained from spatial approximation is semi-discrete and needs to be discretized in the time domain. The direct integration approach, wherein the system response is obtained incrementally, is suitable for these problems. There are two main categories in the direct integration approach: implicit and explicit. Both algorithms are well established today and perform well for linear dynamics problems. The literature search indicated that explicit approaches are used more frequently in wave propagation problems while implicit approaches draw more attention for structural dynamics problems like frame vibration. The selection is determined by inherent properties of the problem of interest. Generally, loads vary slowly with time in structural dynamics problems and the first few vibration modes dominate the response. The unconditional stability of the implicit integration methods allows much larger time step \( \Delta t \) than the conditionally stable explicit method. Although the computational expense of the implicit approach is much higher per time step due to the extra cost of solving equations, the total cost is reduced by requiring fewer time steps. If the loading period is short, as in blast problems, the analysis is dominated by wave propagation and small time steps are needed to obtain an accurate system response. Thus, the explicit approach is suited to this situation because a small time step is also required by the explicit approach to assure stability. The explicit approach also has an obvious advantage over the implicit one that computational expense per time step is very small.

These observation on performance are correct for linear dynamics problems but are not so clear for nonlinear contact/impact problems. It is well-known that traditional time-stepping algorithms are not able to satisfy the fundamental principle of energy conservation [59] [43] [44]. The performance of time-stepping algorithms in nonlinear problems is still an active area of investigation. Therefore, extension of the forging conclusions to nonlinear problems is difficult. Time-stepping algorithms applied to nonlinear transient problems has drawn attention recently and some progress has been made [59] [40] [44] [13] [3]. Among various approaches, we choose the mid-point rule in our research because it is able to conserve the linear and angular momentum naturally and conserves total energy for linear systems.

### 5.1 Spatial discretization

#### 5.1.1 Four nodes isoparametric element Q4

The typical four node plane isoparametric element \( Q_4 \) is depicted in Figure 5.1. The left figure depicts the physical shape and the right one is the mapped shape. The coordinate of an internal point is interpolated from the corner coordinates as

\[
\mathbf{x} = \sum_{i=1}^{4} N_i \mathbf{\tilde{x}}_i
\]  

(5.1)
Fig. 5.1: Four node isoparametric element

where $\tilde{x}_i$ denotes the position of the $i$th corner node, and $N_i$ is the shape function associated with node $i$

$$N_1 = \frac{1}{4}(\xi - 1)(\eta - 1)$$
$$N_2 = \frac{1}{4}(\xi + 1)(\eta - 1)$$
$$N_3 = \frac{1}{4}(\xi + 1)(\eta + 1)$$
$$N_4 = \frac{1}{4}(\xi - 1)(\eta + 1)$$

where $\xi, \eta \in [-1, 1]$ are the local coordinates. The $Q4$ interpolation is called bilinear because the polynomial collection in the shape function contains all the first order terms but the only quadratic part is the product $\xi\eta$. Thus, the strain and stress in a $Q4$ element is linearly changed. The kinetic fields within one element are also interpolated as

$$d = \sum_{i=1}^{4} N_i \tilde{d}_i \quad v = \sum_{i=1}^{4} N_i \tilde{v}_i \quad a = \sum_{i=1}^{4} N_i \tilde{a}_i$$

where $\tilde{d}_i, \tilde{v}_i$ and $\tilde{a}_i$ denote the nodal displacement, velocity and acceleration, respectively. The variation of displacement $w$ in (2.73) has the identical interpolation formulation

$$w = \sum_{i=1}^{4} N_i \tilde{w}_i$$

Similarly, $\tilde{w}_i$ denotes the node displacement variation. After discretization, the coordinates and kinetic fields of any point inside the physical domain are represented by nodal quantities.

5.1.2 Discretization on contact interface

The numerical approximation on the contact interface focuses on discretization of contact tractions $t_c$. Note that the contact boundary $\Gamma_c$ itself is made discrete by virtue of the
coordinate interpolation. The interpolation of the contact traction is depicted in Figure 5.2. Assume nodes \( i - 1, i \) and \( i + 1 \) are three consecutive nodes in the active set. The contact traction \( t_c \) is deposed into the normal part \( t_N \) and the tangent part \( t_T \) and their actual distributions are plotted in Figure 5.2a. In the discretized configuration, we use \( q_N \) to denote the distribution of the normal traction, \( q_T \) to denote the distribution of the tangent traction, and both distributions are uniform around each node. We also use \( t_N^i \) and \( t_T^i \) to denote the equivalent nodal traction of node \( i \) and the quantities are computed as

\[
\begin{align*}
  t_N^i &= \frac{1}{2}(L_{i-1,i} + L_{i,i+1})q_N^i = L^c q_N^i \quad (5.5) \\
  t_T^i &= \frac{1}{2}(L_{i-1,i} + L_{i,i+1})q_T^i e = L^c q_T^i e \quad (5.6)
\end{align*}
\]

where \( L^c \) is the area contributing contact tractions to node \( i \). Notation \( L_{i-1,i} \) is the distance between node \( i - 1 \) and node \( i \), and \( L_{i,i+1} \) is the distance between node \( i \) and \( i + 1 \). Notation \( e \) is the unit tangent at node \( i \).

In the finite element approach to solve contact/impact problems, both the equivalent nodal traction \( t_N^i \) and the distributed pressure \( q_N^i \) can be selected as the primary variables of the contact traction. The selection is determined by convenience only. If \( t_N \) is the primary variable of the contact traction, \( q_N \) can be easily computed from \( t_N \) according
to the assumption of the contact pressure after $t_N$ is already known. Since the contact pressure must be non-negative, the assumption of uniform distribution for the contact traction has an advantage over the linear or quadratic distribution because it can handle contact traction at the edge of the contact interface correctly. Here is a brief explanation to demonstrate this conclusion. There are nodes 1, 2 and 3 in the active set and node 3 lies at the edge of the contact interface as shown in Figure 5.3a. Assume that the three nodes have equal intervals, i.e., $L = L_{12} = L_{23}$. Following equations are used under the assumption with linear distribution to compute $q_N$, wherein $t_N$ is assumed to be already known:

$$
\begin{align*}
\begin{bmatrix}
q_N^1 \\
q_N^2 \\
q_N^3
\end{bmatrix} = \frac{1}{L} \begin{bmatrix}
\frac{1}{3} & \frac{1}{6} & 0 \\
\frac{1}{6} & \frac{2}{3} & \frac{1}{6} \\
0 & \frac{1}{6} & \frac{1}{3}
\end{bmatrix}^{-1}
\begin{bmatrix}
t_N^1 \\
t_N^2 \\
t_N^3
\end{bmatrix}
\end{align*}
$$

Let the quantity of $q_N^3$ be investigated:

$$q_N^3 = \frac{1}{L} (0.5t_N^1 - t_N^2 + 3.5t_N^3)$$

When $t_N^3$ is small enough and $t_N^2$ is not much smaller than $t_N^1$, $q_N^3$ will be negative (Figure 5.3b) that conflicts with the assumption of non-negative normal traction.

Although the assumption of quadratic distribution of the contact traction seems to be more accurate than the previous two selections, the mathematical formulation becomes complicated and computational effort increase. No report has been found in the literature to use the quadratic distribution with linear elements.

### 5.1.3 Spatial discretization

Before the discretized governing equations are presented, some definitions on the element level are given first. Let the superscript $( )^e$ denote quantities on the element level, superscripts $( )^x$ and $( )^y$ represent the components in the global $x$ and $y$ direction, respectively, and the subscript $( )_i$ denote the quantity of node $i$. Then we define following kinetic matrices:

$$
\begin{align*}
\mathbf{d}^e &= \begin{bmatrix} d_1^x & d_1^y & \cdots & d_4^x & d_4^y \end{bmatrix}^T \\
\mathbf{v}^e &= \begin{bmatrix} v_1^x & v_1^y & \cdots & v_4^x & v_4^y \end{bmatrix}^T \\
\mathbf{a}^e &= \begin{bmatrix} a_1^x & a_1^y & \cdots & a_4^x & a_4^y \end{bmatrix}^T \\
\mathbf{w}^e &= \begin{bmatrix} w_1^x & w_1^y & \cdots & w_4^x & w_4^y \end{bmatrix}^T \\
\mathbf{c}^e &= \begin{bmatrix} c_1^x & c_1^y & \cdots & c_4^x & c_4^y \end{bmatrix}^T
\end{align*}
$$

where $\mathbf{d}^e$, $\mathbf{v}^e$ and $\mathbf{a}^e$ denote displacement, velocity and acceleration matrices, respectively. $\mathbf{w}^e$ denotes the variation matrix of displacement, and $\mathbf{c}^e$ denotes the matrix of the convect-
tive velocity. Notations of shape functions are defined as
\[
\bar{N}_1 = \begin{bmatrix} N_1 & 0 & \cdots & N_4 & 0 \end{bmatrix}^T
\]
\[
\bar{N}_2 = \begin{bmatrix} 0 & N_1 & \cdots & 0 & N_4 \end{bmatrix}^T
\]
\[
\bar{N}_3 = \begin{bmatrix} \partial \bar{N}_1/\partial x & \partial \bar{N}_1/\partial y & \partial \bar{N}_2/\partial x & \partial \bar{N}_2/\partial y \end{bmatrix}^T
\]
where the shape function \( N_i \) has been defined in equations (5.2). Additionally, the displacement matrix of one contact pair is defined as
\[
d^e = \begin{bmatrix} d_x^e & d_y^e \end{bmatrix}^T
\]
where the subscripts \( r \) and \( s \) denote the member of the contact pair \((r, s)\). The matrix of the unit normal and the unit tangent on the contact interface are defined as
\[
n_c = \begin{bmatrix} n_x & n_y & -n_x & -n_y \end{bmatrix}^T
\]
\[
n_t = \begin{bmatrix} e_x & e_y & -e_x & -e_y \end{bmatrix}^T
\]
where \( n_x \) and \( n_y \) are components of the unit normal \( n \) in the global coordinates, \( e_x \) and \( e_y \) are components of the unit tangent \( e \).

Substituting these definitions into the virtual work equation (2.73) and applying the standard Galerkin method yield the following discrete governing equation:
\[
Ma + Cv + Kd + F_N + F_T = 0
\]
where \( M \) is the global mass matrix, \( C \) is the global convective matrix and \( K \) is the global stiffness matrix. \( F_N \) and \( F_T \) are the global contact forces vector in the normal and tangential directions, respectively. The explicit formulations of these global matrices are
\[
M = \sum_{e=1}^{\text{All element}} \int_{\Omega_0^e} \bar{N}_1 \bar{N}_2 \rho_0 \begin{bmatrix} N_1 & N_2 \end{bmatrix} d\Omega_0^e
\]  
(5.8)
\[
C = \sum_{e=1}^{\text{All element}} \int_{\Omega_0^e} \bar{N}_1^T \bar{N}_2^T \rho_0 \left( \begin{bmatrix} \partial \bar{N}_1/\partial x & \partial \bar{N}_1/\partial y \end{bmatrix} N_1 + \begin{bmatrix} \partial \bar{N}_2/\partial x & \partial \bar{N}_2/\partial y \end{bmatrix} N_2 \right) \cdot e^c d\Omega_0^e
\]  
(5.9)
\[
K = \sum_{e=1}^{\text{All element}} \int_{\Omega_0^e} \bar{N}_3 \cdot \frac{\partial (FS)}{\partial d^e} d\Omega_0^e
\]  
(5.10)
\[
F_N = \sum_{e=1}^{N_c} t_N n^e_c L^e d\alpha_0
\]  
(5.11)
\[
F_T = \sum_{e=1}^{N_c} \left[ n^e_s e^x, n^e_s e^y \right] L^e d\alpha_0
\]  
(5.12)
Vectors $\mathbf{a}$, $\mathbf{v}$ and $\mathbf{d}$ in (5.7) denote the global acceleration, velocity and displacement vectors, respectively. $N_c$ is the number of contact pairs in the active set.

The global mass matrix $\mathbf{M}$ is the assembly of all element mass matrices. Equation (5.8) leads to the consistent form of the mass matrix. Sometimes the condensed mass matrix is used that is obtained by summing the row elements together. The condensed mass matrix is also known as “lumped” in which only the diagonal element does not vanish. For example, the condensing process for a bilinear quadrilateral element is done as follows

$$
\begin{bmatrix}
m_{11} & m_{12} & m_{13} & m_{14} \\
m_{21} & m_{22} & m_{23} & m_{24} \\
m_{31} & m_{32} & m_{33} & m_{34} \\
m_{41} & m_{42} & m_{43} & m_{44}
\end{bmatrix}
\Rightarrow
\begin{bmatrix}
m_1 & 0 & 0 & 0 \\
0 & m_2 & 0 & 0 \\
0 & 0 & m_3 & 0 \\
0 & 0 & 0 & m_4
\end{bmatrix}
$$

(5.13)

where\[ m_i = \sum_{j=1}^{4} m_{ij} \]

The selection of what type of mass matrix depends on the problem of interest. Generally, the consistent mass matrix is more frequently used in flexural problems like beam bending. The lumped mass matrix is suitable for wave propagation problems because fewer spurious oscillations are created. In this report, performance of both mass matrices are investigated in chapter 6.

The discretized governing equation (5.7) is still coupled because the convective velocity $c$ implicitly contains the unknown material velocity $\mathbf{v}$. This situation leads to solving a quadratic equation. In our node-to-node contact approach, the increment of the convective velocity shrinks towards zero quickly when the predicted positions move towards the real contact positions. This makes it possible to approximate the convective velocity in the current iteration step by using the quantities obtained from the previous iterative step. Therefore, the convective velocity becomes a constant for current iteration and the discretized governing equations can be solved by the Newton-Raphson method directly. More information about the computation of $c$ can be found in section 4.1.1.

The global tangent stiffness matrix is a function of the second Piola-Kirchhoff stress $\mathbf{S}$ and the deformation gradient $\mathbf{F}$ if nonlinear material is considered. It is well known that the tangent stiffness matrix for a linear elastic material is constant because it does not change with the increase of displacements. For nonlinear elastic material like rubber, the tangent stiffness matrix no longer remains constant because the deformation gradient $\mathbf{F}$ and stress level $\mathbf{S}$ have nonlinear relationships with the displacement field. Therefore, the tangent stiffness matrix $\mathbf{K}$ in (5.7) has been linearized according to the Taylor series and
components higher than the second order are dropped as shown in (5.10). In our study, the compressible nonlinear elastic Neo-Hookean material is used.

5.2 Temporal discretization

Contact/impact problems often involve transient effects and the solution is achieved using a direct integration method. The time period of interest \((0, T)\) is subdivided into a set of subintervals

\[
[0, T] = \bigcup_{n=0}^{N-1} [t_n, t_{n+1}]
\]

(5.14)

with \(t_0 = 0\) and \(t_N = T\). Note that the time interval need not be equally divided. The system response is computed incrementally. To wit, the system response at \(t = t_{n+1}\) is computed from those at \(t = t_n\) and the related boundary conditions. The governing equation (5.7) is called semi-discrete because it is still continuous in the time domain. According to the mid-point rule, (5.7) is enforced at \(t = t_{n+\frac{1}{2}}\):

\[
M_{n+\frac{1}{2}} a_{n+\frac{1}{2}} + C_{n+\frac{1}{2}} v_{n+\frac{1}{2}} + K_{n+\frac{1}{2}} d_{n+\frac{1}{2}} + F_{N, n+\frac{1}{2}} + F_{T, n+\frac{1}{2}} = 0
\]

(5.15)

Using (3.3) to eliminate \(a_{n+\frac{1}{2}}, v_{n+\frac{1}{2}}\) from (5.15) yields

\[
M_{n+\frac{1}{2}} \frac{2}{\Delta t} \left[ \frac{2}{\Delta t} (d_{n+\frac{1}{2}} - d_n) - v_n \right] + C_{n+\frac{1}{2}} \frac{2}{\Delta t} (d_{n+\frac{1}{2}} - d_n) + K_{n+\frac{1}{2}} d_{n+\frac{1}{2}}
+ F_{N, n+\frac{1}{2}} + F_{T, n+\frac{1}{2}} = 0
\]

(5.16)

The basic unknown variable is the displacement vector \(d_{n+\frac{1}{2}}\). Since \(d_{n+\frac{1}{2}}\) and \(d_{n+1}\) are related, the equation can be rewritten in terms of \(d_{n+1}\) easily.

5.3 Linearization of governing equation

The discretized governing equation (5.16) is highly nonlinear where the nonlinearity comes from following sources:

1. Inherent nonlinearity due to contact
   Contact/impact have a nonlinearity due to the fact that the contact region is not known in advance. The contact boundary must be determined through the solution process.

2. Constitutive relations
   Since the problem of interest can endure finite deformation, the linear elastic assumption of material is no longer suitable. The material model considered in this report is the compressible Neo-Hookean material model that enforces additional nonlinearity into the governing equation.
3. Strain-displacement relation
Consideration of finite deformation requires the relationship between displacement and strain to be non-linear. The Lagrangian strain has following expression
\[ E = \frac{1}{2} (F^T F - I) \]
where \( F = \nabla d \) is the deformation gradient, \( I \) is the identity tensor.

Therefore, the solution of (5.16) can be obtained by iteration. The Newton-Raphson iterative method or its variations are suitable for this process. Let \( R(d_{n+\frac{1}{2}}) \) represent the left part of equation (5.16) wherein \( R(d_{n+\frac{1}{2}}) = 0 \) constitutes an equilibrium configuration. The solution of (5.16) is obtained by finding the displacement increment \( \Delta d \) from
\[ R(d_{n+\frac{1}{2}}) + \frac{\partial R(d_{n+\frac{1}{2}})}{\partial d_{n+\frac{1}{2}}} \Delta d = 0 \] (5.17)
followed by the update step
\[ d_{n+\frac{1}{2}} = d_{n-\frac{1}{2}} + \Delta d \] (5.18)

The directional derivative of \( R \) with respect to \( d_{n+\frac{1}{2}} \) is obtained by the chain rule as
\[ \frac{\partial R(d_{n+\frac{1}{2}})}{\partial d_{n+\frac{1}{2}}} = \frac{4}{\Delta t^2} M_{n+\frac{1}{2}} + \frac{2}{\Delta t} C_{n+\frac{1}{2}} + K_{n+\frac{1}{2}} + K^c_{n+\frac{1}{2}} \] (5.19)
where \( K^c_{n+\frac{1}{2}} \) is the contact stiffness
\[ K^c_{n+\frac{1}{2}} = \frac{\partial (F_{N_{n+\frac{1}{2}}} + F_{T_{n+\frac{1}{2}}})}{\partial d_{n+\frac{1}{2}}} \] (5.20)

Note that \( F_N \) and \( F_T \) are implicit functions of \( d_{n+\frac{1}{2}} \), and the contact tractions \( t_N \) and \( t_T \) in \( F_N \) and \( F_T \) are augmented as
\[ t_{N_{n+\frac{1}{2}}} = \langle \lambda_{N_{n+\frac{1}{2}}} + \epsilon_N \dot{g}_{n+\frac{1}{2}} \rangle \] (5.21)
\[ t_{T_{n+\frac{1}{2}}} = t_{T_{n-\frac{1}{2}}} + \Delta \lambda_T + \epsilon_T (\dot{g}_{T_{n+\frac{1}{2}}} - \xi \frac{t_{triad}^{T_{n+\frac{1}{2}}}}{\| t_{triad}^{T_{n+\frac{1}{2}} \|^2} \}) \] (5.22)

Dropping the Macauley bracket and doing directional derivative with respect to \( d_{n+\frac{1}{2}} \) yield
\[ \frac{\partial F_N}{\partial d_{n+\frac{1}{2}}} = \frac{\partial F_N}{\partial v_{n+\frac{1}{2}}} \frac{\partial v_{n+\frac{1}{2}}}{\partial d_{n+\frac{1}{2}}} = \sum_{e=1}^{Nc} \frac{2}{\Delta t} L^e n_e^T n_e \] (5.23)
\[
\frac{\partial F_T}{\partial d_{n+\frac{1}{2}}} = \frac{\partial F_T}{\partial v_{n+\frac{1}{2}}} \frac{\partial v_{n+\frac{1}{2}}}{\partial d_{n+\frac{1}{2}}} = \frac{\text{term}_{NC}}{2} \sum_{e=1}^{Nc} \epsilon_T \frac{L_e^T}{\Delta t} n_e n_t
\]  

(5.24)

where \( \epsilon_N \) and \( \epsilon_t \) are the normal and tangent penalty parameters, respectively. \( L_e^c \) is the area to contribute contact tractions to node \( e \), which is identical to \( L_e^c \) in equation (5.5). \( \Delta t \) is the time step. Actually, \( t_{Tn+\frac{1}{2}}^{\text{trial}} \) is used in (5.24) instead of \( t_{Tn+\frac{1}{2}} \). The final tangent traction should be modified according to the Eulerian return mapping algorithm to reach real quantities.

### 5.4 Solution process

The detailed solution procedure for a typical time step is given here. This algorithm is the basis of the computer code. One may note that the augmented Lagrangian algorithm given here is similar to the one named “alternative nested” approach in [58]. The advantage of this augmented algorithm is that the contact stiffness is symmetrized to reduce the memory requirement when the global matrix is computed.

The governing equation is discretized at the middle point of the time step. When we compute the system response at \( t = t_{n+\frac{1}{2}} \), we assume all response at \( t = t_{n-\frac{1}{2}} \) are known.

1. Initialize for each time step

   \[
   \lambda_{N_{n+\frac{1}{2}}}^{(0)} = \langle \lambda_{N_{n-\frac{1}{2}}} + \epsilon_N g_{n+\frac{1}{2}}^{(0)} \rangle
   \]

   \[
   \Delta \lambda_{T_{n+\frac{1}{2}}}^{(0)} = 0
   \]

   \[
   \dot{g}_{n+\frac{1}{2}}^{(0)} = \dot{g}_{n-\frac{1}{2}}^{(0)}; \quad \dot{g}_{T_{n+\frac{1}{2}}}^{(0)} = \dot{g}_{T_{n-\frac{1}{2}}}
   \]

   \[
   \Gamma_{\text{sticking}_{n+\frac{1}{2}}}^{(0)} = \text{All members in the active set}
   \]

   \[
   k = k + 1
   \]

The two bodies are separate initially. When at least one contact pair has a positive gap \( g \), computation of contact begins. At the beginning of all following time steps, the penetration condition is checked to determine the active set on \( \Gamma_c \). The kinematic field at \( t_{n-\frac{1}{2}} \), which is needed to compute the response at \( t = t_{n-\frac{1}{2}} \), is obtained from the rigid body motion before contact. The rate of gap functions at \( t_{n-\frac{1}{2}} \) are set to be zero:

\[
\dot{g}_{-\frac{1}{2}} = 0; \quad \dot{g}_{T-\frac{1}{2}} = 0 \quad \text{at} \quad t = t_{-\frac{1}{2}}
\]

Additionally, \( \Gamma_{\text{sticking}}^{(0)} \), which is the sticking part of the active set, includes all the members in the active set at the beginning. When \( t > t_{\frac{1}{2}} \), \( \Gamma_{\text{sticking}}^{(0)} \) includes the sticking pairs determined at the end of the last time step and all new members of the active set for the current time step.
2. Compute the tangential difference of positions for contact pairs in the active set. Compute the motion of the ALE mesh to maintain exact node-to-node contact. Smooth the ALE mesh to remove mesh distortion or element entanglement. Convective velocity is

\[ \mathbf{c}^{(k)}_{n+\frac{1}{2}} = \mathbf{v}^{(k-1)}_{n+\frac{1}{2}} - \mathbf{v}^{(k)}_{n+\frac{1}{2}} \]

If \( k = 1 \), \( \mathbf{v}^{(k-1)}_{n+\frac{1}{2}} = \mathbf{v}_{n-\frac{1}{2}} \)

3. Solve equation (5.16) using the Newton-Raphson iterative algorithm for \( \mathbf{d}^{(k)}_{n+\frac{1}{2}} \) wherein the contact tractions are computed in advance by

\[ t_N = \lambda^{(k-1)}_{N_{n+\frac{1}{2}}} \]

\[ \mathbf{t}_T = \begin{cases} t_{T_{n-\frac{1}{2}}} + \Delta \lambda^{(k-1)}_{T_{n+\frac{1}{2}}} + \epsilon_T \dot{g}^{(k-1)}_{T_{n+\frac{1}{2}}}, & \text{if contact pair } \in \Gamma_{sticking} \\ t_{T_{n-\frac{1}{2}}} + \Delta \lambda^{(k-1)}_{T_{n+\frac{1}{2}}}, & \text{otherwise} \end{cases} \]

4. Check for convergence condition

IF

\[ \| \dot{g}^{(k)}_{n+\frac{1}{2}} - \dot{g}^{(k-1)}_{n+\frac{1}{2}} \| \leq TOL1 \]

\[ \| \dot{g}^{(k)}_{T_{n+\frac{1}{2}}} - \dot{g}^{(k-1)}_{T_{n+\frac{1}{2}}} \| \leq TOL2 \]

\[ \| \mathbf{t}_T \| \leq \mu_f \langle \lambda^{(k-1)}_{N_{n+\frac{1}{2}}} + \epsilon_N \dot{g}^{(k)}_{n+\frac{1}{2}} \rangle \]

Converge and exit

ELSE augment \( \lambda_{N_{n+\frac{1}{2}}} \) and \( \Delta \lambda_{T_{n+\frac{1}{2}}} \)

1. \( \lambda^{(k)}_{N_{n+\frac{1}{2}}} = \langle \lambda^{(k-1)}_{N_{n+\frac{1}{2}}} + \epsilon_N \dot{g}^{(k)}_{n+\frac{1}{2}} \rangle \)

2. if \( \| \mathbf{t}_{trial}^T \| < \mu_f \lambda^{(k)}_{N_{n+\frac{1}{2}}} \)

\[ \Delta \lambda^{(k)}_{T_{n+\frac{1}{2}}} = \Delta \lambda^{(k-1)}_{T_{n+\frac{1}{2}}} + \epsilon_T \dot{g}^{(k)}_{T_{n+\frac{1}{2}}}, \] and this pair still belongs to \( \Gamma_{sticking} \)

otherwise

\[ \Delta \lambda^{(k)}_{T_{n+\frac{1}{2}}} = \frac{\mathbf{t}_{trial}^T}{\| \mathbf{t}_{trial} \|} \mu_f \lambda^{(k)}_{N_{n+\frac{1}{2}}} - t_{T_{n-\frac{1}{2}}}, \] and this pair is removed from \( \Gamma_{sticking} \)

3. goto step 2

END IF

where \( \mathbf{t}_{trial}^T = t_{T_{n-\frac{1}{2}}} + \Delta \lambda^{(k)}_{T_{n+\frac{1}{2}}} + \epsilon_T \dot{g}^{(k)}_{T_{n+\frac{1}{2}}} \)
5.5 Implementation of alternative approach to energy conservation

The previous method to treat energy conservation based on the persistency condition is effective but has the compromise of the loss of impenetrability. An alternative approach based on the Lagrange multiplier algorithm is introduced in this section that has the advantage to minimize penetration and exactly conserve energy. This method was first reported in [31] to study the non-smooth contact/impact problems. Energy conservation is achieved by supplementing the energy function with a Lagrange multiplier term related to the discretized energy equation. The discrete form of the global energy of a two-body contact problem $\Pi_{\text{global}}$ is

$$\Pi_{\text{global}}^{n+\frac{1}{2}} = E_{k_n^{n+\frac{1}{2}}} + E_{s_n^{n+\frac{1}{2}}} + E_{c_n^{n+\frac{1}{2}}}$$  (5.25)

where $E_{k_n^{n+\frac{1}{2}}}$, $E_{s_n^{n+\frac{1}{2}}}$ and $E_{c_n^{n+\frac{1}{2}}}$ are kinematic energy, strain energy and the energy contributed by contact at $t = t_n^{n+\frac{1}{2}}$, respectively.

$$E_{k_n^{n+\frac{1}{2}}} = \frac{1}{2}v_{n+\frac{1}{2}} \cdot Mv_{n+\frac{1}{2}}$$
$$E_{s_n^{n+\frac{1}{2}}} = \int_{\Omega_0} W(F_{n+\frac{1}{2}})d\Omega_0$$
$$E_{c_n^{n+\frac{1}{2}}} = \int_{\Gamma_c} t_{n+\frac{1}{2}} g_{n+\frac{1}{2}} da_0$$  (5.26)

Supplementing the Lagrange multiplier $\lambda_E$ and the difference of the total energy between $t = t_{n+\frac{1}{2}}$ and $t = t_{n-\frac{1}{2}}$ into (5.25) yields the energy equation for the alternative approach

$$\Pi_{n+\frac{1}{2}} \equiv \Pi_{\text{global}}^{n+\frac{1}{2}} + \lambda_E \Pi_E$$
$$= E_{k_n^{n+\frac{1}{2}}} + E_{s_n^{n+\frac{1}{2}}} + E_{c_n^{n+\frac{1}{2}}} + \lambda_E (\Pi_{n+\frac{1}{2}}^{\text{total}} - \Pi_{n-\frac{1}{2}}^{\text{total}})$$  (5.27)

and

$$\Pi_{n+\frac{1}{2}}^{\text{total}} \equiv \frac{1}{2}v_{n+\frac{1}{2}} \cdot Mv_{n+\frac{1}{2}} + \int_{\Omega_0} W(F_{n+\frac{1}{2}})d\Omega_0$$
$$\Pi_{n-\frac{1}{2}}^{\text{total}} \equiv \frac{1}{2}v_{n-\frac{1}{2}} \cdot Mv_{n-\frac{1}{2}} + \int_{\Omega_0} W(F_{n-\frac{1}{2}})d\Omega_0$$  (5.28)

where $M$ is the global mass matrix, $W$ is the energy density per unit, and $F$ is the deformation gradient. $\Pi_{n+\frac{1}{2}}^{\text{total}}$ and $\Pi_{n-\frac{1}{2}}^{\text{total}}$ are the total system energy at time $t = t_{n+\frac{1}{2}}$ and $t = t_{n-\frac{1}{2}}$, respectively. Note that the body force and external tractions on $\Gamma_\sigma$ are dropped to simplify the derivation and can be easily added.
One may note that energy conservation is guaranteed by the Lagrange multiplier term in (5.25). Thus the geometric gap constraint is not violated as occurs in the previous approach based on the persistency condition. The main drawback of this method is that it is difficult to quantify the energy dissipated in the frictional contact problems.

The implementation process of this approach is described for frictionless contact/impact problems only. Let $w$ be the variation of $d_{n+\frac{1}{2}}$. The equilibrium condition is obtained by setting the directional derivative with respect to $w$ in (5.27) to zero

$$D E_{k_{n+\frac{1}{2}}} \cdot w + D E_{s_{n+\frac{1}{2}}} \cdot w + D E_{c_{n+\frac{1}{2}}} \cdot w + \lambda E D (\Pi^{\text{total}}_{n+\frac{1}{2}} - \Pi^{\text{total}}_{n-\frac{1}{2}}) \cdot w = 0 \quad (5.29)$$

Substituting the relationship of the kinematic field in the mid-point rule (3.2) into (5.29) yields

$$M_{n+\frac{1}{2}} a_{n+\frac{1}{2}} + C_{n+\frac{1}{2}} v_{n+\frac{1}{2}} + K_{n+\frac{1}{2}} d_{n+\frac{1}{2}} + F_{N_{n+\frac{1}{2}}} + \lambda E (M_{n+\frac{1}{2}} a_{n+\frac{1}{2}} + K_{n+\frac{1}{2}} d_{n+\frac{1}{2}}) = 0 \quad (5.30)$$

where $M_{n+\frac{1}{2}}, C_{n+\frac{1}{2}}$ and $K_{n+\frac{1}{2}}$ have the same meanings as before. In the Lagrange multiplier method, the normal traction $t_N$ is identical to the Lagrange multiplier $\lambda_N$. The stiffness matrix $K_{n+\frac{1}{2}}$ in (5.30) has been linearized using the same method as in (5.15).

Let $R$ represent the left part of equation (5.30). The directional derivative of (5.30) with respect to the basic unknown variables $d_{n+\frac{1}{2}}, \lambda_N$ and $\lambda_E$ are

$$\frac{\partial R}{\partial d_{n+\frac{1}{2}}} = 4 \Delta t^2 M_{n+\frac{1}{2}} + 2 \Delta t C_{n+\frac{1}{2}} + K_{n+\frac{1}{2}} + \lambda E \left( \frac{4}{\Delta t^2} M_{n+\frac{1}{2}} + K_{n+\frac{1}{2}} \right) \equiv K_{eq} \quad (5.31)$$

$$\frac{\partial R}{\partial \lambda_N} = \sum_{e=1}^{N_e} \epsilon_N L^e n_e^T n_e \equiv P \quad (5.32)$$

$$\frac{\partial R}{\partial \lambda_E} = 2 \Delta t M_{n+\frac{1}{2}} \left[ \frac{2}{\Delta t} (d_{n+\frac{1}{2}} - d_n) - v_n \right] + K_{n+\frac{1}{2}} d_{n+\frac{1}{2}} \equiv Q \quad (5.33)$$

where $\epsilon_N$ is the normal penalty parameter. $L^e$ is the area to contribute contact tractions to node $e$. The expanded equation in the Newton-Raphson iteration step is

$$\begin{bmatrix} K_{eq} & P & Q \\ P & 0 & 0 \\ Q & 0 & 0 \end{bmatrix} \begin{bmatrix} \Delta d \\ \Delta \lambda_N \\ \Delta \lambda_E \end{bmatrix} = \begin{bmatrix} -R_{n+\frac{1}{2}}^{(k)} \\ -Pd_{n+\frac{1}{2}}^{(k)} \\ -(\Pi_{n+\frac{1}{2}}^{(k)} - \Pi_{n-\frac{1}{2}}^{(k)}) \end{bmatrix} \quad (5.34)$$
Numerical examples

This chapter presents some selected numerical examples to demonstrate the performance of the proposed node-to-node contact algorithm (NTN in abbreviation). These examples are also designed to verify the validity of the non classical Coulomb friction laws, the augmented Lagrangian algorithm, and the conservation of total energy, total linear momentum, and total angular momentum. These examples include both quasi-static contact and contact/impact problems. Although the convective part does not appear in the formulations of quasi-static contact problems, the finite element mesh is still based on the ALE description, which is independent of the material domain.

The first example is an elastic block sliding against a rigid foundation with friction. This example is used to test the performance of the non-classical Coulomb frictional law and the convergence performance of the augmented Lagrangian method as shown in [68] and [58]. The second example is a classical Hertzian problem wherein a cylinder contacts a rigid foundation. Details of the configurations at the contact interface are presented at selected load step to reveal the performance of the node-to-node algorithm. Because these two examples are originally designed to be Signorini problems in which one of the two bodies is ideally rigid, we assign a very large modulus to the obstacle to simulate the behavior of a rigid body. The assumption of linear elastic response is used in these examples in order to compare with the literature. Results published in the literature or obtained from the commercial software ABAQUS are listed side to side with our results to evaluate the performance of the new approach. The third example is used to show the application of the new node-to-node contact approach to the delamination contact problem. This example is also quasi-static because we assume the external load is applied slowly. The process of open and close of the delamination and process of mesh motion to maintain node-to-node contact are presented in this example. Frictional contact tractions are investigated based on the non-classical Coulomb friction laws.

After the demonstration on quasi-static problems, three contact/impact examples are presented to demonstrate the utility of the new approach to transient contact problems. The finite deformation formulation is used in these examples and all bodies are assumed to be made of compressible Neo-Hookean material [9]. The first example is a frictionless impact between a ring and a flexible obstacle. The contact interface varies with time so
that we can check the performance of the contact detection strategy and evaluate the influence of release of geometric constraint. The second example is a block impact problem involving fast tangent sliding to demonstrate the ability of the new approach to handle this class of problems. Frictionless and frictional contact based on the non-classical Coulomb friction law are also studied. Temporal histories of deformation, total energy and momentum are examined to verify the validity of results. Analysis of stress wave propagation is included to check the result from another point of view. In the last example presentation, we use a similar configuration as used in the previous example but tilt the upper block in a small angle. Contact occurs from one corner where the surface is not differentiable. We use this example to check the conservation of momentum because each body changes its momentum greatly after impact.

6.1 Frictional elastic contact with finite sliding

![Fig. 6.1: Original configuration of frictional elastic block sliding against rigid foundation in [58][68]](image)

The original configuration of the elastic block sliding on a rigid obstacle, an example in [53] [58] [68], is shown in Figure 6.1. The linear elastic block is subject to vertical pressure and horizontal tensile tractions. The fixed foundation is assumed to be perfectly rigid. The elastic modulus of the block is $E = 1000$ and Poisson’s ratio is $\nu = 0.3$. The block is discretized by $10 \times 20 = 200$ bilinear quadrilateral elements with $1 \times 1$ dimension. The non-classical Coulomb friction law is used with a coefficient of friction $\mu_f = 0.5$. In the original configuration, the corner nodes are excluded from the contact interface in [53]. So [58][68] use the configuration same as the one shown in Figure 6.1 but frictional stresses at both corners are prohibited to develop. Contact stresses are assumed to be uniformly distributed around each node as illustrated in Figure 5.2. The modified configuration used in this analysis is shown in Figure 6.2, where the rigid foundation is replaced by a very stiff elastic one and the bottom of the lower block is fixed. The modulus of the foundation is $E = 10^{10}$ and Poisson’s ratio is $\nu = 0$. We use $10 \times 30 = 300$ bilinear quadrilateral elements to discretized the foundation, and the initial profile has a perfect node-to-node match on the contact interface which comprises 21 nodes. The upper block has the regular Lagrangian mesh and the lower block has the ALE mesh.
The deformed configuration is plotted in Figure 6.3 and developed contact stresses are plotted in Figure 6.4. Note all plots are limited to nodes 2 to 20 because corner nodes 1 and 21 are excluded from the active set. Investigation of the tangent displacement indicates that finite sliding occurs at the right part of the contact interface, where tangent displacements are much larger than other parts of the contact interface. The left part of the contact interface is still in sticking. From the deformed configuration, one may note the uneven element size of the foundation under the right-most contact elements of the upper block. The change of element size is the consequence of sliding because the mesh of the lower block has to be adjusted to keep perfect node-to-node contact. The normal and tangent contact stress are plotted in Figure 6.4 to be compared with the solution given in [58]. The boundary of sticking and sliding occurs at node $N = 16$ such that nodes to the left of $N = 16$ are sticking and nodes to the right of $N = 16$ are sliding. Computed stresses agree with the result in [58] very well. The only difference appears in the sliding region where the node-to-node approach yields slightly smaller normal and tangent stresses. Contact stresses obtained from our new approach and those computed by Simo [58] are listed in Table 6.1 for convenient comparison.
Fig. 6.4: Contact stresses of elastic block sliding against foundation (Note: Simo [58] uses a rigid foundation while the remodified foundation in NTN is very stiff but deformable)

The performance of the augmented Lagrangian in the new approach is investigated by checking the convergence of the tangent displacement. Results are plotted in Figure 6.5. The contact tractions are continuously augmented in equations (2.38) and (2.39) until the prescribed tolerance is reached. Because the initial Lagrange multiplier $\lambda_N$ is assumed to be zero, equation (2.38) is identical with a pure penalty procedure and yields the result which is far away from the correct solution. The first Lagrangian augmentation improves solution significantly. The second and the third augmentation yield very little improvement for the tangent displacement which indicates the achievement of a

Fig. 6.5: Convergence of tangent displacement in contact interface of elastic block sliding against foundation
Table 6.1: Comparison of contact stresses for sliding elastic block problem

<table>
<thead>
<tr>
<th>Node</th>
<th>Normal (Simo)</th>
<th>Normal (NTN)</th>
<th>Tangent (Simo)</th>
<th>Tangent (NTN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>164</td>
<td>159</td>
<td>77</td>
<td>71</td>
</tr>
<tr>
<td>3</td>
<td>146</td>
<td>147</td>
<td>35</td>
<td>37</td>
</tr>
<tr>
<td>4</td>
<td>147</td>
<td>147</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>5</td>
<td>151</td>
<td>152</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>6</td>
<td>156</td>
<td>156</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>161</td>
<td>161</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>164</td>
<td>164</td>
<td>-4</td>
<td>-4</td>
</tr>
<tr>
<td>9</td>
<td>167</td>
<td>167</td>
<td>-12</td>
<td>-12</td>
</tr>
<tr>
<td>10</td>
<td>169</td>
<td>169</td>
<td>-20</td>
<td>-20</td>
</tr>
<tr>
<td>11</td>
<td>170</td>
<td>170</td>
<td>-28</td>
<td>-28</td>
</tr>
<tr>
<td>12</td>
<td>170</td>
<td>171</td>
<td>-36</td>
<td>-36</td>
</tr>
<tr>
<td>13</td>
<td>170</td>
<td>171</td>
<td>-45</td>
<td>-45</td>
</tr>
<tr>
<td>14</td>
<td>170</td>
<td>170</td>
<td>-54</td>
<td>-55</td>
</tr>
<tr>
<td>15</td>
<td>170</td>
<td>171</td>
<td>-66</td>
<td>-67</td>
</tr>
<tr>
<td>16</td>
<td>173</td>
<td>171</td>
<td>-86</td>
<td>-85</td>
</tr>
<tr>
<td>17</td>
<td>178</td>
<td>173</td>
<td>-89</td>
<td>-87</td>
</tr>
<tr>
<td>18</td>
<td>187</td>
<td>180</td>
<td>-94</td>
<td>-90</td>
</tr>
<tr>
<td>19</td>
<td>209</td>
<td>199</td>
<td>-105</td>
<td>-99</td>
</tr>
<tr>
<td>20</td>
<td>272</td>
<td>244</td>
<td>-136</td>
<td>-122</td>
</tr>
</tbody>
</table>

converged solution. Figure 6.5 also helps us to identify the sticking and sliding part in the contact interface. The large tangent displacement of the right four nodes clearly indicates sliding status. One may note that the non-zero displacements obtained in the right-most area of the sticking region that seems to violate the sticking assumption. The first explanation is that the foundation is not perfectly rigid so that a very small transverse deformation is permitted. Secondly, a small tangent deformation is expected for the non classical Coulomb friction laws (unlike the classical laws).

### 6.2 Quasi-static Hertzian contact problem

The family of the Hertzian contact problems shares the characteristic that contact happens between two elastic bodies (e.g., one cylinder or sphere against another one, one cylinder against a flat foundation). The contact area and maximum contact pressure under the assumption of frictionless contact can be theoretically calculated. The Hertzian contact problem explored in this section is shown in Figure 6.6 where one cylinder settles against a flat rigid foundation. The right picture in Figure 6.6 is the actual model used in the numerical simulation. The slight change of the load boundary condition may be noted. This change has little influence on the contact area according to the Saint-Venant principle, wherein the area of interest is far away enough from the external tractions. Since
solutions of frictional Hertzian contact problems are not available theoretically, we use the commercial software ABAQUS to verify our results.

The elastic moduli for the cylinder and the foundation are \( E_1 = 5 \times 10^4 \) and \( E_2 = 2 \times 10^8 \), respectively. Both bodies have the same Poisson’s ratio \( \nu_1 = \nu_2 = 0.3 \). The radius of the cylinder is \( R = 400 \) and the size of the foundation is \( 300 \times 150 \). The uniformly distributed external load is \( q = 300 \). The coefficient of friction is \( \mu_f = 0.3 \). In this example, the finite element mesh is refined to check the convergence performance. The meshes used in this example are shown in Figures 6.7 to 6.9. Details of each mesh are listed in Table 6.2.
Fig. 6.8: Mesh 2 of Hertzian problem

Fig. 6.9: Mesh 3 of Hertzian problem
First of all, we check the stress distribution on the contact interface. The normal and tangent contact stresses obtained from the node-to-node approach (NTN) and ABAQUS are plotted in Figures 6.10 to 6.12. One may note that the contact region and the maximum contact pressure are almost identical for both approaches and this conclusion does not change when a refined mesh is used. One can also note the different normal pressure in the sliding region that the NTN approach yields higher normal pressure than ABAQUS. The difference may be caused by the different contact constraints used in each approach. The penalty friction formulation is used in ABAQUS while we use the augmented Lagrangian method to develop the tangent tractions. Another possibility is that ABAQUS uses a different coefficient of friction for sticking or sliding while the coefficient of friction is not changed for sticking or sliding in the NTN approach. The influence of the exponential decay friction model that is used in ABAQUS becomes significant when $\mu_f > 0.2$.

The convergence check is done by comparing the contact stresses obtained from a more refined mesh to the coarse one to evaluate improvement. The result is plotted in Figure 6.13. All three meshes yield identical normal pressures so that we can draw the conclusion that the result really converges. The typical size of the contact element is $L = 6$ for the course mesh (mesh 1) and $L = 3$ for the more refined mesh (mesh 3). In other words, the collection of the active set in mesh 1 is a subset of the active set in mesh

![Fig. 6.10: Comparison of contact stress of Hertzian problem (mesh 1)](image)

<table>
<thead>
<tr>
<th>Mesh</th>
<th>Number of elements</th>
<th>Size of elements in contact region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh1</td>
<td>711</td>
<td>150</td>
</tr>
<tr>
<td>Mesh2</td>
<td>950</td>
<td>250</td>
</tr>
<tr>
<td>Mesh3</td>
<td>2229</td>
<td>300</td>
</tr>
</tbody>
</table>

Table 6.2: Mesh information of Hertzian contact problem
3. That is the reason why mesh 1 and mesh 3 yield the identical boundary of sticking and sliding. The typical element size in mesh 2 is $L = 4$ and the boundary to divide sticking and sliding floats to the right slightly. The development of the contact interface versus different load levels is plotted in Figure 6.14 where three load levels are selected as 26.6%, 60% and 100% of the total applied load. Although finite elements around the contact interface have similar size, interlaced positions of contact pairs are inevitable when bodies are deformed. One can clearly identify that node-to-node contact is maintained along the contact interface at each selected load level. At the very beginning, no external load is applied and only one contact pair is in the active set. When the external load $q$ reaches 26.6% of the total load, six contact pair are found in the active set. Material of
the cylinder is extruded to the left side and nodes on the surface of the foundation have to move to the left also to maintain node-to-node contact. Same situation can be observed from other two plots, wherein more area is involved into contact. The mesh shown in Figure 6.14 is not smoothed by any smoothing technique in order to reveal mesh motion more clearly.

6.3 Frictional contact of delamination analysis

This section presents an application of the node-to-node approach to the contact analysis of delaminations. Pavement often consists several layers which are built from different material. Delaminations are found between these layers. Generally, delaminations are very thin but have large size in the delamination plane. Delaminations of pavement often experience performance cycles of close and open due to variation of loads or thermal effects. The deformation of pavement layers is not very large and tangential sliding of contact pairs is also small. Traditional approaches to handle the contact interface which are introduced in chapter 1 are widely used in engineering to solve such contact problems. We present this example in the report to show an alternate approach to these problems.

The initial configuration is shown in Figure 6.15 where two layers of pavement including one delamination are illustrated. Each layer is 10 units in thickness and 64 units in width. Nodes on the left and right boundaries can only move up and down to simulate the real kinetic conditions of cut edges of pavement. Nodes on the bottom boundary have the kinetic constraint in the vertical direction. The typical size of a finite element is 2 × 2 and the thickness of the delamination is 0.2. The external load P is applied to one finite element node in the loading area from the right to the left to simulate the motion of the transportation loads. The external load is assumed to move slowly so that this problem is treated as quasi-static. Both
Figure 6.14: Development of contact interface for Hertzian contact problem

Fig. 6.15: Configuration of frictional contact of delamination
bodies are built by linear material and the moduli are $E_1 = 2 \times 10^4$ and $E_2 = 5 \times 10^4$, respectively. The Poisson’s ratios are $\nu_1 = \nu_2 = 0.3$. The contact interface is frictional and the coefficient of friction is $\mu_f = 0.1$. The external load is $P = 30000$.

The delamination includes 15 candidates of contact pairs (node 175 to 189 in $\Omega^1$ and 5010 to 5024 in $\Omega^2$). The initial gap is $g_0 = 0.2$. Nodes in the common surfaces outside of the delamination have the displacement constraints to assure identical motions in horizontal and vertical directions. Although the initial meshes match very well around the delamination, deformation will destroy the matching when the moving load $P$ is applied. The deformed configurations are plotted in Figure 6.16. The external load $P$ is applied at $x = L$ first (Figure 6.16a) and moves to the left until $x = 0$ (Figure 6.16h). In Figure 6.16a, the most right part of the gap closes while the left part of the gap is not disturbed. In Figure 6.16b to Figure 6.16e, one may note that the contact interface moves along with $P$ and the node-to-node contact is guaranteed on the contact interface. The mesh near the left of the contact interface becomes unmatched because nodes in this area are outside of the active set and are not adjusted for node-to-node state. In Figure 6.16f, the contact interface moves close to the left end of the delamination and a new gap appears at the previously closing region on the right side. Although the size and content of the active set varies from one load position to another, contact pairs in the active set always maintain node-to-node state perfectly.

Figure 6.17 displays the contact tractions under various load positions. The total loading area (in this example it is a straight line) is $L$ as shown in Figure 6.15. We investigate the contact tractions computed under seven load positions, i.e., from $x = L$ to $x = 0$. When load $P$ is applied at $x = L$, only few contact pairs are found in the active set (Figure 6.17a). As $P$ moves to the left side, more pairs are involved in contact and the peak of contact pressure also moves to the left side. One can find that the shape of the contact pressure and the maximum quantity remains unchanged. In this example, the coefficient of friction is set to $\mu_f = 0.1$ and all contact pairs are sliding. The tangential contact traction has the $S$ shape in Figure 6.17c to Figure 6.17e because the contact interface is almost symmetric about $P$ but the relative sliding has reverse direction. One may note that more contact pairs have positive tangential tractions than those are negative in Figure 6.17d and Figure 6.17e. This difference may be caused by the motion of the external load $P$ that moves from the right to the left. In order to verify this conclusion, we check the distribution of the tangential contact traction where $P$ is applied at $x = 1/2L$ only (no motion along the surface). The computed contact pairs having positive tangential tractions have almost the same size of pairs in the negative tangential tractions region. The distribution of the tangential tractions is asymmetric about the loading position. This observation agrees with the previous conclusion. Since the computed tangential tractions are opposite to the actual friction forces, Figure 6.17c to Figure 6.17f indicate that most part of $\Gamma_1^c$ is sliding to the right of $\Gamma_2^c$. 
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Figure 6.16: Distribution of contact tractions for delamination analysis (a) P at $x = L$ (b) P at $x = 6/7L$ (c) P at $x = 5/7L$ (d) P at $x = 4/7L$ (e) P at $x = 3/7L$ (f) P at $x = 2/7L$ (g) P at $x = 1/7L$ (h) P at $x = 0$
Figure 6.17: Distribution of contact tractions for delamination analysis (a) P at $x = L$ (b) P at $x = 6/7L$ (c) P at $x = 5/7L$ (d) P at $x = 4/7L$ (e) P at $x = 3/7L$ (f) P at $x = 2/7L$ (g) P at $x = 1/7L$ (h) P at $x = 0$
6.4 Frictionless impact of a ring against an obstacle

In this example, a flexible ring impacts a rectangular obstacle that is initially at rest. We use this example to verify the utility of the time-stepping algorithm and the contact detection strategy. The initial configuration is displayed in the left part of Figure 6.18. The right side of Figure 6.18 depicts the candidate contact pairs. The ring has outside diameter \( R_1 = 1 \) and inside diameter \( R_2 = 0.7 \). The obstacle has dimension \( 4 \times 0.5 \). Both bodies are made up of compressible Neo-Hookean material and are very flexible so as to excite large deformations. The material properties are listed in Table 6.3. The Lamé constants of the ring are about twice those of the obstacle because we wish to excite more deformation in the obstacle. The initial velocity of the ring is \( V_y = -1 \) without horizontal movement. 192 bilinear quadrilateral elements were used to discretize the ring and 160 elements for the obstacle. No frictional effects are considered to allow tangential sliding as much as possible.

![Fig. 6.18: Configuration of frictionless ring impact problem](image)

Table 6.3: Material property of frictionless ring impact problem

<table>
<thead>
<tr>
<th>Name</th>
<th>Lamé constant ( \lambda )</th>
<th>Lamé constant ( \mu )</th>
<th>Poisson’s ratio ( \nu )</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ring</td>
<td>461.54</td>
<td>301.69</td>
<td>0.3</td>
<td>2</td>
</tr>
<tr>
<td>Block</td>
<td>230.77</td>
<td>153.85</td>
<td>0.3</td>
<td>20</td>
</tr>
</tbody>
</table>

One challenge in this example is contact detection, a process also known as “contact searching.” Since the profile of the ring is a circle, the contact interface will vary with time. Stress waves excited by impact will propagate inside the ring in a complicated pattern. Some contact pairs repeat contact-release cycles several times before the ring totally springs upward. The contact detection strategy described in section 2.1.4 is used here and succeeds in exploring the active set. The deformation history is plotted in Figure 6.19. Contact begins from \( t = 0.065 \) and the active set includes nodes \((24, 25, 26)\) of the ring. Note that node 25 lies at the central position and deformation is symmetric about the vertical axis. At \( t = 0.140 \), the active set expands to five contact pairs, i.e., including nodes \((23, 24, 25, 26, 27)\) of the ring. The contact interface shrinks at
Figure 6.19: Deformation history of ring impact problem
where the active set have the same members as the beginning. From \( t = 0.25 \) to \( t = 0.475 \), the active set repeats the cycle of expansion and contraction several times. Node 25 is in release at \( t = 0.475 \) and only nodes \((26, 24)\) of the ring are found in the active set. The active set reaches the maximum size at \( t = 0.6 \) where it contains seven nodes \((22, 23, 24, 25, 26, 27, 28)\) of the ring. After \( t = 0.700 \), the contact interface begins to shrink until the ring totally springs upward.

The distribution of the von Mises stress versus time is plotted in Figure 6.20 to observe the process of the stress wave propagation. High levels of stress first appear at the lowest part of the ring and go upward due to the propagation of stress waves. Part of the waves are reflected at the lower internal boundary and others travel along the ring and move upward continuously. The first reflected waves release the center part of the contact region while its neighboring region is still in contact. When the stress waves rise, the contact interface shrinks, i.e., from five contact pairs to three pairs. The stress wave rises upward in two ways until they come together at the top of the ring. After that, the reflected stress wave goes downward and causes the expansion of the contact interface to contain as many as seven contact pairs. The downward reflected stress waves finally release the ring from contact when they reach the contact interface.

The mid-point rule guarantees the conservation of the linear and angular momenta. The conservation can be observed from the plots of linear momentum and angular momentum versus time in Figure 6.21. The initial linear momentum in the vertical direction is computed from the product of mass and velocity:

\[
L_y = \rho_1 \times \pi (R_1^2 - R_2^2) \times V_y = -3.2044
\]

The computed linear momenta in the vertical direction are listed in Table 6.4. The maximum variation of the linear momentum in the vertical direction is less than 1.5% if the theoretical quantity is selected as the reference. The conservation of the angular momentum can also be observed from Figure 6.21. There is a small jump at time \( t = 0.7 \), but the maximum quantity of the angular momentum is \( L_a = 0.0365 \) that is still close to the initial angular momentum \( (L_a = 0 \text{ initially}) \). Part of the linear momenta are listed in table 6.4 for clear comparison.

Energy conservation is a primary concern in this numerical test, and we check the history of the total energy to observe the performance of the NTN approach. The total energy includes the contribution of the strain energy and the kinetic energy. In this example, we do not consider any heat exchange with the outside environment. Because no energy is dissipated in friction, the plot of the total energy should be a level line. Before contact, the obstacle is initially at rest and the ring endures a rigid downward motion. The initial energy is totally invested in kinetic energy:

\[
\Pi^{\text{total}} = E_k = \frac{1}{2} m v^2 = \frac{1}{2} \times 2 \times \pi \times (1 - 0.7^2) \times 1^2 = 1.6014
\]
Figure 6.20: Propagation of Mises stress waves for ring impact problem
<table>
<thead>
<tr>
<th>Time</th>
<th>Linear momentum</th>
<th>Angular momentum</th>
<th>Total energy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x</td>
<td>y</td>
<td></td>
</tr>
<tr>
<td>0.0550</td>
<td>0</td>
<td>-3.1953</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.0800</td>
<td>0.0000</td>
<td>-3.1840</td>
<td>-0.0001</td>
</tr>
<tr>
<td>0.1050</td>
<td>-0.0003</td>
<td>-3.1764</td>
<td>-0.0000</td>
</tr>
<tr>
<td>0.1300</td>
<td>-0.0001</td>
<td>-3.1732</td>
<td>0.0000</td>
</tr>
<tr>
<td>0.1550</td>
<td>-0.0003</td>
<td>-3.1703</td>
<td>-0.0000</td>
</tr>
<tr>
<td>0.1800</td>
<td>-0.0004</td>
<td>-3.1835</td>
<td>-0.0001</td>
</tr>
<tr>
<td>0.2050</td>
<td>-0.0007</td>
<td>-3.1917</td>
<td>-0.0002</td>
</tr>
<tr>
<td>0.2300</td>
<td>-0.0006</td>
<td>-3.1958</td>
<td>-0.0002</td>
</tr>
<tr>
<td>0.2550</td>
<td>-0.0005</td>
<td>-3.2009</td>
<td>0.0001</td>
</tr>
<tr>
<td>0.2800</td>
<td>-0.0006</td>
<td>-3.1966</td>
<td>0.0005</td>
</tr>
<tr>
<td>0.3050</td>
<td>-0.0006</td>
<td>-3.1956</td>
<td>0.0005</td>
</tr>
<tr>
<td>0.3300</td>
<td>-0.0005</td>
<td>-3.1915</td>
<td>0.0007</td>
</tr>
<tr>
<td>0.3550</td>
<td>-0.0005</td>
<td>-3.1938</td>
<td>0.0011</td>
</tr>
<tr>
<td>0.3800</td>
<td>-0.0004</td>
<td>-3.1940</td>
<td>0.0012</td>
</tr>
<tr>
<td>0.4050</td>
<td>-0.0003</td>
<td>-3.1927</td>
<td>0.0015</td>
</tr>
<tr>
<td>0.4300</td>
<td>-0.0005</td>
<td>-3.1929</td>
<td>0.0014</td>
</tr>
<tr>
<td>0.4550</td>
<td>-0.0002</td>
<td>-3.1856</td>
<td>0.0014</td>
</tr>
<tr>
<td>0.4800</td>
<td>0.0007</td>
<td>-3.1892</td>
<td>0.0018</td>
</tr>
<tr>
<td>0.5050</td>
<td>0.0007</td>
<td>-3.1885</td>
<td>0.0020</td>
</tr>
<tr>
<td>0.5300</td>
<td>0.0011</td>
<td>-3.1936</td>
<td>0.0024</td>
</tr>
<tr>
<td>0.5550</td>
<td>0.0012</td>
<td>-3.1866</td>
<td>0.0032</td>
</tr>
<tr>
<td>0.5800</td>
<td>0.0012</td>
<td>-3.1750</td>
<td>0.0037</td>
</tr>
<tr>
<td>0.6050</td>
<td>0.0007</td>
<td>-3.1843</td>
<td>0.0026</td>
</tr>
<tr>
<td>0.6300</td>
<td>0.0003</td>
<td>-3.1753</td>
<td>0.0029</td>
</tr>
<tr>
<td>0.6550</td>
<td>0.0004</td>
<td>-3.1837</td>
<td>0.0023</td>
</tr>
<tr>
<td>0.6800</td>
<td>-0.0008</td>
<td>-3.1902</td>
<td>0.0041</td>
</tr>
<tr>
<td>0.7050</td>
<td>-0.0066</td>
<td>-3.1864</td>
<td>0.0233</td>
</tr>
<tr>
<td>0.7300</td>
<td>-0.0073</td>
<td>-3.1963</td>
<td>0.0298</td>
</tr>
<tr>
<td>0.7550</td>
<td>-0.0074</td>
<td>-3.1844</td>
<td>0.0300</td>
</tr>
<tr>
<td>0.7800</td>
<td>-0.0074</td>
<td>-3.1792</td>
<td>0.0309</td>
</tr>
<tr>
<td>0.8050</td>
<td>-0.0072</td>
<td>-3.1708</td>
<td>0.0355</td>
</tr>
<tr>
<td>0.8300</td>
<td>-0.0073</td>
<td>-3.1565</td>
<td>0.0365</td>
</tr>
<tr>
<td>0.8550</td>
<td>-0.0076</td>
<td>-3.1567</td>
<td>0.0362</td>
</tr>
<tr>
<td>0.8800</td>
<td>-0.0076</td>
<td>-3.1555</td>
<td>0.0358</td>
</tr>
<tr>
<td>0.9050</td>
<td>-0.0075</td>
<td>-3.1660</td>
<td>0.0347</td>
</tr>
<tr>
<td>0.9300</td>
<td>-0.0072</td>
<td>-3.1681</td>
<td>0.0332</td>
</tr>
<tr>
<td>0.9550</td>
<td>-0.0074</td>
<td>-3.1621</td>
<td>0.0317</td>
</tr>
<tr>
<td>0.9800</td>
<td>-0.0071</td>
<td>-3.1618</td>
<td>0.0308</td>
</tr>
</tbody>
</table>
Fig. 6.21: History of linear and angular momenta for ring impact problem

After impact, part of the kinetic energy convects into strain energy due to deformation, but their sum must be constant. The energy plot is shown in Figure 6.22. One can find that the total energy is a level line as expected, except for a small jump around the time that contact releases (increment less than 0.8%). After release, the ring moves upward and the obstacle moves downward. Contact begins at $t = 0.065$ and ends at $t = 0.815$. Time step used in this plot is $\Delta t = 0.005$. The quantities of the total energy are also listed in Table 6.4.

Investigation of the penetration condition during contact is necessary because the geometric constraint is replaced by the velocity constraint, i.e., the persistency condition. This constraint guarantees the same normal velocity on the contact interface but does not directly control the penetration. One candidate contact pair will be added into the active set when penetration is detected. This pair will keep the gap to be fixed until release because their normal velocity components are identical. Therefore, loss of the geometric constraint has the possibility to lead to a penetrated contact interface. Figure 6.23 shows the contact interface at $t = 0.425$ where the active set contains five members. Some pairs have positive gaps and others have negative gaps, but all of them are much smaller than the size of the element. The gap information of the frictionless ring impact problem is shown in Table 6.5 where the blank represents “not active” contact pairs. Since this problem is symmetric about the $y$ axis, only the right part of the contact interface is included in Table 6.5. Node 25 lies at the symmetry axis and it is the first node to enter into contact. The range of the gap at node 25 varies from 0.004 $\sim$ 0.005 before it is removed from the active set. The new gap at node 25 changes to 0.0017. Node 24 is the neighbor to node 25 whose gap continues to be negative throughout the entire contact period. The data in Table 6.5 demonstrate the existence of a penetrated contact interface. However, the scale of penetration is limited where the maximum penetration is 0.0005. The radial dimension of one element is about 0.075. Thus, the maximum penetration is about 6.67% of the
### Table 6.5: Temporal history of gap and active set for ring impact problem

<table>
<thead>
<tr>
<th>Time</th>
<th>gap at node 25</th>
<th>gap at node 24</th>
<th>gap at node 23</th>
<th>gap at node 22</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0650</td>
<td>0.0050</td>
<td>-0.0035</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.090</td>
<td>0.0050</td>
<td>-0.0032</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.115</td>
<td>0.0050</td>
<td>-0.0031</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.14</td>
<td>0.0049</td>
<td>-0.0031</td>
<td>0.0001</td>
<td></td>
</tr>
<tr>
<td>0.165</td>
<td>0.0048</td>
<td>-0.0031</td>
<td>0.0002</td>
<td></td>
</tr>
<tr>
<td>0.19</td>
<td>0.0048</td>
<td>-0.0031</td>
<td>0.0002</td>
<td></td>
</tr>
<tr>
<td>0.215</td>
<td>0.0047</td>
<td>-0.0032</td>
<td>0.0002</td>
<td></td>
</tr>
<tr>
<td>0.24</td>
<td>0.0046</td>
<td>-0.0031</td>
<td>0.0002</td>
<td></td>
</tr>
<tr>
<td>0.265</td>
<td>0.0046</td>
<td>-0.0032</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.29</td>
<td>0.0045</td>
<td>-0.0032</td>
<td>0.0004</td>
<td></td>
</tr>
<tr>
<td>0.315</td>
<td>0.0044</td>
<td>-0.0033</td>
<td>0.0003</td>
<td></td>
</tr>
<tr>
<td>0.34</td>
<td>0.0044</td>
<td>-0.0033</td>
<td>0.0004</td>
<td></td>
</tr>
<tr>
<td>0.365</td>
<td>0.0043</td>
<td>-0.0033</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.39</td>
<td>0.0042</td>
<td>-0.0033</td>
<td>0.0007</td>
<td></td>
</tr>
<tr>
<td>0.415</td>
<td>0.0042</td>
<td>-0.0033</td>
<td>0.0006</td>
<td></td>
</tr>
<tr>
<td>0.44</td>
<td>0.0041</td>
<td>-0.0033</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.465</td>
<td>0.0041</td>
<td>-0.0032</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.49</td>
<td></td>
<td>-0.0034</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.515</td>
<td></td>
<td>-0.0035</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.54</td>
<td>0.0018</td>
<td>-0.0035</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.565</td>
<td>0.0018</td>
<td>-0.0035</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>0.59</td>
<td>0.0018</td>
<td>-0.0035</td>
<td>0.0001</td>
<td>0.0</td>
</tr>
<tr>
<td>0.615</td>
<td>0.0017</td>
<td>-0.0035</td>
<td>0.0001</td>
<td>-0.0001</td>
</tr>
<tr>
<td>0.64</td>
<td>0.0017</td>
<td>-0.0035</td>
<td>0.0002</td>
<td>0.0002</td>
</tr>
<tr>
<td>0.665</td>
<td>0.0017</td>
<td>-0.0035</td>
<td>0.0002</td>
<td>0.0006</td>
</tr>
<tr>
<td>0.69</td>
<td>0.0017</td>
<td>-0.0034</td>
<td>0.0002</td>
<td></td>
</tr>
<tr>
<td>0.715</td>
<td>0.0017</td>
<td>-0.0034</td>
<td>0.0004</td>
<td></td>
</tr>
<tr>
<td>0.74</td>
<td>0.0017</td>
<td>-0.0033</td>
<td>0.0008</td>
<td></td>
</tr>
<tr>
<td>0.765</td>
<td>0.0016</td>
<td>-0.0032</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>0.79</td>
<td>0.0016</td>
<td>-0.0031</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
6.5 Frictional impact of blocks with fast sliding

When the traditional node-to-segment or segment-to-segment approaches are used to solve impact problems involving fast sliding, they can experience difficulties with detection of the active set and sudden changes of the normal traction field. This situation is illustrated in Figure 6.24. At $t = t_n$, node $P_1 \in \Omega^1$ moves to the right at velocity of $v$. If the tangential component of $v$ is much larger than that of the surface in $\Omega^2$, $P_1$ will slide past several elements of $\Omega^2$ (from $E_1$ to $E_4$) at $t = t_{n+1}$. Not only do traditional algorithms have trouble establishing the active set, but large sliding can lead to an inaccurate description of the contact interface and can cause a loss of convergence or velocity jumps for dynamic problems. In a very recent publication, Wriggers uses a special interpolation method to alleviate the influence of large sliding in impact problems [66]. Our strategy

---

**Fig. 6.22:** History of total energy for ring impact problem

**Fig. 6.23:** Contact interface of ring impact problem at $t = 0.425$

...
Fig. 6.24: Illustration of block impact problem with large sliding

for this situation is to force the surface nodes on $\Omega^2$ to follow the motion of $P_1$ no matter how fast it moves. Therefore, sudden changes of the local unit normal and unit tangent are avoided.

In this section, we use a numerical experiment to verify the ability of our new approach to handle the impact problem with large sliding. The original configuration is shown in Figure 6.25. The upper block, denoted by $\Omega^1$, moves to the right and downward to impact block $\Omega^2$ that is initially at rest. The material properties and geometric dimensions are listed in Table 6.6. Note that the width of $\Omega^2$ is much larger than that of $\Omega^1$ because we have to reserve enough space for mesh motion on $\Omega^2$. Another reason is to avoid part of the bottom of surface of $\Omega^1$ to run out of landing surface on $\Omega^2$. $\Omega^1$ has a rectangle shape and is discretized by 168 elements. $\Omega^2$ is discretized by 180 bilinear isoparametric elements. $\Omega^1$ has the regular Lagrangian mesh and $\Omega^2$ has the ALE mesh. We select $\Omega^2$ to be stiffer than $\Omega^1$ to avoid excessive bending of $\Omega^2$ that would retard the sliding of $\Omega^1$. The initial horizontal velocity of $\Omega^1$ is $V_x = 3$ and vertical velocity is $V_y = -2$. 

Fig. 6.25: Initial configuration of block impact with fast sliding

The initial contact interface is easy to establish because the bottom of $\Omega^1$ and the top of $\Omega^2$ are straight and parallel. If there is no friction on the contact interface, $\Omega^1$ will rebound upward without any rotation. Otherwise, $\Omega^1$ will rebound up and tilt due to the
tangent friction forces applied to the bottom. Although nodes on the bottom of $\Omega^1$ come into contact at the same time, they cannot be released in the same way. In release, the active set varies with time and cannot be determined in advance. Thus, contact detection is required. Since $\Omega^2$ is much heavier than $\Omega^1$, the contact period is controlled by wave propagation inside $\Omega^1$ and release can be estimated from the arrival of the reflected stress waves to the bottom of $\Omega^1$.

The approximate elastic wave velocity inside $\Omega^1$ is

$$v_e^1 = \sqrt{\frac{\lambda^1 + 2\mu^1}{\rho^1}} = \sqrt{\frac{115.38 + 2 \times 75.92}{1}} = 16.3$$

where $\lambda^1$ and $\mu^1$ are Lamé constants. The bottom area of $\Omega^1$ has a finer mesh than the other part and the smallest element size in the $y$ direction is $d = 0.01714$. The period of time required for a stress wave to travel this distance is approximated as

$$\delta t = \frac{d}{v_e^1} = \frac{0.01714}{16.3} = 0.0011$$

Selection of the time step is critical to achieve reasonable results. If the time step is smaller than $\delta t$, the persistency time can be seriously underestimated and contact can end prematurely. This phenomena has been observed many times in our numerical experiments. In this example, the time step is set to $\Delta t = 0.003$ that is larger than the minimum requirement $\delta t = 0.0011$. Release is expected after reflected waves come back to the bottom of $\Omega^1$:

$$t = \frac{h \times 2}{v_e^1} = \frac{0.6 \times 2}{16.3} = 0.0734$$

where $t$ is the total contact period, $h$ is the dimension of $\Omega^1$ in the $y$ direction.

**Table 6.6:** Material properties and dimensions for blocks impact problem with fast sliding

<table>
<thead>
<tr>
<th>Block</th>
<th>Lamé constant $\lambda$</th>
<th>Lamé constant $\mu$</th>
<th>Poisson’s ratio</th>
<th>Density</th>
<th>Width</th>
<th>Height</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega^1$</td>
<td>115.38</td>
<td>75.92</td>
<td>0.3</td>
<td>1</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>$\Omega^2$</td>
<td>2884.6</td>
<td>1923.1</td>
<td>0.3</td>
<td>500</td>
<td>1.8</td>
<td>0.2</td>
</tr>
</tbody>
</table>

The temporal history of deformation for a frictionless impact is shown in Figure 6.26. One can find that the motion of the impact pair is in accordance with the foregoing analysis. The bottom of $\Omega^1$ expands transversely and the mesh of $\Omega^2$ follows this expansion synchronously. At the later part of impact, the bottom of $\Omega^1$ shrinks and so does the local mesh of $\Omega^2$. Contact begins at $t_1 = 0.048$ and release is observed at $t_2 = 0.126$. The total computed persistence period is

$$t_2 - t_1 = 0.126 - 0.048 = 0.078$$
**Figure 6.26:** Deformation history for frictionless blocks impact problem with fast sliding ($\mu_f = 0.0$)
which fits the theoretical analysis very well. Another observation is that $\Omega^1$ springs straight up as expected since no friction forces exist.

If friction is present on the contact interface, the kinematic pattern of $\Omega_1$ will be totally different. We solved this problem using two friction coefficients, i.e., $\mu_f = 0.1$ and $\mu_f = 0.2$. In these two cases, the friction forces are not adequate to stop sliding; more energy is dissipated for the larger $\mu_f$. The deformation history for $\mu_f = 0.2$ is plotted in Figure 6.27. Different from the frictionless case, $\Omega^1$ inclines immediately upon impact. It tilts gradually while sliding forward. The contact interface releases at the very left corner first until the whole bottom of $\Omega^1$ is free of contact. The mesh motion in $\Omega^2$ can also be observed as a result of following the motion of $\Omega^1$.

Now the propagation of the stress waves inside the blocks is investigated. The contour of the von Mises stress ($\mu_f = 0.2$) is plotted in Figure 6.28. One can see the influence of friction on the stress contours. The stress waves come from the contact interface after impact and propagates upward (in $\Omega^1$) and downward (in $\Omega^2$). When $\Omega^1$ tilts to the right, the stress contours become diagonal (in $\Omega^1$) and mostly concentrate around the right corner of $\Omega^1$. The wave propagation inside $\Omega^2$ has a different pattern. One can observe that the stress wave starts beneath the whole bottom of $\Omega^1$ and propagates to the right as it moves upward. At time $t = 0.111$, the contact interface shrinks to a small area and the stress concentrates near the right corner of $\Omega^1$.

One of the most important considerations in the selection of the time-stepping algorithm is whether it conserves total energy, linear momentum, and angular momentum. The temporal history of linear and angular momenta is plotted in Figure 6.29 where the problem are investigated under three friction assumptions: frictionless, frictional $\mu_f = 0.1$ and frictional $\mu_f = 0.2$.

The selection of the type of mass matrices has an influence on the solution. When the finite element method is used to solve dynamic problems, two main choices of mass matrices are available: the consistent mass matrix and the lumped mass matrix. In section 5.1.3 the concept of each mass type and their applications to traditional dynamics problems have been introduced. However, publications about the influence of mass selection in contact/impact problems are rare. Figure 6.29 indicates that the performance of either consistent mass or lumped mass is very similar. The plots of linear momentum stay level except for some small ripples during the contact event no matter what kind of mass is used. Table 6.7 gives us a clear observation for the percentage of momentum increment computed from the consistent and lumped mass. For example, the angular momentum of the system before contact is $-0.288$. The maximum quantity during contact is $-0.2771$. Thus, the percentage of the maximum variation is about

$$\frac{-0.2771 - (-0.288)}{-0.288} = 3.78\%$$

The temporal history of total energy is plotted in Figure 6.30. The total energy com-
Figure 6.27: Deformation history for frictional blocks impact problem with fast sliding ($\mu_f = 0.2$)
Figure 6.28: History of von Mises stress for frictional blocks impact problem with fast sliding ($\mu_f = 0.2$)
Table 6.7: Influence of mass selection to linear momenta of blocks impact problem with large sliding

<table>
<thead>
<tr>
<th>Momentum</th>
<th>$\mu_f$</th>
<th>mass type</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>consistent</td>
<td>lumped</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>max %</td>
<td>min %</td>
<td>max %</td>
<td>min %</td>
<td></td>
</tr>
<tr>
<td>Linear x</td>
<td>0.0</td>
<td>0</td>
<td>-0.26</td>
<td>0.01</td>
<td>-0.16</td>
<td></td>
</tr>
<tr>
<td>Linear y</td>
<td>0.0</td>
<td>1.1</td>
<td>-0.15</td>
<td>1.88</td>
<td>-0.26</td>
<td></td>
</tr>
<tr>
<td>Angular</td>
<td>0.0</td>
<td>3.68</td>
<td>-1.77</td>
<td>3.41</td>
<td>-1.28</td>
<td></td>
</tr>
<tr>
<td>Linear x</td>
<td>0.1</td>
<td>0.03</td>
<td>-0.32</td>
<td>0.02</td>
<td>-0.17</td>
<td></td>
</tr>
<tr>
<td>Linear y</td>
<td>0.1</td>
<td>1.4</td>
<td>0</td>
<td>1.37</td>
<td>-1.15</td>
<td></td>
</tr>
<tr>
<td>Angular</td>
<td>0.1</td>
<td>3.89</td>
<td>-1.04</td>
<td>3.49</td>
<td>-1.54</td>
<td></td>
</tr>
<tr>
<td>Linear x</td>
<td>0.2</td>
<td>0</td>
<td>0.44</td>
<td>0</td>
<td>-0.06</td>
<td></td>
</tr>
<tr>
<td>Linear y</td>
<td>0.2</td>
<td>1.75</td>
<td>-1.96</td>
<td>2.45</td>
<td>-0.15</td>
<td></td>
</tr>
<tr>
<td>Angular</td>
<td>0.2</td>
<td>3.78</td>
<td>-0.07</td>
<td>3.66</td>
<td>-0.16</td>
<td></td>
</tr>
</tbody>
</table>

Compared from the lumped mass matrix declines slowly while the result given by the consistent mass matrix is more level for the frictionless impact as shown in Figure 6.30a and 6.30b. Additionally, the total energy curve in Figure 6.30b has fewer ripples than that in 6.30a. When friction is present, part of energy will be dissipated as shown in Figure 6.30c to 6.30f. A larger friction coefficient dissipates more energy although the sliding distance is reduced. The total energy plot of frictional impact given by the lumped mass matrix still has more ripples than the result given by the consistent mass matrix, especially after impact. Table 6.8 lists part of the data of the total energy history where we can have a clear observation for the energy variation.

Friction forces always oppose the motion and tangent sliding is significantly retarded. Figure 6.31 displays the history of the tangent displacement at the right-lower corner of $\Omega^1$ (consistent mass only). The displacement plot for frictionless impact is not a straight line due to influence of the transverse deformation. As can be seen in the energy plot of Figure 6.30, for frictional cases, a larger friction coefficient increases energy dissipation but the reduced sliding distance reduces overall energy dissipation. The computed result shows that energy dissipation is 14% for $\mu_f = 0.1$ and 22.5% for $\mu_f = 0.2$. At the same time, loss of the total displacement is about 15% for $\mu_f = 0.1$ and 31% for $\mu_f = 0.2$. 
Figure 6.29: History of linear and angular momenta for blocks impact problem with fast sliding (a) lumped mass, frictionless (b) consistent mass frictionless (c) lumped mass, frictional $\mu_f = 0.1$ (d) consistent mass, frictional $\mu_f = 0.1$ (e) lumped mass, frictional $\mu_f = 0.2$ (f) consistent mass, frictional $\mu_f = 0.2$
Figure 6.30: History of total energy for blocks impact problem with fast sliding (a) lumped mass, frictionless (b) consistent mass frictionless (c) lumped mass, frictional $\mu_f = 0.1$ (d) consistent mass, frictional $\mu_f = 0.1$ (e) lumped mass, frictional $\mu_f = 0.2$ (f) consistent mass, frictional $\mu_f = 0.2$
Table 6.8: Total energy of blocks impact problem involving fast sliding friction efficient

<table>
<thead>
<tr>
<th>Time</th>
<th>$\mu_f = 0$</th>
<th>$\mu_f = 0.1$</th>
<th>$\mu_f = 0.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>consistent</td>
<td>lumped</td>
<td>consistent</td>
</tr>
<tr>
<td>0.0030</td>
<td>1.5600</td>
<td>1.5600</td>
<td>1.5600</td>
</tr>
<tr>
<td>0.0090</td>
<td>1.5600</td>
<td>1.5600</td>
<td>1.5600</td>
</tr>
<tr>
<td>0.0150</td>
<td>1.5600</td>
<td>1.5600</td>
<td>1.5600</td>
</tr>
<tr>
<td>0.0210</td>
<td>1.5600</td>
<td>1.5600</td>
<td>1.5600</td>
</tr>
<tr>
<td>0.0270</td>
<td>1.5600</td>
<td>1.5600</td>
<td>1.5600</td>
</tr>
<tr>
<td>0.0330</td>
<td>1.5600</td>
<td>1.5600</td>
<td>1.5600</td>
</tr>
<tr>
<td>0.0390</td>
<td>1.5600</td>
<td>1.5600</td>
<td>1.5600</td>
</tr>
<tr>
<td>0.0450</td>
<td>1.5600</td>
<td>1.5600</td>
<td>1.5600</td>
</tr>
<tr>
<td>0.0510</td>
<td>1.5600</td>
<td>1.5580</td>
<td>1.5502</td>
</tr>
<tr>
<td>0.0570</td>
<td>1.5616</td>
<td>1.5548</td>
<td>1.5296</td>
</tr>
<tr>
<td>0.0630</td>
<td>1.5619</td>
<td>1.5551</td>
<td>1.5097</td>
</tr>
<tr>
<td>0.0690</td>
<td>1.5621</td>
<td>1.5549</td>
<td>1.4907</td>
</tr>
<tr>
<td>0.0750</td>
<td>1.5622</td>
<td>1.5531</td>
<td>1.4726</td>
</tr>
<tr>
<td>0.0810</td>
<td>1.5622</td>
<td>1.5525</td>
<td>1.4551</td>
</tr>
<tr>
<td>0.0870</td>
<td>1.5622</td>
<td>1.5534</td>
<td>1.4374</td>
</tr>
<tr>
<td>0.0930</td>
<td>1.5618</td>
<td>1.5507</td>
<td>1.4192</td>
</tr>
<tr>
<td>0.0990</td>
<td>1.5617</td>
<td>1.5507</td>
<td>1.4010</td>
</tr>
<tr>
<td>0.1050</td>
<td>1.5615</td>
<td>1.5524</td>
<td>1.3819</td>
</tr>
<tr>
<td>0.1110</td>
<td>1.5611</td>
<td>1.5497</td>
<td>1.3634</td>
</tr>
<tr>
<td>0.1170</td>
<td>1.5608</td>
<td>1.5484</td>
<td>1.3480</td>
</tr>
<tr>
<td>0.1230</td>
<td>1.5604</td>
<td>1.5494</td>
<td>1.3414</td>
</tr>
<tr>
<td>0.1290</td>
<td>1.5598</td>
<td>1.5473</td>
<td>1.3404</td>
</tr>
<tr>
<td>0.1350</td>
<td>1.5599</td>
<td>1.5466</td>
<td>1.3400</td>
</tr>
<tr>
<td>0.1410</td>
<td>1.5596</td>
<td>1.5431</td>
<td>1.3398</td>
</tr>
<tr>
<td>0.1470</td>
<td>1.5596</td>
<td>1.5430</td>
<td>1.3400</td>
</tr>
<tr>
<td>0.1530</td>
<td>1.5596</td>
<td>1.5445</td>
<td>1.3400</td>
</tr>
<tr>
<td>0.1590</td>
<td>1.5596</td>
<td>1.5459</td>
<td>1.3399</td>
</tr>
<tr>
<td>0.1650</td>
<td>1.5599</td>
<td>1.5429</td>
<td>1.3403</td>
</tr>
<tr>
<td>0.1710</td>
<td>1.5604</td>
<td>1.5434</td>
<td>1.3407</td>
</tr>
<tr>
<td>0.1770</td>
<td>1.5605</td>
<td>1.5413</td>
<td>1.3409</td>
</tr>
<tr>
<td>0.1830</td>
<td>1.5607</td>
<td>1.5479</td>
<td>1.3410</td>
</tr>
<tr>
<td>0.1890</td>
<td>1.5609</td>
<td>1.5433</td>
<td>1.3412</td>
</tr>
<tr>
<td>0.1950</td>
<td>1.5608</td>
<td>1.5450</td>
<td>1.3411</td>
</tr>
</tbody>
</table>
6.6 Frictional impact of blocks with tilted contact interface

In this example, we give the upper block $\Omega^1$ an initial tilt relative to the configuration in section 6.5. The initial configuration is shown in Figure 6.32. Although this problem falls in the category of problems generally refereed to as non-smooth contact, it still can be treated by the traditional smooth contact algorithm because the gap function and the normals can be well defined. Definitions of the contact interface described in the previous chapters are still available, but there is an exception that the unit normal at the exact corner of $\Omega^1$ is modified. We have to use the outward normal of the lower block $\Omega^2$ when we construct the local coordinate system because the contact pressure is parallel to the outward normal of $\Omega^2$. If the contact surface of $\Omega^2$ is also not smooth, the traditional definition of the contact interface is impossible because we cannot find the normal direction.
well defined by either corner. In such a case, a non-smooth contact algorithm must be used to solve the problems.

The goal of this experiment is to verify that the node-to-node approach obeys the laws of momentum conservation and energy conservation. We let $\Omega^1$ move downward without any rotation before impact and $\Omega^2$ is initially at rest. Thus, the initial total angular momentum is equal to zero. The contact interface in $\Omega^1$ is expected to begin at the corner and expand across the bottom surface. When $\Omega^1$ reaches the maximum deformation, it will rebound upward and rotate due to the eccentric contact pressure. The angular momentum of each block experience a great change after impact but the total angular momentum should remain unchanged. The initial configuration is shown in Figure 6.32 where both bodies can move freely without any displacement constraints. The material properties and geometric dimensions are listed in Table 6.9. Body $\Omega^1$ has vertical velocity $V_y = -1$ with $V_x = 0$. Body $\Omega^2$ is stiffer and heavier than $\Omega^1$ because we want to prompt more deformation inside $\Omega^1$ to observe the impact process. The tilted angle of $\Omega^1$ is $15^\circ$ and $\Omega^2$ is horizontal. $\Omega^1$ is discretized with 160 bilinear isoparametric elements and $\Omega^2$ has 240 of the same type of elements.

<table>
<thead>
<tr>
<th>Block</th>
<th>Lamé constant $\lambda$</th>
<th>Lamé constant $\mu$</th>
<th>Poisson’s ratio</th>
<th>Density</th>
<th>Width</th>
<th>Height</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Omega^1$</td>
<td>55.6</td>
<td>83.3</td>
<td>0.2</td>
<td>1</td>
<td>0.4</td>
<td>0.6</td>
</tr>
<tr>
<td>$\Omega^2$</td>
<td>5556</td>
<td>8333</td>
<td>0.2</td>
<td>5</td>
<td>1.8</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Figure 6.33 shows the deformation history for a frictionless impact where one can clearly recognize the development of the contact interface and the rotating motion of each block. After impact, $\Omega^1$ rotates clockwise and $\Omega^2$ rotates anti-clockwise to balance the angular momentum. One can also find the fulfillment of node-to-node contact during the event. The element size of $\Omega^1$ is smaller than that for $\Omega^2$, one can observe a continuous flow of the mesh in $\Omega^2$ to the left side wherein $\Omega^2$ is the ALE mesh. The tilted contact interface makes it impossible to determine the active set in advance. Initiating and releasing contact are monitored and the strategy of contact detection is used at every time step to adjust the active set. The exact node-to-node contact position is predicted and adjusted using the algorithm described in chapter 4. If the contact interface has enough friction, the tangent frictional forces will prevent the blocks from sliding and will reduce the rotation significantly. When the friction coefficient is big enough, the whole contact interface will stick without any relative sliding. The history of deformation of the full sticking impact is displayed in Figure 6.34 where the friction coefficient is set to an non-physical value $\mu_f = 10$ to guarantee no sliding. Comparing Figure 6.33 and Figure 6.34, one can easily recognize the prohibition of rotation due to friction forces and note that $\Omega^1$ almost rebounds vertically with slight rotation.
The velocity of the stress wave inside each body is

\[
v_1^e = \sqrt{\frac{55.6 + 2 \times 83.3}{1}} = 14.9; \quad v_2^e = \sqrt{\frac{5556 + 2 \times 8333}{5}} = 66.7
\]

Because \( \Omega^2 \) is much stiffer and heavier than \( \Omega^1 \), the persistency period of contact is controlled by the wave propagation inside \( \Omega^1 \). The typical element size of \( \Omega^1 \) is 0.03 \times 0.05. Thus the time it takes for a stress wave to pass through one element is 0.002 (\( \Omega^1 \) is tilted and the vertical travelling distance for a stress wave will be a little bigger than 0.03). The time step is set to \( \Delta t = 0.003 \), which is longer than the minimum requirement 0.03/14.91 = 0.002. The temporal history of the von Mises stress is plotted in Figure 6.35 (frictionless) and 6.36 (frictional, \( \mu_f = 10 \)) to verify the process of wave propagation. The stress waves propagate outward in the shape of a vase from the impact zone as shown in the first three pictures of Figure 6.35 and 6.36. One may note the tilted stress contour in the second plot of Figure 6.36 while the stress contour in Figure 6.35 is symmetric about the \( y \) axis. The explanation is that \( \Omega^2 \) endures the downward contact pressure and friction forces pointing to the left. Therefore, the resultant force points to the left and downward that leads to the tilted stress contour. From the fourth to sixth plots in Figure 6.35, one may notice the stress contour tilts to the right side, which is caused by the expansion of the contact interface.

Verifying conservation of the total momentum is one key test of our computed results. The linear and angular momenta should remain constant before and after impact regardless of whether the contact interface is frictional or frictionless. The temporal history of the linear and angular momenta are shown in Figure 6.37. Here we present results of frictionless impact \( \mu_f = 0.0 \), frictional impact with sliding \( \mu_f = 0.2 \) and frictional impact with full sticking \( \mu_f = 10 \). The horizontal component of the linear momentum and the angular momentum almost remain constant for either case but the vertical component of the linear momentum increases during impact. The percent of increase is about 2.75\% for a consistent mass matrix and 3.67\% for a lumped mass. Friction reduces the jump of the vertical component of the total linear momentum as shown in Figure 6.37c to 6.37f. Similar to the example in section 6.5, selection of the lumped mass yields worse results than using the consistent mass.

Energy conservation is another physical principle to verify the validity of the computed result. The temporal history of energy is shown in Figure 6.38 where the same friction conditions are considered as in Figure 6.37. Level lines of the total energy in Figure 6.38a and Figure 6.38b indicate good accordance with expectation. In theory, no energy is dissipated in frictionless impact. The maximum ripple in energy is about 0.75\% (consistent mass) and 1.92\% (lumped mass). The total energy given by the lumped mass declines slowly as shown in Figure 6.38b. We may ascertain that consistent mass behaves much better than lumped mass in our numerical tests. When friction exists and relative sliding occurs, part of the energy will be dissipated into thermal energy.
Figures 6.38c and Figures 6.38d show the history of dissipated total energy during impact. The curve of energy dissipation in the impact example in section 6.5 with large sliding is a straight line (shown in Figure 6.30) but the same plot in this example is convex during the early phase of impact as shown in Figure 6.38c and Figures 6.38d. In the example of section 6.5, the initial contact interface is the whole bottom of $\Omega^1$ and it shrinks in the later part of the persistency period. Then energy dissipates uniformly and its plot is a straight declining line. The contact interface in the tilted impact problem changes from one point to its maximum and shrinks to zero. The dissipated energy increases when the contact interface expands. Correspondingly, the energy plot declines slowly at first and becomes steep gradually. Figures 6.38e and Figures 6.38f show the energy plot for full sticking impact. It is interesting to find no energy dissipated in this case because no relative sliding occurs. Even though the friction forces are very large, the product of friction forces and sliding distance vanish and total energy remains constant.

The total energy, total linear momentum, and total angular momentum are partially listed in Table 6.10 for comparison where $\Pi^{\text{total}}$ represents the total energy, $M_y$ is the total linear momentum in the $y$ direction and $M_a$ is the total angular momentum.
Figure 6.33: Deformation history for frictionless impact problem with tilted interface ($\mu_f = 0.0$)
Figure 6.34: Deformation history for frictional impact problem with tilted interface ($\mu_f = 10$)
Figure 6.35: History of von Mises stress for frictionless impact problem with tilted interface ($\mu_f = 0.0$)
Figure 6.36: History of von Mises stress for frictional impact problem with tilted interface ($\mu_f = 10$)
Figure 6.37: History of linear and angular momenta for blocks impact problem with tilted interface (a) consistent mass, frictionless (b) lumped mass frictionless (c) consistent mass, frictional \( \mu_f = 0.2 \) (d) lumped mass, frictional \( \mu_f = 0.2 \) (e) consistent mass, frictional \( \mu_f = 10 \) (f) lumped mass, frictional \( \mu_f = 10 \)
Figure 6.38: History of total energy for blocks impact problem with tilted interface (a) consistent mass, frictionless (b) lumped mass frictionless (c) consistent mass, frictional $\mu_f = 0.2$ (d) lumped mass, frictional $\mu_f = 0.2$ (e) consistent mass, frictional $\mu_f = 10$ (f) lumped mass, frictional $\mu_f = 10$
Table 6.10: Table of total energy, linear momentum and angular momentum of tilted blocks impact problem

<table>
<thead>
<tr>
<th>Time</th>
<th>$\Pi_{\text{total}}$</th>
<th>$-M_y$</th>
<th>$M_\alpha$</th>
<th>$\Pi_{\text{total}}$</th>
<th>$-M_y$</th>
<th>$M_\alpha$</th>
<th>$\Pi_{\text{total}}$</th>
<th>$-M_y$</th>
<th>$M_\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>.039</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
</tr>
<tr>
<td>.045</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
</tr>
<tr>
<td>.051</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
</tr>
<tr>
<td>.057</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
</tr>
<tr>
<td>.063</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
<td>0.120</td>
<td>0.24</td>
<td>0.0000</td>
</tr>
<tr>
<td>.069</td>
<td>0.120</td>
<td>0.24</td>
<td>-0.0000</td>
<td>0.119</td>
<td>0.24</td>
<td>-0.0000</td>
<td>0.120</td>
<td>0.24</td>
<td>-0.01E-3</td>
</tr>
<tr>
<td>.075</td>
<td>0.120</td>
<td>0.24</td>
<td>-0.0000</td>
<td>0.119</td>
<td>0.24</td>
<td>-0.0000</td>
<td>0.119</td>
<td>0.24</td>
<td>-0.02E-3</td>
</tr>
<tr>
<td>.081</td>
<td>0.119</td>
<td>0.23</td>
<td>-0.0001</td>
<td>0.119</td>
<td>0.23</td>
<td>-0.0001</td>
<td>0.119</td>
<td>0.23</td>
<td>-0.02E-3</td>
</tr>
<tr>
<td>.087</td>
<td>0.119</td>
<td>0.23</td>
<td>-0.0001</td>
<td>0.118</td>
<td>0.23</td>
<td>-0.0001</td>
<td>0.119</td>
<td>0.23</td>
<td>-0.01E-3</td>
</tr>
<tr>
<td>.093</td>
<td>0.120</td>
<td>0.23</td>
<td>-0.0001</td>
<td>0.118</td>
<td>0.23</td>
<td>-0.0001</td>
<td>0.119</td>
<td>0.23</td>
<td>-0.02E-3</td>
</tr>
<tr>
<td>.099</td>
<td>0.120</td>
<td>0.23</td>
<td>-0.0001</td>
<td>0.117</td>
<td>0.23</td>
<td>-0.0001</td>
<td>0.119</td>
<td>0.23</td>
<td>-0.05E-3</td>
</tr>
<tr>
<td>.105</td>
<td>0.119</td>
<td>0.23</td>
<td>-0.0001</td>
<td>0.117</td>
<td>0.23</td>
<td>-0.0001</td>
<td>0.119</td>
<td>0.23</td>
<td>-0.03E-3</td>
</tr>
<tr>
<td>.111</td>
<td>0.120</td>
<td>0.23</td>
<td>-0.0001</td>
<td>0.116</td>
<td>0.23</td>
<td>-0.0001</td>
<td>0.119</td>
<td>0.23</td>
<td>0.01E-3</td>
</tr>
<tr>
<td>.117</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0001</td>
<td>0.115</td>
<td>0.23</td>
<td>0.0000</td>
<td>0.118</td>
<td>0.23</td>
<td>0.05E-3</td>
</tr>
<tr>
<td>.123</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0005</td>
<td>0.115</td>
<td>0.23</td>
<td>0.0002</td>
<td>0.119</td>
<td>0.23</td>
<td>0.08E-3</td>
</tr>
<tr>
<td>.129</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0010</td>
<td>0.114</td>
<td>0.23</td>
<td>0.0004</td>
<td>0.119</td>
<td>0.23</td>
<td>0.13E-3</td>
</tr>
<tr>
<td>.135</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0016</td>
<td>0.113</td>
<td>0.23</td>
<td>0.0006</td>
<td>0.119</td>
<td>0.24</td>
<td>0.25E-3</td>
</tr>
<tr>
<td>.141</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0022</td>
<td>0.111</td>
<td>0.23</td>
<td>0.0008</td>
<td>0.119</td>
<td>0.23</td>
<td>0.37E-3</td>
</tr>
<tr>
<td>.147</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0021</td>
<td>0.110</td>
<td>0.23</td>
<td>0.0010</td>
<td>0.119</td>
<td>0.23</td>
<td>0.45E-3</td>
</tr>
<tr>
<td>.153</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0020</td>
<td>0.110</td>
<td>0.23</td>
<td>0.0012</td>
<td>0.119</td>
<td>0.23</td>
<td>0.49E-3</td>
</tr>
<tr>
<td>.159</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0018</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0013</td>
<td>0.119</td>
<td>0.23</td>
<td>0.50E-3</td>
</tr>
<tr>
<td>.165</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0016</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0013</td>
<td>0.119</td>
<td>0.23</td>
<td>0.46E-3</td>
</tr>
<tr>
<td>.171</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0015</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0013</td>
<td>0.119</td>
<td>0.23</td>
<td>0.36E-3</td>
</tr>
<tr>
<td>.177</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0014</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0013</td>
<td>0.119</td>
<td>0.23</td>
<td>0.31E-3</td>
</tr>
<tr>
<td>.183</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0016</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0013</td>
<td>0.119</td>
<td>0.23</td>
<td>0.34E-3</td>
</tr>
<tr>
<td>.189</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0018</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0013</td>
<td>0.119</td>
<td>0.23</td>
<td>0.34E-3</td>
</tr>
<tr>
<td>.195</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0018</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0013</td>
<td>0.119</td>
<td>0.23</td>
<td>0.33E-3</td>
</tr>
<tr>
<td>.201</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0018</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0013</td>
<td>0.119</td>
<td>0.23</td>
<td>0.16E-3</td>
</tr>
<tr>
<td>.207</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0017</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0013</td>
<td>0.121</td>
<td>0.23</td>
<td>0.52E-3</td>
</tr>
<tr>
<td>.213</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0017</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0013</td>
<td>0.121</td>
<td>0.23</td>
<td>0.44E-3</td>
</tr>
<tr>
<td>.219</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0017</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0012</td>
<td>0.121</td>
<td>0.23</td>
<td>0.36E-3</td>
</tr>
<tr>
<td>.225</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0018</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0012</td>
<td>0.121</td>
<td>0.23</td>
<td>0.34E-3</td>
</tr>
<tr>
<td>.231</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0019</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0012</td>
<td>0.121</td>
<td>0.23</td>
<td>0.36E-3</td>
</tr>
<tr>
<td>.237</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0020</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0013</td>
<td>0.121</td>
<td>0.23</td>
<td>0.42E-3</td>
</tr>
<tr>
<td>.243</td>
<td>0.119</td>
<td>0.23</td>
<td>0.0021</td>
<td>0.109</td>
<td>0.23</td>
<td>0.0014</td>
<td>0.121</td>
<td>0.23</td>
<td>0.50E-3</td>
</tr>
</tbody>
</table>
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Chapter 7

Conclusions and future work

7.1 Conclusions

The node-to-node contact algorithm based on the Arbitrary Lagrangian-Eulerian description is a novel experiment in the application of the finite element method to contact/impact problems. The presentation in the previous chapters demonstrates the rationality and effectiveness of this new approach. The major contribution of this work can be summarized as follows:

1. The complete mathematical formulation of the proposed approach for frictional contact/impact problems involving fast sliding and finite deformation is presented in this report. The formulation is expressed in variational form in an ALE description of the continuum setting. The formulation affords the possibility of appealing to numerical methods other than the standard finite element approach.

2. The discretized governing equations are developed in this report and detailed matrix expressions based on the quadrilateral (Q4) two-dimensional element are given. These formulations are easy to understand and can be conveniently incorporated into existing finite element codes. The governing equations can also be extended to contact/impact problems in three dimensions and higher order elements.

3. Conservation of total energy, total linear momentum, and total angular momentum is achieved by means of the persistency condition and the mid-point time-stepping rule. Theoretical discussions of energy conservation in numerical computation are presented through example applications.

4. Numerical examples explored in this report reveal the performance of the newly proposed approach in various frictional contact scenarios. These examples are representative and helpful to potential future applications.

7.2 Future work

As mentioned in the introduction to this report, the frictional contact/impact problem itself is very complicated and involves lots of theoretical, technical, and computational efforts.
Some issues still remain. The most important issues include the follows:

1. The virtual work equation for node-to-node contact algorithm is applicable to both planar and 3D problems. The finite element applications discussed in this report focus on planar problems and the algorithm was implemented with the bilinear quadrilateral element. While straightforward, expanding the node-to-node contact algorithm to three dimensional contact problems involves more computational efforts of prediction of contact positions. The mesh smoothing strategy in three dimensions presents additional challenges.

2. Higher order elements have advantages over linear elements in some situation and the incorporation of higher order elements into the node-to-node contact algorithm would be useful. Implementation of other structural elements such as beams or plates may also be of interest.

3. Error analysis is very important for numerical methods and deserves further research. The node-to-node algorithm simplifies the integration in the contact interface, but frequent interpolation of the kinematic variables, such as displacement or velocity fields, may introduce new deficiencies. Algorithmic stability is another concern. The influence of the ALE algorithm on the stability performance needs additional research.

4. Efficiency still remains an issue because mesh smoothing, no matter how small, changes the mesh and requires regeneration of the system tangent stiffness matrix and the mass matrix. Thus, more computational efforts are needed in the new approach compared with the traditional node-to-segment method. Improving the efficiency is urgent if the node-to-node contact method is to be a real competitor with the traditional methods. Developing highly efficient strategies to predict the contact positions and reducing the regeneration times of system matrixes might be achievable. Parallel computation in super computers is another opportunity to accelerate the solving procedure.
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