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ABSTRACT

Routing of snow plow trucks in urban and regional areas encompasses a variety of complex decisions, especially for jurisdictions with heavy snowfall. The main activities involve dispatching a fleet of plow trucks from a central depot and/or satellite facilities to clean and spread salt/chemicals on the network links (a.k.a. snow routes). We propose a mixed integer linear program (MILP) model to minimize the total operation time of all snow plow trucks needed to complete a given set of snow routes with multiple plowing priorities, and to reduce the longest individual truck operation time in order to balance the distribution of such travel times for multiple classes of priority. The objective of the formulation includes the weighted sum of the total deadhead travel time and longest individual snow plow truck cycle time. A set of customized construction and local search methods are developed to effectively solve the problem. Empirical case study with real-world data shows that the proposed solution approach is able to optimize snow routes (with or without considering priorities of plowing tasks) in a short amount of time and the model result outperforms the current solution in practice. We also develop a state-of-art snow plow routing software with optimization modules and user-friendly GIS interfaces for snow route analysis and design. This decision-support software optimizes a set of snow plow routes based on a set of user input parameters, and it can help stake-holders, engineers, and planners evaluate snow plow options (such as salt usage, vehicle capacities, fleet size, plowing time during the day) and
provide recommendations on vehicle assignments to snow routes. It also includes sufficient flexibility such that experts can further fine-tune the results before field implementation.

Furthermore, it is sometimes challenging to plan winter maintenance operations in advance because snow storms are stochastic with respect to, e.g. start time, duration, impact area, and severity. Based on progression of the snow storm, additional maintenance demand is arising either periodically or randomly over time and space. Besides, maintenance trucks may not be readily available at all times due to stochastic service disruptions. For instance, the operations of trucks are sometimes subject to failure, possibly due to traffic congestion or mechanical breakdowns. A stochastic dynamic fleet management model is developed to assign available trucks to cover uncertain snow plowing demand. Some tasks, especially those on critical roadway links (such as emergency routes), often have priority and impose a strict service time window constraints (i.e., one or more time periods during which these tasks could be completed) to the fleet schedule. Violation to these time windows may result in severe penalties. In addition, in case service disruption occurs, the backlogged tasks will be counted as new tasks that must be addressed in the next time period. A truck in one specific location and time can be dynamically “repositioned” to a different location, but at a cost. This could occur to in-service trucks which would leave currently assigned tasks in order to serve potentially high priority regions (especially in case of service disruptions), replenish salt or chemicals, etc.). This could also occur to idling vehicles in anticipation of future tasks in certain regions. For simplicity, we assume that all truck repositioning requires exactly one time period.
The objective is to simultaneously minimize the cost for truck deadheading and repositioning, as well as to maximize the benefits (i.e., level of service) of plowing. The problem is formulated into a dynamic programming model and solved using an approximate dynamic programming (ADP) algorithm. Piece-wise linear functional approximations are used to estimate the value function of system states (i.e., snow plow trucks location over time). We apply our model and solution approach to a snow plow operation scenario for Lake County, Illinois. Numerical results show that the proposed algorithm can solve the problem effectively and outperforms a rolling-horizon heuristic solution.

On the other hand, efficiency of winter maintenance service is often affected by network design, and more specifically number and location of resource replenishment facilities that snow plow trucks visit during maintenance operations. Such trucks are often very large in size and their movements affect traffic operations and may contribute to additional congestion during their service. Hence, it is beneficial to simultaneously consider a strategic plan for facility location design as well as transportation network expansion (especially in the neighborhood of the salt replenishment locations) to facilitate traffic operations. Furthermore, routing cost of service trucks under these strategic network decisions shall also be considered. Therefore, an integrated mathematical model for salt dome facility location design is developed, which determines the near-optimum number and location of the salt domes, the near-optimal traffic assignment (both general roadway users and snow plow trucks), snow plow trucks routing cost based on near-optimal network design, and possible roadway capacity expansion. The objective is to minimize the total cost for salt dome facility
construction, transportation infrastructure expansion, transportation delay (for both snow plow truck movements and public travel), as well as deadhead travel. A genetic algorithm (GA) framework (with embedded traffic assignment and continuous approximation (CA) algorithms) is developed. The numerical results show that the integrated solution technique can solve the problem effectively. It shall be noted that although this research focuses on the strategic network design for salt dome facilities and snow plow roadway transportation, the model and solution techniques are suitable for a number of application contexts that simultaneously involve network traffic equilibrium, truck routing, infrastructure expansion, and facility location choices (which determine the origin/destination of multi-commodity flow).
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Chapter 1

Introduction

1.1 Motivation

Each year, ensuring safe mobility of passengers and travelers in adverse winter weather is a difficult task. It requires timely, expedient, and cost effective planning and operation of snow control activities. The responsible agencies must make various complex decisions that range from strategic planning (e.g., snow route planning, snow plow fleet assignment) to operational management (e.g., vehicle routing, salt/chemicals spreading and replenishment). Snow plowing in urban areas is particularly difficult and expensive due to the greater population densities and the lack of space to tolerate snow accumulation. Such planning problems become even more complex when sets of extra operational constraints are required.

Currently, planning of annual snow plow routes is not yet a fully-automated process for most public agencies. Some frequently-used procedures are based on a manual tabular summation of route miles (including both deadhead and salting/plowing miles) of each plow vehicle route (which starts and ends at the central depot). Such approaches do not address...
vehicle operation times in a systematic optimization framework. As a result, the impact of traffic congestion at different time-of-day is typically not considered, the total deadhead time may not be minimized, and the workloads often differ significantly across snow vehicle routes.

Although a number of new technologies (e.g., AVL) have been implemented in recent years to improve the efficiency of snow removal, the design and management of snow routes still remain a challenge. For example, there are often multiple objectives and complex design requirements related to the snow route design problem. Snow routes need to be designed to work well for the scenario in which each truck travels to the snow routes, makes one plow cycle, and returns to the main depot. The trucks may visit satellite salt locations at any time to replenish salt/chemicals. In addition, existing traffic volumes on the snow routes may cause congestion and longer travel times. Routes with heavier traffic (which varies with time-of-day) should be relatively shorter so the truck cycle time can be balanced. There are also a number of complicating implementation issues that must be considered, such as (a) salting distance for a route must match the truck capacity and (b) the trucks have only limited u-turn locations in the network.

It is common in practice to prioritize roadway segments (e.g., based on traffic volume) so that the plowing and salting operation maximizes certain objectives (e.g., safety). Similarly, higher level of priority can be assigned to roadway links that provide access to critical facilities (e.g., police stations, fire stations, hospitals). On the other hand, the order of performing the plowing tasks for different lanes of a street often begins from the center lane in real practice.
Thus, the center lane of a roadway sometimes has a relatively higher priority than the other lanes.

Furthermore, winter maintenance operations such as snow and ice control services are themselves subject to the adverse impacts of snow storms, and hence they require careful planning. Advance planning of such activities, however, is often very challenging, since (i) storm events are stochastic in nature as their start time, severity, impact areas, and duration generate uncertain maintenance demand, and (ii) maintenance trucks may not be readily available at all times as a result of possible mechanical failures or traffic congestion. These issues affect the overall service reliability, especially in high priority regions where timely snow removal is critical. Therefore, fleet management that accounts for uncertainties in a flexible and demand-responsive fashion is appealing.

On the other hand, snow shall be plowed in a manner so as to minimize traffic obstructions during the service trucks’ operations in transportation networks. However, snow plow trucks are relatively heavy in weight and often have difficulty turning at intersections and thus, affect the traffic operations and may contribute to additional congestion during their service. Thus, expanding the roadways (e.g., widening roadway shoulders) can improve roadway capacity and increase truck driver comfort, especially near resource replenishment facilities that trucks visit during maintenance operations. On the other hand, number and location of satellite resource replenishment facilities can also affect the efficiency of maintenance trucks’ operations. Hence, it is beneficial to simultaneously consider a strategic plan for facility location design as well as transportation network expansion (especially in the neighborhood
of the salt replenishment locations) to facilitate traffic operations and maintain the service level. Furthermore, routing cost of service trucks under these strategic network decisions shall also be considered.

1.2 Objectives and Contributions

We develop mathematical models that aim to not only minimize the total snow plow truck travel times but also balance the distribution of such travel times for multiple classes of priority. The objective of the formulation includes the weighted sum of the total deadhead travel time and longest individual snow plow truck cycle time. A set of customized construction and local search methods are developed to effectively solve the problem. Empirical case study with real-world data shows that the proposed solution approach is able to optimize snow routes (with or without considering priorities of plowing tasks) in a short amount of time. We also develop a state-of-art snow routing software with optimization modules and user-friendly GIS interfaces for snow route analysis and design. This decision-support software optimizes a set of snow plow routes based on a set of user input parameters, and it can help stake-holders, engineers, and planners evaluate snow plow options (such as salt usage, vehicle capacities, fleet size, plowing time during the day) and provide recommendations on vehicle assignments to snow routes. It also includes sufficient flexibility such that experts can further fine-tune the results before field implementation.

Furthermore, we study the fleet assignment problem for snow plow trucks under service disruptions and demand uncertainty as a stochastic dynamic fleet management. Our objec-
tive is to minimize the cost of truck repositioning and deadheading (i.e., passing through snow links without salting/plowing) and maximize the benefits from completing the tasks that have arisen. We first develop a mathematical program model for the dynamic management of snow plow trucks considering both uncertain demand and service disruption. Then we implement an approximate dynamic programming (ADP) algorithm Godfrey and Powell (2002a), with piece-wise linear functional approximations, to optimize the size of the snow truck fleet needed at each time period and the tasks to be assigned to each truck. The model and solution algorithm are applied to an empirical case study. Numerical results show that the proposed algorithm can solve the problem effectively and outperforms a benchmark solution.

On the other hand, an integrated mathematical model is developed for salt dome facility location design, which determines the near-optimum number and location of the salt domes, the near-optimal traffic assignment (both general roadway users and snow plow trucks), snow plow trucks routing cost based on near-optimal network design, and possible roadway capacity expansion. The objective is to minimize the total cost for salt dome facility construction, transportation infrastructure expansion, transportation delay (for both snow plow truck movements and public travel), as well as deadhead travel. A genetic algorithm framework (with embedded traffic assignment algorithm and continuous approximation (CA) model for truck routing cost estimation) is developed. The numerical results show that the integrated solution technique can solve the problem effectively.
Chapter 2

Literature Review

This chapter reviews the existing models, solution strategies, and state-of-art applications for network routing of snow plow trucks and dynamic fleet management in winter maintenance operations. Besides, the existing models for strategic planning of network infrastructure in the context of facility location problems are also reviewed.

Section 2.1 below reviews the existing literature related to winter roadway maintenance operations. Section 2.2 reviews the research efforts in the area of dynamic fleet management. Finally, Section 2.3 reviews facility location design literature.

2.1 Network Routing of Service Trucks: Models and Applications

Despite its importance, snow plow routing optimization has not been intensively studied in the literature. This section summarizes some related efforts regarding model development
and commercial software design.

On the modeling side, Sochor and Yu (2004) developed heuristic algorithms to route snow plows so as to minimize the total system cost, including the penalty cost for using extra vehicles from the depots. In their solutions, certain depots were repeatedly over- or under-utilized, suggesting that the quantity and/or distribution of available vehicles may be sub-optimal. Perrier et al. (2006) surveyed mathematical models and algorithms for winter road maintenance, including spreading of chemicals and abrasives, snow plowing, loading snow into trucks, and hauling snow to disposal sites. Meta-heuristic approaches, including simulated annealing, tabu search, and elite route pool, were developed to determine a set of vehicle routes that collectively serve all road segments under a set of operational constraints. The model objective includes minimizing deadhead travel time, fixed costs of vehicles and depots, and the number of alternations between deadheading and servicing. The level of service for each class of highways is determined according to their priority. Later, Perrier et al. (2007a,b) optimized the snow plow depot location, fleet sizing and replacement decisions to satisfy service requirements for multiple road classes. The vehicle fleet replacement decision addresses the tradeoff between costs for keeping older vehicles and expenses for purchasing newer vehicles. In addition, Perrier et al. (2008) introduced a heuristic approach to find the optimum routes that can plow an urban area in a minimum time. The model was based on a multi-commodity network flow structure to ensure the connectivity of the route covered by each truck. A more recent study by Salazar-Aguilar et al. (2012) formulated a mixed integer nonlinear program to minimize the longest route service
time while ensuring that all lanes in each directional road segment are plowed simultaneously by synchronized vehicles. The set of snow routes are determined by an adaptive large neighborhood search heuristic.

On the practical side, various public agencies have made efforts to design and implement efficient decision support systems for winter maintenance. Haghani and Qiao (2001) and Wang et al. (1995) developed decision support systems that can design efficient routes for salting trucks. A mathematical optimization model as a capacitated rural postman problem was developed and a combination of different heuristics were employed to solve the problem. The Midwest Transportation Consortium (Salim et al., 2002) used GIS and AI techniques to develop an intelligent snow removal asset management system (SRAMS). Later, Wilson et al. (2003) developed a simulation model for snow plow operations so as to support the decisions on snow route length, assignment of snow plows to routes, placement of reloading points, and the collection of labor and material cost in “what-if” scenarios. Sugumaran et al. (2005) implemented a web-based Winter Maintenance Decision Support System (WMDSS) to help stakeholders evaluate various procedures for optimally managing snow removal assets. Later, Hanna et al. (2009) identified various measures to evaluate the performance of snow and ice removal activities, which include friction, time to bare pavement, etc.

In addition, commercial software applications are also available for planning snow routes. “RouteSmart” software (RouteSmart, 2011) includes a snow removal and street sweeping application built within the “ESRI ArcGIS” platform. The system provides the street sweeping routes, constrained days and times, and service to each street. “Automated Snow Plow
Routing Application” is another software application for winter maintenance, which was developed by Caliper Corporation for Hennepin County Department of Public Works, Minnesota in 1999. This application tries to create routes that reduce snow plow deadhead and balance vehicle cycle times. “FleetRoute”(C2Logix, 2011) uses available local city GIS datasets to plan snow disposal and removal, and it considers different roadway priority levels, turn maneuvers at intersections, side of street serviced, multi-lanes, etc. The advantages of such a system include reduced number of trucks and fuel maintenance costs, balanced routes, and reduced vehicle travel time.

Nevertheless, the studies and efforts in the literature still have limitations. First, most developed models do not optimize salt replenishment decisions (e.g., location and timing) for each of the trucks. Second, based on partially revealed information (e.g., the solution approaches and data collection techniques), it appears that few software applications incorporate delays caused by traffic controls (at intersections) and time-of-day congestion. As such, a more comprehensive model is needed to address simultaneously the total travel time, the cycle time balance, salt replenishment location and timing, and time-of-day congestion and traffic control delays (see Chapter 3).

2.2 Stochastic Dynamic Fleet Management

Despite its importance, dynamic management of snow plow trucks has not been thoroughly studied in the literature. This section summarizes some related methodological and empirical efforts in related contexts.
Problems that deal with uncertainty over time are often formulated into dynamic programming models with discrete state and action spaces (Puterman, 2009). Monte Carlo methods (Bertsekas and Tsitsiklis, 1996; Sutton and Barto, 1998) are often used to simulate possible outcomes associated with the uncertainties. For example, Regan et al. (1996) present a demand-responsive fleet management system with dynamic dispatching, load acceptance, and pricing strategies in a real-time decision-making process. A simulation subroutine is developed to evaluate the performance of alternative load acceptance and fleet assignment strategies using real-time information. All these methods often incur excessive computational burden, mainly due to the well-known “curses of dimensionality”.

Another school of research on similar problems focuses on the theory of stochastic linear programming (Dantzig and Infanger, 1991; Infanger, 1994; Kall and Wallace, 1994; Prékopa, 1995; Birge and Louveaux, 2011), which can be divided into two-stage vs. multi-stage problems. Dantzig (1955) and Rockafellar and Wets (1991) have formulated the two-stage stochastic linear programs as large-scale optimization problems. However, due to computation burden, this can limit the size of the problem we can solve. There are often possibilities to take an approximation technique that is convergent for a two-stage problem and apply it to a multi-stage problem. However, multi-stage problems are sometimes much more challenging. For example, Birge (1985) presents a nested Benders algorithm for multi-stage stochastic problems; however, the algorithm becomes less effective as the problem size grows. On the other hand, a few Monte Carlo-based methods have been developed in the context of stochastic programs to work with large sample spaces, such as (i) a first sampling-based method...
for two-stage stochastic programs (Higle and Sen, 1991), (ii) a sampling-based version of
nested Benders decomposition (Pereira and Pinto, 1991), and (iii) a convergent sampling-
based version of nested Benders for multi-stage problems (Chen and Powell, 1999). Again,
due to computational burden, these methods have size limitations as all of them depend on
Benders cuts to approximate the impact of decisions on future periods.

Several approximation techniques have been developed to solve stochastic resource al-
location problems with either continuous (Jordan and Turnquist, 1983; Powell, 1986) or
integer decision variables (Powell, 1987; Frantzeskakis and Powell, 1990; Cheung and Powell,
1996; Powell and Carvalho, 1998). Earlier efforts by Powell (1987), Frantzeskakis and Powell
(1990), and Cheung and Powell (1996) have not considered time windows for serving tasks.
An interesting approximation technique that works well on deterministic problems, is linear
approximation with a multiplier adjustment (LAMA)(Carvalho and Powell, 2000; Schenk
and Klabjan, 2008, 2010). This method, however, does not include stochasticity. Later,
concave adaptive value estimation (CAVE) algorithm (Godfrey and Powell, 2001) based on
a concave piece-wise linear approximation of the value function is introduced, and it is found
to be more responsive than linear approximation methods. CAVE algorithm can be applied
to two-stage as well as multi-stage problems with single period travel times (Godfrey and
Powell, 2002a). Problems with multi-period travel times solved using CAVE technique have
been studied in Gregory and Powell (2002b).

Another line of research in this area is devoted to dynamic vehicle routing (Pillac et al.,
provides a review of research efforts and real-world applications that address two significant dimensions: evolution and quality of information. Evolution of information presents the availability of information to the planner (e.g., arrival of new customer demands). Quality of information, on the other hand, reflects possible inaccuracy in the available data (e.g., demand uncertainty). Furthermore, vehicle routes can either be designed statically or dynamically. For example, routing problems with stochastic demands may be designed by simply make minor changes to a set of static (but robust) routes (Bertsimas and Simchi-Levi, 1996; Gendreau et al., 1996). In addition, they can also be implemented by communicating to the vehicles in ad-hoc and assigning them to remaining demands in an on-line fashion (Secomandi, 2001; Novoa and Storer, 2009; Secomandi and Margot, 2009).

There are a number of variations to the on-line vehicle routing problem. Yang et al. (2004) introduce a real-time multi-vehicle truckload delivery problem. They propose a mixed integer programming formulation for the off-line version of the problem and a rolling-horizon framework for the real-time version. Jaillet and Lu (2011) propose theoretical models for on-line traveling salesman problems to incorporate acceptance or rejection decisions on newly arrived demand requests. Jaillet and Wagner (2008) consider on-line routing optimization problems with the objective of minimizing the total travel time under precedence and capacity constraints. They use polynomial-time on-line algorithms and show that these algorithms are almost surely asymptotically optimal under general stochastic structures of the problem.

Despite all the efforts in these closely related areas, the problem of dynamic snow plow fleet management under service disruptions and demand uncertainty has not been fully
addressed. As such, Chapter 4 proposes a mathematical model to address this problem.

2.3 Facility Location Design under Traffic Congestion

The facility location problem has been extensively studied; e.g., see Drezner (1995) and Daskin (1995) for systematic reviews of classic discrete location models. In the context of location problem for supply chain design, Eathington and Swenson (2007) used Geospatial Information Systems (GIS) applications to facilitate decisions on refinery site, size and technology under various scenarios regarding energy demand level, industry growth, and impacts on the job market. Most research efforts consider distance as the measure of transportation cost (e.g., Graves and Willems, 2005); however, in recent years, researchers started to incorporate the impact of congestion (e.g., travel time) into facility location design. For instance, Konur and Geunes (2011) studied a competitive facility location problem subject to distribution network congestion. Jayaram (2005) evaluated the impacts of roadway congestion on manufacturers, distributors, and the existing supply chains. López and Monzón (2010) developed strategic shipment plan models that integrate sustainability issues into facility location planning and spatial and regional economic analysis. Bai et al. (2011) analyzed the interactions among biofuel refinery location and shipment routing under network congestion decisions as a result of increased biomass supply and biofuel demand shipments. Such effects have been incorporated into the planning of biorefinery location and transportation routing, with the focus on the biofuel industry expansion. A fixed-charge facility location model has been jointly formulated with a traffic assignment model, and the problem is solved
effectively by Lagrangian relaxation (Fisher, 1981) with an embedded convex combination method (Frank and Wolfe, 1956; Sheffi, 1985). Another related research has focused on the integrated planning of supply chain networks and multimodal transportation infrastructure expansion to mitigate congestion (Hajibabai and Ouyang, 2013). Bai et al. (2012) considered a decentralized biofuel supply chain system under biomass market equilibrium in which farmers and biofuel manufacturers are non-cooperative decision makers. Recently, Wang et al. (2013) addressed biofuel consumption mandates with renewable identification numbers.

Movement of snow plow trucks induces higher transportation demand that originates or ends at the depots/salt domes. Such demand could cause additional congestion delay in the transportation network particularly on roadway links (bottlenecks) where public traffic demand is near or has reached roadway capacity or there is no enough space for the service trucks to maneuver (especially on local roads close to the salt domes). This not only increases travel time of the general roadway users but also has a significant impact on the operational efficiency of the roadway winter maintenance itself, which, in turn, shall affect the salt dome location decisions. Unfortunately, these endogenous relationships have largely been ignored in the context of winter maintenance operations. While there have been strategic transportation planning models that integrate sustainability issues into facility location design, network analysis, and spatial and regional economic analysis (e.g., López and Monzón (2010)), the most relevant study in this direction is probably Hajibabai and Ouyang (2013), which shows that integrating facility location, multi-modal shipment routing, and infrastructure expansion decisions could help mitigate congestion impacts. Thus,
adding lanes to existing roadways in the neighborhood of salt dome facilities (or building local access roads to newly constructed facilities) should be considered as an integral part of the strategic planning for winter maintenance operations.

In general, capital investment and land use restrictions tend to prohibit extensive roadway expansion as an alternative to mitigate congestion (MTP, 2006). Hence, roadway investment decisions under dynamic responsive traffic demand, have largely been focusing on long-term infrastructure maintenance planning and rehabilitation (e.g., Ouyang (2007); Ng et al. (2009); Gao et al. (2012); Hajibabai et al. (2014a)) or highway investment alternatives under a certain budget (e.g., Li et al. (2010)). However, in the context of roadway winter maintenance, building additional capacity in the roadway network may be much more feasible as it facilitates the operation of the trucks and mitigates the resulting traffic delays. The capital investment associated with transportation infrastructure expansion may be considered as part of the winter maintenance investment plan, and potential public-private partnership may be established to facilitate the investment (Unnikrishnan et al., 2009). On the other hand, routing cost of service trucks are affected by network design; however, including the routing component in the integrated strategic network design model makes the problem even more complex. Thus, we apply continuous approximation approach to approximate the optimal routing cost (see (Daganzo, 2005) for more details on continuous approximation and their application in logistics). Shen and Qi (2007) has considered a supply chain design problem with the objective to minimize the total cost for distribution centers’ location, inventory at such centers, and distributors’ routing in the supply chain. In Chapter 5 we
propose an integrated mathematical model to address the interrelationships among network
design (i.e., facility location as well as roadway capacity expansion), transportation delay,
and approximate routing of service trucks.
Chapter 3

Network Routing of Snow Plows with Resource Replenishment and Plowing Priorities: Formulation, Algorithm, and Application

This chapter is through a joint work with Seyed Mohammad Nourbakhsh, Yanfeng Ouyang, and Fan Peng on the snow plow routing optimization project for the Lake County Division of Transportation.¹

3.1 Introduction

Routing of snow plow trucks in urban and regional areas encompasses a variety of complex decisions, especially for jurisdictions with heavy snowfall. The main activities involve dispatching a fleet of plow trucks from a central depot and/or satellite facilities to clean and spread salt/chemicals on the network links (a.k.a. snow routes). In this chapter, a mixed integer linear program (MILP) model is proposed to minimize the total operation time of all

snow plow trucks needed to complete a given set of snow routes with multiple plowing priorities, and to reduce the longest individual truck operation time. Customized construction and local search solution algorithms are developed and used to design snow routes for an empirical application. The computational results show that the proposed solution approach is able to solve the problem effectively and the model result outperforms the current solution in practice. The proposed models and algorithms are also incorporated into the development of a state-of-art snow plow routing software that helps planners optimize snow routes and evaluate resource allocation options.

The exposition of this chapter is as follows. Section 3.2 introduces the problem statement and the mathematical model formulation. Section 3.3 proposes a customized solution approach that can efficiently solve the problem. Section 3.3.2 presents the empirical case study. Conclusion and future research directions are presented in Section 3.4.

3.2 Model Development

3.2.1 Data Cleaning and Network Preparation

In a real-world roadway network, each segment may have one or more lanes in each direction, and hence may need to be plowed (i.e., passed) multiple times. We define a plowing task as a single pass on a segment, and therefore every roadway segment in the real-world roadway network may generate a set of tasks. In the first step of data cleaning, we construct a new directed network, where the intersection/node sets remain the same (as the original roadway network) but every roadway segment is replaced by a set of directed arcs, each representing
a pass. This process is illustrated in Figure 3.1(a). The travel time on each arc is based on the expected travel time on the corresponding roadway segment, which is available as a function of the time-of-day.

The network database can be further treated to avoid unnecessary computational efforts. Two data cleaning procedures could be applied: (1) end node removal, and (2) mid-block treatments, as shown in Figure 3.1(b)-(c). End nodes are identified and removed if and only if the following criteria are all satisfied: there is no salt dome at the node, no task link is incident to that node, there is no more than one neighboring node, and that the only neighboring node does allow u-turn. A mid-block node is detected and removed if and only if the following criteria are all satisfied: there is more than one neighboring node, no salt dome is at the node, and the roadway condition on the incident links are exactly identical (e.g., there are the same number of passes).

Snow plow trucks are relatively heavy in weight and often have difficulty turning at
intersections. The delay due to different types of turns (e.g., left turn, right turn, and u-turn) must be considered. There are various studies which proposed network representation methods in order to define specific movement delays (see Pallottino and Scutella, 1998, for more details). For example, Anez et al. (1996) introduced a dual network, where the original arcs are considered as nodes and an arc is defined for each pair of subsequent arcs in the original graph, whose cost now includes any turning penalty along the travel. An alternative path-based method introduces a path as a sequence of arcs instead of a sequence of nodes, where the path cost can be defined in terms of the arc costs as well as the pair of arcs penalties (Kirby and Potts, 1969). In our study, to define specific movement delays and specify u-turn allowance at each intersection, we follow the expanded network method in (Sheffi, 1985) to define each n-leg intersection by a 2n-node representation.

As in Figure 3.2, the added set of directional arrows help specify a specific delay for each possible turning movement. Similarly, in case of a 3-leg (or 2-leg) intersections we use a 6-node (or 4-node) representation in the new network.
Figure 3.2: Four-leg intersection representation; (a) u-turn is not allowed in any direction and (b) u-turn is allowed for E-W bound traffic.

In case an intersection does not contain 90 degree turns, a delay function is defined to provide the delay penalty, $D(\delta)$ as a function of the turning angle, $\delta$. The turning angle $\delta$ is measured between the out-going direction and the in-coming direction for each turn. In our work, we propose a linear interpolation function based on known delay penalties, $d_r$, $d_t$, $d_l$, and $d_u$, that are associated with the 90-degree right, 180-degree through, 270-degree left,
and 0/360-degree u-turn movements, as follows.

\[
D(\delta) = \begin{cases} 
\frac{\delta}{90} d_r + \frac{90-\delta}{90} d_u & 0 \leq \delta < 90; \\
\frac{\delta-90}{90} d_l + \frac{180-\delta}{90} d_r & 90 \leq \delta < 180; \\
\frac{\delta-180}{90} d_l + \frac{270-\delta}{90} d_l & 180 \leq \delta < 270; \\
\frac{\delta-270}{90} d_u + \frac{360-\delta}{90} d_l & 270 \leq \delta < 360 
\end{cases}
\] (3.1)

As the final step of data preparation, we compute the shortest path travel time/distance from the end of each plowing task to the beginning of every other task. The shortest travel times are stored as data input to the optimization model.

### 3.2.2 Optimization Model

Let \( I \) be the set of plowing tasks, and \( S \) be the set of salt replenishment tasks, i.e. visiting one of the satellite salt locations (salt domes). Let \( K \) be the set of all snow plow trucks and \( d_k \) be the depot for each truck \( k \in K \). Similar to Perrier et al. (2008), we let \( P \) be the set of priority classes for plowing tasks. In order to factor congestion in travel time computation for each link from \( i \) to \( j \), the average delay at intersections (due to signal timing) is included in the link travel time. Based on the shortest path computations in Section 3.2.1, we use \( t_{i,j} \) to denote the deadhead time needed from the task (or the depot) \( i \in I \cup S \cup \{d_k\} \) to the task (or depot) \( j \in I \cup S \cup \{d_k\} \) across the network. Let \( t_{\text{task},i} \) denote the duration of each task \( i \in I \cup S \). At the salt domes, this task time includes the average vehicle waiting time as well as the salt loading time. We let \( l_i \) represent the salt consumption during a task \( i \in I \), \( L_k \)
be the maximum salt carrying capacity of a truck \( k \in K \), and \( U \) be the time length of the planning horizon. We let parameter \( \delta_{i,p} \) define the priority of each task \( p \in P \), as follows:

\[
\delta_{i,p} = \begin{cases} 
1 & \text{if task } i \in I \text{ has priority } p \in P; \\
0 & \text{otherwise}.
\end{cases}
\]

The movements of the trucks are determined by the binary decision variables \( x = \{x_{i,j,k} : i, j \in I \cup S \cup \{d_k\}, k \in K \} \) as follows:

\[
x_{i,j,k} = \begin{cases} 
1 & \text{if truck } k \in K \text{ travels directly from } i \in I \cup S \cup \{d_k\} \text{ to } j \in I \cup S \cup \{d_k\}; \\
0 & \text{otherwise}.
\end{cases}
\]

We let \( u = \{u_i : i \in I \cup S\} \) denote the set of real-valued start times of plowing or salt replenishment tasks. Without losing generality, let the scheduling horizon start at time 0. To catch the amount of salt on a truck \( k \in K \), we use \( v_{i,k} \) to denote the remaining salt on a truck \( k \in K \) before beginning a task \( i \in I \cup S \). Finally, we let \( z_p \) be the longest individual truck cycle time for each priority \( p \in P \). A smaller \( z_p \) indicates a better level of service (LOS); i.e., the balance of workload across vehicles. Besides \( z_p \), we also would like to minimize the total travel time of all vehicles in order to reduce fuel consumption (and labor cost, etc). Let \( c_{LOS,p} \) and \( c_{Fuel} \) be, respectively, the weights of \( z_p \) and the total travel time in the objective function. Therefore, the snow plow routing problem under resource constraints and plowing priorities can be formulated as (3.2a)-(3.2l).

The objective function (3.2a) simultaneously minimizes the total deadhead travel time
and the longest individual truck cycle time for all priority classes with their associated weights. The total task time is a constant and hence excluded here. Constraints (3.2b) guarantee that any truck \( k \in K \) exits from the depot; similarly constraints (3.2c) guarantee that any truck \( k \in K \) goes back to the depot. Constraints (3.2d) indicate that any truck \( k \in K \) that enters a link or satellite salt location, will exit that link or satellite salt location. Constraints (3.2e) ensure that every task should be performed exactly once.

\[ \sum_{j \in I \cup S \cup \{d_k\}} x_{i,j,k} = 1 \text{ if task } i \in I \text{ is assigned to truck } k \in K, \text{ and 0 otherwise.} \]

Since sub-tour elimination is very important in solving vehicle routing problem, constraints (3.2f) are considered to establish the relationship between plowing task or salt replenishment start times and truck routes, and to eliminate sub-tours. Constraints (3.2g) represent the salt consumption for each task link. According to these constraints when a truck \( k \in K \) moves from task \( i \in I \) to a task or satellite salt location \( j \in I \cup S \), the amount of salt will decrease by \( l_i \). Constraints (3.2h) indicate the salt replenishment for vehicle \( k \in K \). Constraints (3.2i) define the longest individual truck cycle time \( z_p \) in the objective function. For simplicity, we assume the initial amount of this variable is the maximum salt carrying capacity of truck \( k \in K \); however, in general, different amounts for each truck \( k \in K \) can be assumed.

Constraints (3.2j) define the binary variables \( \{x_{i,j,k}\} \). Constraints (3.2k) set the initial times
of the tasks to 0. Finally, constraints (3.2l) indicate the non-negativity of variables \{v_{i,k}\}.

\[
\begin{align*}
\text{minimize} & \quad \sum_{p \in P} c_{LOS,p} z_p + c_{Fuel} \sum_{k \in K} \sum_{i \in I \cup S \cup \{d_k\}} \sum_{j \in I \cup S \cup \{d_k\}} t_{i,j} x_{i,j,k}, \\
\text{subject to} & \quad \sum_{i \in I} x_{d_k,i,k} = 1, \forall k \in K, \\
& \quad \sum_{i \in I} x_{i,d_k,k} = 1, \forall k \in K, \\
& \quad \sum_{j \in I \cup S \cup \{d_k\}, i \neq j} x_{i,j,k} - \sum_{j \in I \cup S \cup \{d_k\}, i \neq j} x_{j,i,k} = 0, \forall i \in I \cup S, k \in K, \\
& \quad \sum_{k \in K} \sum_{j \in I \cup S \cup \{d_k\}} x_{i,j,k} = 1, \forall i \in I, \\
& \quad u_i + t_{\text{task},i} + t_{i,j} + U (x_{i,j,k} - 1) \leq u_j, \forall i \in I \cup S, j \in I \cup S \cup \{d_k\}, i \neq j, k \in K, \\
& \quad v_{i,k} - l_i - L_k (x_{i,j,k} - 1) \geq v_{j,k}, \forall i, j \in I \cup S \cup \{d_k\}, i \neq j, k \in K, \\
& \quad v_{j,k} \leq L_k, \forall j \in I, k \in K, \\
& \quad z_p \geq \delta_{i,p} (t_{\text{task},i} + u_i), \forall i, p \in P, \\
& \quad x_{i,j,k} \in \{0,1\}, \forall i, j \in I \cup S \cup \{d_k\}, k \in K, \\
& \quad u_i \geq 0, \forall i \in I, \text{ and} \\
& \quad v_{i,k} \geq 0, \forall i \in I, k \in K.
\end{align*}
\]
3.3 Solution Approach

Our formulation of the snow plow routing problem is in the form of a vehicle routing problem (VRP), which is usually solved using constructive heuristics and local search algorithms (Pillac et al., 2013). Constructive heuristics build a solution from scratch, while local search algorithms improve an existing solution. Constructive heuristics proposed for VRP includes “I1” by Solomon (1987), where every route is initialized with a “seed” activity and the remaining unscheduled activities are added to the route until its total duration reaches the scheduling horizon. A parallel version of I1 by Potvin and Rousseau (1993) initializes all routes at once and then adds the remaining unscheduled activities one by one. Another I1-based algorithm by Ioannou et al. (2001) inserts activities in a way that the impact on all customers is minimized. A comprehensive review can be found in Bräysy and Gendreau (2005). Several algorithms have been developed to solve such routing problems with various side constraints such as vehicle capacity constraints, pickup and delivery constraints, route length constraints, and time window constraints (Solomon, 1987; Laporte, 1992). Considering the fact that each snow route involves a set of segments of the roadway, snow plow routing problem can also be formulated into an arc routing problem (ARP) (Eiselt et al., 1995; Peng and Ouyang, 2012, 2014; Peng et al., 2011, 2014), where each plow task is represented by a directed arc. When it is required to traverse only a subset of arcs, the problem becomes a rural postman problem (RPP). There are a few practical contexts where it is necessary to service all arcs of the network, hence, most real-world arc routing applications are often modeled as RPPs (Eiselt et al., 1995). The objective, here, is to find the cheapest
Hamiltonian cycle containing each of these edges (and possibly others). This is a special case of the minimum general routing problem which specifies precisely which vertices the cycle must contain. If this subset does not form a weakly connected graph but forms a number of disconnected components, the problem is NP-Complete, and is also a generalization of the asymmetric traveling salesman problem (TSP) (Christofides et al., 1986). For large-scale routing and scheduling problems with many side constraints, constructive heuristics may be more customized and complex. In most construction heuristics, after the activities are assigned to each vehicle, a TSP needs to be solved to determine the routing of each vehicle.

Local search algorithms proposed for VRP often explore two types of neighborhood structures: node interchange and edge interchange. Node interchange includes “insertion” or “relocation” (Savelsbergh, 1992), “exchange” or “swap” (Savelsbergh, 1992), CROSS-exchange (Taillard et al., 1997), and ejection chain (Glover, 1992). Edge interchange includes -opt* (Potvin and Rousseau, 1995), -opt (Russell, 1977), and Or-opt (Or, 1976). Besides these two neighborhood structures, many other structures are also developed, such as GENI-exchange (Gendreau et al., 1992) and cyclic transfers (Thompson and Psaraftis, 1993). A comprehensive review can be found in Bräysy and Gendreau (2005) and Funke et al. (2005).

The implementation of a heuristic usually requires customized algorithm design based on the characteristics of the specific problem, and its computational performance highly depends on the problem structure and even the input data. Therefore, although the algorithms developed by previous studies can serve as useful references, it is very important to adapt and further improve them for the snow plow routing optimization.
3.3.1 Heuristic Methods

Figure 3.3 illustrates the structure of the proposed heuristic solution methods. First, an initial solution is generated by a construction heuristic, and then this solution is improved by a local search algorithm until the stopping criteria are met.

![Heuristic method diagram](image)

**Initial Solution**

In order to generate an initial solution to the truck routing problem, we use a customized $K$-mean clustering method, which aims to partition $|I|$ task links in the network into $|K|$ clusters, $\{R_k : k \in K\}$. Each task link belongs to the “nearest” cluster in terms of the network travel time from this task link to the cluster. In so doing, we want to first find a task link $\mu_k$ in each cluster $k \in K$ (i.e., center of this cluster) which has the minimum travel time from/to all the tasks in cluster $R_k$. Then, we minimize $\sum_{k \in K} \sum_{i \in R_k} t(w_i, \mu_k)$, where
$w_i$ is a vector representing the network location of task link $i$, and $t(w_i, \mu_k)$ is the shortest network travel time between $w_i$ and $\mu_k$. Solving this minimization problem results in a set of clusters, each representing a subset of task links $I_k$ to be plowed by truck $k \in K$. This clustering problem is NP-hard, and we employ the iterative Lloyd’s algorithm (Kanungo et al., 2002) to find a near-optimum solution.

Clustering yields an assignment of task links to each truck; however, the sequence of plowing these tasks is still unknown. Therefore, we apply the traveling salesman problem (TSP) algorithm to minimize the travel time of each truck while visiting each of the assigned task links exactly once. Knowing that TSP is NP-hard, we first apply the nearest neighbor algorithm to find the initial sequence of the task links, which begins and ends at the truck depot. We further introduce local perturbations to the sequence of the tasks to improve the solution.

During the random perturbation, in order to avoid separating neighboring task links (i.e., those with a short deadhead travel time in between), we also define a “task block” which includes a set of task links: if the deadhead time between any two tasks is less than a pre-determined threshold, these tasks belong to the same block. The higher the value of the threshold, the fewer number of task links included in task blocks. We keep each task block unchanged in the TSP improvement algorithm as if it is an individual task.

**Improvement**

Given the initial solution from the construction heuristic, we apply a customized tabu search algorithm to improve the current solution. We iteratively apply four different types of local perturbations on the task links or task blocks: add, delete, exchange, and crossover. After
each local perturbation, we solve the TSP for each cluster and check the objective value. If it is improved, we accept the current perturbation, otherwise we reject it with a high probability and the task links/task blocks in the new solution will be added to a number of tabu lists (i.e., $T_a$, $T_d$, or $T_e$ denoting the add, delete, and exchange tabu lists, respectively) so that they will not be considered again in the next few iterations. Figure 3.4 below illustrates the different types of perturbations.

![Figure 3.4](image)

Figure 3.4: (a) Add a task link to a cluster, (b) Delete a task link from a cluster, (c) Exchange task links between two clusters, and (d) Crossover two paths in two clusters.

We keep improving the solution until either of the two stopping criteria are met: maximum running time is reached or there is no significant improvements after several consecutive iterations. Since snow plow trucks apply salt/chemicals on the task links while plowing, we need to determine the optimum location to visit the salt domes for salt replenishments.

To address this issue, a dynamic programming algorithm is implemented for each truck within each tabu-search iteration. Given the sequence of the plowing task (as given by the
local search), we need to determine the time and location to replenish salt. The decision stages are either the starting point at the depot or end of each task link, and the state is the remaining salt level in the truck. There are two allowed actions between two consecutive stages: either travel from one stage to the other without salt replenishment, or visit the best salt dome before traveling to the next stage. The best salt dome is determined by minimizing the “detour” time including the travel time from the current task link to the salt dome, the salt replenishment time, and the travel time from the salt dome to the next task link. Going from one stage to next stage, if salt dome is not visited, the salt level decreases by the amount of consumption; otherwise, the salt/chemical level goes up to the truck’s capacity before consumption. The cost-to-go function at any stage is defined as the minimum travel time from the depot (starting with full salt load) to that stage without running out of salt along the way. The optimal salt level trajectory found at the last stage (i.e., end of the last task link) provides the exact minimum travel time and the corresponding optimal salt dome visits.

3.3.2 Real-World Case Study

In this section, the model and solution algorithms are applied to a real-world case study based on data from Lake County, Illinois. The highway network database of the Lake County Division of Transportation (LCDOT) contains 1,354 nodes, 3,350 roadway links, 13 salt replenishment locations (including the main depot), and 816 task links. The data cleaning treatments on this network (i.e., end node and mid-block node removals) led to an approximately 30% reduction in the total number of nodes and links, as shown in Figure 3.5.
The intersection representation, however, increases the network size almost by six folds.

Table 3.1 summarizes the network size after each step of the network treatments.

![Figure 3.5: Lake County network; (a) original network and (b) cleaned network after end node and mid-block node removal.](image)

<table>
<thead>
<tr>
<th>number</th>
<th>original data</th>
<th>after end node removal</th>
<th>after mid-block removal</th>
<th>after intersection representation</th>
</tr>
</thead>
<tbody>
<tr>
<td>nodes</td>
<td>1354</td>
<td>1227</td>
<td>902</td>
<td>5884</td>
</tr>
<tr>
<td>links</td>
<td>3350</td>
<td>3189</td>
<td>2539</td>
<td>11240</td>
</tr>
<tr>
<td>task links</td>
<td>816</td>
<td>816</td>
<td>706</td>
<td>706</td>
</tr>
</tbody>
</table>

**Scenario 1: No Priority**

The Lake County currently does not specify priority for the snow routes in its jurisdiction. A
fleets of $|K| = 25$ snow plow trucks (out of 2 different truck types) is used, including 6 trucks with salt carrying capacity $L_k = 7.5 \text{ tons}$ and $MPG_k = 6 \text{ miles/gallon}$, and 19 trucks with salt carrying capacity $L_k = 12 \text{ tons}$ and $MPG_k = 5 \text{ miles/gallon}$. In this section we assume the same class of priority for all plowing task links and let $P = \{1\}$. With the objective of balancing truck travel times, we assume $c_{Fuel} = 1$ and $c_{LOS,1} = 10$. In addition, a salt replenishment rate of $0.2 \text{ tons/mile}$ is used. All other input data, e.g., the vehicle speed, length, travel time of all roadway links, the plow time and the number of passes on all task links, the turning delays and u-turn permits at all intersections, salt replenishment time, and locations of salt domes are obtained from existing LCDOT databases. Mid-day is considered as the time-of-day for both deadhead travel time and plow time.

The snow plow routing optimization problem is solved using the methodology in Section 3.3. The algorithms are coded in Visual C++ and run on a desktop computer with 2.00 GHz CPU and 8.00 GB memory. The results (based on 60 min of computation time) show that the solution algorithms can effectively optimize the snow plow routes and their performance measures. Table 3.2 presents the route statistics, i.e., the total plowed distance, total plowed time, total deadhead distance, total deadhead time, total distance, and total time, based on a “semi-manual” solution and the optimal solution. To evaluate the results of the optimization approach, we compare our model solution with that from the semi-manual method by LCDOT. LCDOT do not have any historical records on the exact routing of its trucks, therefore the actual travel cost is unknown and it is expected to be high as the trucks do not move on the optimal routes. However, LCDOT does have records on the assignment
of the task links to trucks, which is determined manually based on a tabular summation of route segments including deadhead travels and plow distances (both in miles) in a cycle.

Then, the sequence of plowing tasks and salt domes visits is solved independently for each truck using our TSP algorithm. Hence, the semi-manual approach does include optimization. Note that the proposed optimization approach has improved the semi-manual solution deadhead distance and time by 4.1% and 3.5% in one cycle from the depot and back. These percentages are quite significant considering the fact that many snow plows must travel significant portions of distance from and to the depot; and, the snow plowing cost is huge, hence even 1% improvement can save a lot for the agency. By the way, as discussed above, these comparisons are not with the solutions to the pure manual method in practice.

Table 3.2: Comparison to the Manual Solution.

<table>
<thead>
<tr>
<th>solution method</th>
<th>total plowed dist. (miles)</th>
<th>total plowed time (min)</th>
<th>total deadhead dist. (miles)</th>
<th>total deadhead time (min)</th>
<th>total dist. (miles)</th>
<th>total time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>semi-manual</td>
<td>832.290</td>
<td>1780.871</td>
<td>516.271</td>
<td>979.848</td>
<td>1348.560</td>
<td>2760.718</td>
</tr>
<tr>
<td>optimal</td>
<td>832.290</td>
<td>1780.871</td>
<td>495.969</td>
<td>946.292</td>
<td>1328.259</td>
<td>2727.163</td>
</tr>
<tr>
<td>% diff.</td>
<td>-</td>
<td>-</td>
<td>4.1%</td>
<td>3.5%</td>
<td>1.5%</td>
<td>1.2%</td>
</tr>
</tbody>
</table>

Furthermore, to further test the solution algorithms, sensitivity analyses are conducted to study the impacts of the weights in the objective function on the performance of the overall design. The parameter values are assumed as follows. Morning peak hour is considered as the time-of-day for both travel time and plow time. A set of different values for the weights in the objective function are tested, i.e., \( c_{\text{Fuel}} \) and \( c_{\text{LOS,1}} \in \{1, 10, 100\} \). The salt application rate is 0.125 tons/mile. A fleet of \(|K| = 25\) snow plow trucks (out of 4 different truck types) is used, each with the salt carrying capacity \( L_k = 7, 7.5, 8, 11\) tons and \( MPG_k = \)
9, 10, 11, 12 miles/gallon. All other input data are obtained from the LCDOT databases.

Table 3.3 shows the longest individual cycle time and the total deadhead time after 60 min of computation time, for each scenario. Scenarios (a)-(b) demonstrate the effect of input parameters, $c_{LOS,1}$ and $c_{Fuel}$, on the optimal route performance.

Table 3.3: LCDOT Network Results.

<table>
<thead>
<tr>
<th>case number</th>
<th>$c_{Fuel}$</th>
<th>$c_{LOS,1}$</th>
<th>$z_1$ (min)</th>
<th>total deadhead time (min)</th>
<th>iteration number</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>100</td>
<td>1</td>
<td>234.64</td>
<td>3388.33</td>
<td>17,677</td>
</tr>
<tr>
<td>b</td>
<td>1</td>
<td>1</td>
<td>195.63</td>
<td>3389.55</td>
<td>17,398</td>
</tr>
<tr>
<td>c</td>
<td>1</td>
<td>10</td>
<td>179.65</td>
<td>3452.61</td>
<td>23,726</td>
</tr>
<tr>
<td>d</td>
<td>1</td>
<td>100</td>
<td>169.42</td>
<td>3454.43</td>
<td>16,055</td>
</tr>
</tbody>
</table>

Figure 3.6 depicts the sensitivity of the solutions to the selection of the weights of the objective function. Note that, as expected, the higher the ratio of the $c_{LOS,1}/c_{Fuel}$, the more balanced the truck travel times.
On the other hand, another study has been conducted to see the remaining salt in the trucks before visiting salt domes for resource replenishment. We solve the problem for a higher salt application rate to use resources up to trucks’ capacity (alternatively, the problem can be solved for a long-storm scenario (i.e., multiple cycles) as well). In this test, we assume a salt application rate of $0.8 \text{ tons/mile}$ and $c_{\text{Fuel}} = c_{\text{LOS},1} = 1$. Again, fleet of $|K| = 25$ snow plow trucks (out of 4 different truck types) is used, each with the salt carrying capacity $L_k = 7, 7.5, 8, 11 \text{ tons}$ and $MPG_k = 9, 10, 11, 12 \text{ miles/gallon}$. All other input data are obtained from the LCDOT databases.

Figure 3.7 shows salt levels in each truck before replenishments. Letters a to y represent the trucks’ indices before each salt dome facility visit. Each truck can visit the facilities
more than once. Note that despite holding a high salt level (e.g., more than half of trucks’ capacity), a truck may still replenish salt. This often occurs when the next task link that a truck plows is long and the truck would run out of salt before finishing the task.

Figure 3.7: Salt level in trucks before replenishment.

Scenario 2: Multiple Priority Classes
This section presents the numerical results of applying model (3.2a) - (3.2l) to a hypothetical case where some of the roadway segments are given priority. We still use data from Lake County, Illinois. Since there is no priority among the plowing links under the jurisdiction of LCDOT, we prioritize links based on the level of daily traffic volume. We assume there are two classes of priority, $p \in \{1, 2\}$. High priority is given to about 12% of the total task links.
which have high traffic volume in a morning peak hour from historical data. It turns out that these high priority links are mostly near interstate highway I-94 and the main streets in the network. Following our solution algorithm in Section 3.3, we include in the objective the maximum time needed to complete high-priority task links, with weights $c_{LOS,1} = 20$ and $c_{LOS,2} = 10$.

Using the same input data and parameter values as in Section 2, we find from the numerical results that the total deadhead distance and deadhead time increase to 588.538 miles and 1107.536 min, respectively. Such reduction in efficiency is expected, however, as we now give priority to some of the links (rather than trying to plow all the links within the minimum distance/time).

### 3.4 Conclusion

Winter maintenance on roadways involves truck routing, plowing, salting, and salt replenishment. Total deadhead time and the operation time of each truck is affected by the route choices and time-of-day traffic congestion. It is important and yet challenging to find the optimum solution to the snow plow routing problem.

In this chapter, a mixed integer linear program is proposed to simultaneously minimize the total travel time of all snow plow trucks and the longest individual operation time under multiple plowing priority classes. A set of heuristic methods are developed and applied to case studies to verify the model formulation, algorithms, and to draw managerial insights. The computational results show that the proposed solution approach is capable of solving
the problem effectively.

Future research can be generalized in a few directions. In this chapter, only one cycle routing is formulated for each vehicle in a short snow storm. A possible extension is to develop a model formulation for a long-storm scenario under two possible options: (i) having exactly the same truck path sequence in different cycles, and (ii) enforcing a minimum time separation between two consecutive plowing of the same task links. In addition, in this research the possibility of system breakdown (e.g., satellite salt depot disruption or truck failure) is ignored; it would be interesting in the future to solve snow plow routing problem under stochastic reliability constraints. It would also be interesting to apply our model and solution approach to a comprehensive list of diverse networks for additional real-world case studies.
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Chapter 4

Dynamic Snow Plow Fleet Management under Uncertain Demand and Service Disruption

4.1 Introduction

This chapter addresses a fleet assignment problem for snow plow trucks under service disruptions and demand uncertainty. Figure 4.1 illustrates the problem over a planning horizon of discrete time periods (e.g., each for 30 min or an hour). Plowing or salting demand (which we call “tasks”) may include a set of roadway links along a number of designated snow routes that can be plowed within exactly one time period, and repeated demand may arise periodically or randomly over time. At the beginning of the planning horizon, we assume that a fleet of identical plow trucks are available at the main depot. They can be dispatched dynamically to complete the service tasks across the snow routes during the planning horizon. The completion of each task requires a truck to cover a particular segment of snow routes (i.e., location) at a particular time period.

\[\text{Hajibabai, L. and Ouyang, Y. (2014). Dynamic Snow Plow Fleet Management under Uncertain Demand and Service Disruption. Submitted to Transportation Research Record: Journal of the Transportation Research Board.}\]
At the beginning of each time period, decisions on fleet assignment to the tasks are made according to spatial and temporal distribution of the maintenance demand. Figure 4.2 shows the relationships among the spatial and temporal distribution of the tasks and fleet management in the network.
This problem involves several challenges. As aforementioned, additional tasks are arising either periodically or randomly over time and space subject to progression of the snow storm. The operations of trucks are sometimes subject to failure, possibly due to traffic congestion, mechanical breakdowns, or incidents. Some tasks, especially those on critical roadway links (such as emergency routes), often have priority and impose a strict service time window constraints (i.e., one or more time periods during which these tasks could be completed) to the fleet schedule. Violation to these time windows may result in severe penalties. In addition, in case service disruption occurs, the backlogged tasks will be counted as new tasks that must be addressed in the next time period. A truck in one specific location and time can be dynamically “repositioned” to a different location, but at a cost. This could occur to in-service trucks which would leave currently assigned tasks in order to serve potentially high priority regions (especially in case of service disruptions), replenish salt or chemicals, etc.). This could also occur to idling vehicles in anticipation of future tasks in certain regions. For
simplicity, we assume that all truck repositioning requires exactly one time period.

The remainder of this chapter is organized as follows. Section 4.2 presents the mathematical formulation of dynamic fleet management model under uncertainty. Section 4.3 introduces the solution technique and Section 4.4 presents the numerical results and discusses managerial insights. A discussion on the summary and future research directions is presented in Section 4.5.

4.2 Model Development

This section introduces a dynamic programming model for the stochastic snow plow fleet management problem. We first define the physical and temporal elements of the problem as follows. Let $\Psi$ be the set of physical snow routes in the transportation network, each of which generates a set of service tasks over time, $T$ be the number of discrete time periods in the planning horizon, and $\Gamma = \{0, 1, \cdots, T - 1\}$ be the times at which decisions are made.

For each $t \in \Gamma$, $i \in \Psi$, let $\hat{K}_{it}$ denote the number of trucks that first become available on route $i$ at time $t$, and $\hat{K}_t = (\hat{K}_{it})_{i \in \Psi}$ describe the spatial distribution of all newly realized trucks at time $t$. Let $\mathcal{K}_{it}$ be the number of trucks available on route $i$ at time $t$ before any new arrivals (e.g., from other routes) or failures, and $\mathcal{K}_t = (\mathcal{K}_{it})_{i \in \Psi}$ be the total number of trucks that are already available at time $t$. Then, $\mathcal{K}_t^+$ presents the total number of trucks that are available to be dispatched in time period $t$, where $\mathcal{K}_t^+ = \mathcal{K}_t + \hat{K}_t$ that includes all existing as well as newly realized trucks. Similarly, to keep track of the available tasks, for each $t \in \Gamma$, we define $\hat{A}_t$ to denote the set of tasks that first become available in time period
\( t \), and \( \mathcal{A}_t \) to be the tasks available at time \( t \) before the new arrivals in \( \hat{\mathcal{A}}_t \) are added to the system. Then, \( \mathcal{A}_t^+ \) presents the set of tasks available to be served at time \( t \), including the new tasks that just arrived in this period, i.e., \( \mathcal{A}_t^+ = \mathcal{A}_t \cup \hat{\mathcal{A}}_t \). Thus, \( \mathcal{A}_t^+ \) denotes the set of tasks that must be serviced by trucks on route \( i \) at time \( t \), i.e., \( \mathcal{A}_t^+ = \bigcup_{i \in \Psi} \mathcal{A}_{it}^+ \). In addition, \( \mathcal{A}_{it}^d \) is the set of deadhead links required to reach the available tasks on route \( i \) at time period \( t \).

Furthermore, we let \( \Gamma_a \) represent the time window for task \( a \in \mathcal{A}_t^+ \) to be completed. If any task \( a \) is not served within \( \Gamma_a \), it is assumed lost in that time period but backlogged for the future. If the time window \( \Gamma_a \) is tight (e.g., only a single time period), \( \mathcal{A}_t \) will be empty, meaning that there will be no tasks left over from time period \( t \) for the next time period. We let \( \mathcal{W}_t = (\mathcal{K}_t, \hat{\mathcal{A}}_t) \) represent the new information arriving in time period \( t \), where \( (\mathcal{W}_t)_{t=0}^T \) denotes our stochastic information process with realization \( \mathcal{W}_t(\omega) = \omega_t = (\mathcal{K}_t(\omega), \hat{\mathcal{A}}_t(\omega)) \).

The relevant state of our system is captured by the distribution of available trucks and tasks over a set of routes, i.e., \( S_t = \{\mathcal{K}_t, \mathcal{A}_t\} \). In practice, \( \mathcal{A}_t \) is relatively small since it represents the set of tasks left over from a previous time period and in special cases, where the time window is tight, we omit it from the state definition.

At each time period \( t \), a truck could do one of three things: serve a set of tasks, reposition, or sit idle. A truck can be repositioned by moving it (i) from one route to another, (ii) within one route (i.e., only deadheading on a route during a time period), or (iii) from a route to a salt dome for resource replenishment (and vice versa). We assume that the time required to move between any pair of routes is a single time period. The decision to sit idle is basically
equivalent to reposition from route $i$ to the same route $i$. Note that this decision is not favorable in the context of snow plow fleet management since we are not willing to waste truck resources while there are tasks to perform. For each $t \in \Gamma$ and $i,j \in \Psi$, decision variable $\eta_{ij}^t$ denotes the number of trucks repositioned from $i \in \Psi$ to $j \in \Psi$ at time $t \in \Gamma$, and variable $\mu_i^t$ represents the presence of a truck on snow route $i$ at time $t$, which equals 1 if a truck travels on route $i \in \Psi$ at time $t \in \Gamma$, or 0 otherwise. All decisions in period $t$ are captured in vectors $\mu^t \equiv (\mu_i^t)_{i \in \Psi}$ and $\eta^t \equiv (\eta_{ij}^t)_{i,j \in \Psi}$.

A number of cost parameters are defined for the system. We let $c_{ij}^p$ denote the cost of repositioning one truck from route $i$ to route $j$, $c_a^r$ be the reward for plowing task $a \in A_{it}^+$, and $c_a^d$ be the cost of deadheading through link $a \in A_{it}^d$. The decision to sit idle on route $i$ incurs a cost $c_{ii}^p$. Repositioning and deadheading cost coefficients can be defined as functions of distance, resource load in the truck, etc. Let $f_t(\mu_t, \eta_t)$ be the one-period reward function, which represents the total benefit gained from the decisions made at time $t$, and it can be written as follows.
\[ f_t(\mu_t, \eta_t) = \sum_{i \in \Psi} \left\{ \mu_i^t \left( \sum_{a \in A_i^+} c_{a}^r \lambda_{i,a}^t - \sum_{a \in A_i^d} c_{a}^d \lambda_{i,a}^t \right) - \sum_{i \in \Psi} \sum_{j \in \Psi} c_{ij}^p \eta_{ij}^t \right\}, \quad (4.1a) \]

subject to

\[ \sum_{j \in \Psi} \eta_{ij}^t(\omega) + \sum_{i \in \Psi} \mu_i^t(\omega) = k_{it} + \hat{k}_{it}, \forall i \in \Psi, \quad (4.1b) \]

\[ \mu_i^t(\omega) \in \{0, 1\}, \forall i \in \Psi, \text{ and} \]

\[ \eta_{ij}^t(\omega) \geq 0, \forall i, j \in \Psi, \quad (4.1d) \]

where \( \lambda_{i,r}^t \) and \( \lambda_{i,d}^t \) are the number of tasks and deadheads required to reach the tasks on route \( i \) at time \( t \). Constraints (4.1b) enforce the conservation of truck flow since each truck on route \( i \) at time \( t \) must either serve a set of tasks by traveling on a route (\( \mu_i^t \)) or be repositioned (\( \eta_{ij}^t \)). Constraints (4.1c) and (4.1d) ensure the binary and non-negativity requisites of decision variables.

In order to further express the dynamics of the system over time, we define \( A_t^e(\mu_t) \) to denote the set of expired tasks that are either served or never served by the end of the time window. Thus, the dynamics of the tasks and trucks are

\[ A_{t+1} = A_t^+ \setminus A_t^e, \quad (4.2) \]

\[ K_{j+1}^t(\omega) = \sum_{i \in \Psi} \eta_{ij}^t(\omega) + \sum_{j \in \Psi} \mu_j^t(\omega), \forall j \in \Psi, \quad (4.3) \]

where (4.3) counts how many trucks move to route \( j \) at time \( t + 1 \). Our objective is to
maximize the expected benefits over the planning horizon, given an initial state $S_0$, as follows.

$$\max_{\mu_0, \eta_0} f_0(\mu_0, \eta_0) + \mathbb{E}\left\{\sum_{t \in \Gamma \setminus \{0\}} \max_{\mu_t, \eta_t} f_t(\mu_t, \eta_t) \right\}.$$  

(4.4)

Thus, the overall optimization problem is represented by (4.1b)-(4.1d), (4.2)-(4.3), and (4.4).

### 4.3 Solution Technique

We use an ADP approach with CAVE updates (Godfrey and Powell, 2002a) to solve problem (4.1b)-(4.1d), (4.2)-(4.3), and (3.2a). In so doing, we first rewrite the objective function (3.2a) into equivalent Bellman’s equations,

$$V_t(S_t) = \mathbb{E}\{\max_{\mu_t, \eta_t} f_t(\mu_t, \eta_t) + V_{t+1}(S_{t+1})|S_t\}.$$

The corresponding problem for a single sample realization is

$$V_t(S_t, \omega) = \max_{\mu_t(\omega), \eta_t(\omega)} f_t(\mu_t(\omega), \eta_t(\omega)) + V_{t+1}(S_{t+1}(\omega)).$$

Our problem, in its current form, suffers from a huge state space (i.e., too many combinations of total available trucks and tasks over all times $t \in \Gamma$ on all snow routes $i \in \Psi$). Recall that we exclude $A_{t+1}$ from the state variable definition. We further substitute our value function $V_{t+1}(S_{t+1})$ with an approximation $\hat{V}_{t+1}(K_{t+1})$, which is only a function of the available trucks.
vector. Our problem for one sample realization is now written as

$$\tilde{V}_t(K_t, \omega) = \max_{(\mu_t(\omega), \eta_t(\omega))} f_t(\mu_t(\omega), \eta_t(\omega)) + \tilde{V}_{t+1}(K_{t+1}(\omega)), \quad (4.5)$$

subject to

$$(4.1b) - (4.1d), \text{ and } (4.3).$$

In the above, we use a concave piece-wise linear approximation $\sum_{i \in \Psi} \tilde{V}_{it}(K_{it})$ for estimating $\tilde{V}_t(K_t)$, which is more flexible and effective than linear approximations. Equations (4.1b)-(4.1d), (4.3), and (4.5) represent a network flow problem and the solution to the approximated sub-problem will be integer valued if we guarantee that the break-points of the piece-wise linear function $\tilde{V}_{it}(K_{it})$ occur at integer values of $K_{it}$.

### 4.3.1 Algorithm Framework

The general algorithm includes (i) a forward simulation and (ii) a value function update procedure. In the forward simulation, we generate a random future outcome $\omega$ and solve a sequence of network sub-problems (4.1b)-(4.1d), (4.3), and (4.5) for $t = 0, 1, \cdots, \Gamma - 1$, using the current approximation of the expected value function. We then use the dual sub-gradient information $\pi^+_{it}$ and $\pi^-_{it}$ derived from solving our dynamic fleet management problem (i.e., the network sub-problems) to update the value function approximations $\tilde{V}_{it}(K_{it})$ using the CAVE algorithm, and we ensure the concavity of the estimation at each iteration $n$ (see Godfrey and Powell (2001, 2002a) for more detail). These stochastic sub-gradients are basically the flow-augmenting and flow-decrementing dual values and provide the marginal
benefit (or loss) of one more (or one fewer) truck on each snow route.

Figure 4.3 summarizes the steps of our general algorithm framework for the multi-stage stochastic value function approximation. In the CAVE algorithm, three parameters control the amount of change in the piece-wise approximation $\hat{V}(K_{it})$ at each iteration: (i) parameter $\varepsilon^-$, (ii) parameter $\varepsilon^+$, where $[K_{it} - \varepsilon^-, K_{it} + \varepsilon^+]$ is the smallest updating range for the piece-wise approximation, and (iii) updating parameter $\alpha$ for the segment slopes. We first initialize these updating parameters and get the dual stochastic sub-gradients $\pi_{it}^-$ and $\pi_{it}^+$ from solving the problem (4.1b)-(4.1d), (4.3), and (4.5) in an iteration of the algorithm for a given $\omega$ and an estimation of the value function approximation. We then update the value function approximation following the CAVE algorithm.
Figure 4.3: The multi-stage stochastic value function approximation algorithm; general framework (Godfrey and Powell, 2002a).

Figure 4.4 illustrates the embedded CAVE procedure. Given the state value on each route $i$ at each time $t$ at an iteration of the algorithm, we define the update interval for the value function approximation on each route $i$ at each time $t$, and create new break points. In so doing, we compare the sub-gradient values $\pi_{it}^-$ and $\pi_{it}^+$ with the segment slopes of
the approximation at \((n - 1)^{th}\) iteration on each route \(i\) at time \(t\). We determine how many segments have slopes less than or equal to the dual sub-gradients (i.e., determine \(n_{it}^-\) and \(n_{it}^+\)).

Then, we compare the break points at \(n_{it}^-\) with \(K_{it} - \varepsilon^-\) and break points at \(n_{it}^+\) with \(K_{it} + \varepsilon^+\), and extend the update interval \([K_{it} - \varepsilon^-, K_{it} + \varepsilon^+]\) if necessary. Afterwards, we perform the update procedure over the update interval by comparing the stochastic sub-gradients’ values with the slopes of the current approximation on both sides of the state value on route \(i\) at time \(t\) to maintain concavity (i.e., accepting larger slopes on the left and smaller ones on the right-hand-side of the state value break point). At each iteration \(n\), declining step-size rules are applied to parameters \(\varepsilon^-\), \(\varepsilon^+\), and \(\alpha\) for stability. It can be proved that the concavity of the approximation is preserved under the updating rules (Godfrey and Powell, 2001).

To guarantee integer solutions from our approximation, parameters \(\varepsilon^-\) and \(\varepsilon^+\) need to be defined as positive integers so that the break-points always occur at integer values of \(K_{it}\).
Figure 4.4: The multi-stage stochastic value function approximation algorithm; CAVE procedure (Godfrey and Powell, 2002a).

An illustration of the updating procedure for a particular state and set of gradient estimates appear in Figure 4.5 and 4.6. For simplicity, we assume that $\alpha = 1$ in both examples.

In Figure 4.5, $\pi^-(S) \geq v^2$ and $\pi^-(S) \geq v^3$, therefore $n^- = 2$. However, $\pi^+(S) \geq v^3$, so $n^+ = 3$. Thus, we stretch the updating range from $[S - \varepsilon^-, S + \varepsilon^+]$ to include $u^{n^+} = u^3$ on the right side to maintain concavity, leading to the update range of $[S - \varepsilon^-, u^3]$. New break-points are added at $S - \varepsilon^-$ and $S$, where both are between $u^1$ and $u^2$, with slopes initialized to $v^1$. In this example, updating decreases all of the slopes in UR. Similarly, in

$$v_{it}^0 = 0, u_{it}^0 = 0$$

Initialize parameters $\varepsilon^-, \varepsilon^+, \alpha$

Find gradients $\pi_{it}^-$ and $\pi_{it}^+$ for a given $\omega$

$$n_i^- = \min \{ n \in N : v_{it}^n \leq (1-\alpha)v_{it}^{n+1} + \alpha \pi_{it}^- \}$$

$$n_i^+ = \min \{ n \in N : v_{it}^n < (1-\alpha)v_{it}^{n+1} + \alpha \pi_{it}^+ \}$$

$$UI = \left[ \min \{ \kappa_{it} - \varepsilon^-, u^{n^-} \}, \max \{ \kappa_{it} + \varepsilon^+, u^{n^+} \} \right]$$

Create new break points

$$v_{it,new}^n = \alpha \pi_{it} + (1-\alpha)v_{it,old}^n$$

where

$$\begin{cases} 
    \pi_{it} = v_{it}^-, & \text{if } u_{it}^n < \kappa_{it} \\
    \pi_{it} = v_{it}^+, & \text{o.w.}
\end{cases}$$
Figure 4.6, $n^- = 1$ and $n^+ = 2$, hence we stretch the updating range $[S - \varepsilon^-, S + \varepsilon^+]$ to include $u^n^- = u^1$ on the left side, which leads to $UR = [u^1, S + \varepsilon^+]$. Then, we insert new break-points at $S$ and $S + \varepsilon^+$ with initial slopes $v^1$ and $v^2$, respectively. Here, updating increases the slopes over $[u^1, S) \cup [u^2, S + \varepsilon^+]$ and decreases the slopes over $[S, u^2)$.

![Diagram](image1)

Figure 4.5: Example of CAVE update; example 1 [source: Godfrey and Powell (2001)].

![Diagram](image2)

Figure 4.6: Example of CAVE update; example 2 [source: Godfrey and Powell (2001)].
4.3.2 Network Representation of One-Step Decisions

A two-stage time-space network illustration of the decisions at time $t$ is presented in Figure 4.7. In the first stage of time $t$, each truck either travels to a route to serve available tasks, or is repositioned, or sits idling. Each node on the left side of the network represents a route $i$ with available truck supply $K_{it}$. From each origin node, three types of arcs (i.e., service arcs on each route, repositioning arcs between routes within an allowable travel distance, and idling arcs to the same route) are constructed. The cost on the task arcs is

$$\sum_{a \in A^+_t} c^r_{a} \lambda^r_{i,a} - \sum_{a \in A^+_t} c^d_{a} \lambda^d_{i,a}$$

and their upper capacity is $|A^+_t(\omega)|$. The repositioning arcs have cost $-c^p_{ij}$ and upper capacity $+\infty$.

For each time period $t \in \Gamma$, we approximate $V_t(K_t)$ by a summation of one-dimensional separable functions $\hat{V}_t(K_t) = \sum_{i \in \Psi} \hat{V}_{it}(K_{it})$ from CAVE. We actually incorporate the CAVE update $\hat{V}_{j,t+1}$ into the second stage decisions of the network sub-problem (time $t + 1$). For each piece-wise linear segment in $\hat{V}_{j,t+1}$, we construct an arc from each node ($j,t+1$) to a sink node (Figure 4.7). In our network model (first stage), we do not constrain the repositioning flow between route $i$ and $j$ at time $t$, however, the CAVE algorithm (second stage) limits the number of repositions instead. In other words, since slopes $v^n_{j,t+1}$ decrease monotonically over iteration $n$, all trucks move to the destination node in the order determined by $\hat{V}_{j,t+1}$. This means that it is optimal to let trucks flow through the link with the highest marginal benefit until its upper capacity is reached, and then through the link with the next highest marginal benefit, etc. This is the key reason for maintaining concavity in the CAVE algorithm.

Finally, the state $S^+_t$ is updated to $S^+_{t+1}$ by solving the time-$t$ network sub-problem in
the first stage, updating the value function estimation in the second stage, and then adding new tasks and trucks (including truck failures) from $\hat{A}_{t+1}$ and $\hat{K}_{t+1}$. We keep generating and solving this sequence of sub-problems until $t = T - 1$ is reached. Further iterations are run using new random samples as desired. The proposed network configuration leads to fast integer optimal solutions.

Figure 4.7: Illustration of the sub-problem at time $t$ in two stages: first stage (time $t$ decisions; left side) and second stage (time $t + 1$ decisions; right side) (Godfrey and Powell, 2002a).

### 4.4 Numerical Results

The proposed solution approach in Section 4.3 is applied to a snow plow operation scenario for Lake County, Illinois. Figure 4.8 shows the existing snow links, salt domes, and the trucks depot (i.e., salt dome number 1) in the network, per Hajibabai et al. (2014b). A planning horizon of 160 minutes, which equals to the longest cycle time across all snow routes from/to
the depot, is chosen. It is split into 20 min time periods (i.e., 8 time periods in total).

Table 4.1 also presents other data parameters we use to construct our experiments. We assume that at each iteration $n$ of the algorithm, tasks arise randomly (i.e., following a Poisson random process) over a set of at most 25 designated snow routes. We assume that any truck may serve any set of tasks on route $i$ at time $t$. Serving tasks generates benefit and it simultaneously incurs a cost that is associated with truck movement on the deadhead links. The completed tasks will be eliminated from the set of available tasks in the next time period. Trucks may fail (following an independent random process) to serve tasks on any route $i$ and any time $t$. In case service disruption occurs on a route $i$ and a time $t$, the backlogged tasks will be counted as new tasks in the next time period $t + 1$. If no task is available on a route $i$ at a time period $t$ (i.e., all deadhead travels over a time period $t$), traveling on that route $i$ is counted as a repositioning.
Figure 4.8: Optimal snow plow routes from Lake County, Illinois.
Table 4.1: Parameters for stochastic experiments.

<table>
<thead>
<tr>
<th>parameter characteristic</th>
<th>attribute value</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of routes</td>
<td>at most 25 (Lake County, IL snow routes)</td>
</tr>
<tr>
<td>number of trucks</td>
<td>equal to the number of routes</td>
</tr>
<tr>
<td>planning horizon length, $\Gamma$</td>
<td>8 periods</td>
</tr>
<tr>
<td>time window length</td>
<td>1 period (20 min)</td>
</tr>
<tr>
<td>number of tasks over simulation</td>
<td>approximately 1000 (Lake County, IL task links)</td>
</tr>
<tr>
<td>net task revenue ($/mile$)</td>
<td>10</td>
</tr>
<tr>
<td>deadhead cost ($/mile$)</td>
<td>1</td>
</tr>
<tr>
<td>repositioning cost ($/mile$)</td>
<td>1</td>
</tr>
</tbody>
</table>

The cost of repositioning is an important parameter. If the repositioning cost is too high, the problem can almost be decomposed by route since trucks would not be willing to move to another route. When the problem becomes more separable, we expect the CAVE algorithm performs better too. We define the repositioning cost as a linear function of shortest path distance from route $i$ to route $j$ at time $t$. Similarly, the deadheading cost is defined as a function of deadhead distance on the optimal snow plow routes.

The proposed solution algorithm is coded in C++ and run on a desktop computer with 2.67 GHz CPU and 3.00 GB memory. We call the CPLEX solver (Clarke, 2004) within our program to solve the network sub-problem (4.1b)-(4.1d), (4.3), and (4.5). Table 4.2 reports the trucks’ movements decisions (i.e., repositioning or performing tasks) over the planning
horizon within a few minutes of computation time. At each iteration of the algorithm our proposed model determines the optimal decisions for either performing tasks or repositioning. Due to space limit, only 5 out of total available routes in the last iteration of the algorithm are presented. It can be observed that the total number of repositions at each time period $t$ are quite small, implying that the trucks mainly stick to their assigned routes to decrease the total cost (based on the current parameter setting). In case of excessive repositioning, a threshold can further be determined (e.g., 0.1% repositions) to avoid unnecessary re-routes before finishing the assigned tasks on route $i$ at time $t$. 
Table 4.2: Summary of the truck movements (repositioning and performing tasks) over time.

<table>
<thead>
<tr>
<th>route</th>
<th>available trucks</th>
<th>repositioned trucks</th>
<th>available tasks</th>
<th>performed tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>1</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Figure 4.9 (a)-(c) respectively depicts the total benefit gained from the decisions at each time period, total tasks performed, and total repositions over the planning horizon. To evaluate the performance of the CAVE approximation in the presence of uncertainty, we compare our solutions with those of a benchmark greedy strategy (i.e., a rolling-horizon heuristic algorithm, which solves the problem at time $t$ using what is known at time $t$).

**Figure 4.9**: (a) Total benefit, (b) total number of repositions, and (c) total number of tasks performed at each time period $t$.

Furthermore, a set of sensitivity analyses is conducted on the value of the cost and
revenue parameters in the model (See Figure 4.10 (a)-(c)). Each graph represents variations of the objective value (4.1a) based on the changes in (a) net revenue (per mile), (b) deadhead cost per mile, and (c) reposition cost per mile. Each graph is generated by only increasing one parameter value and fixing the other two parameters by the values presented in Table 4.1. Figure 4.10 (a) shows that the objective value (i.e., total benefit) increases when net revenue parameter grows from 1 to 1000 $/mile. It is also observable from Figure 4.10 (b) that the objective value decreases by increasing the deadhead cost parameter value from 1 to 1000 $/mile. Besides, Figure 4.10 (c) depicts a decreasing trend for the objective value with respect to the increase in the value of the repositioning cost parameter (similarly from 1 to 1000 $/mile).

We can observe that the objective value is more sensitive to the deadheading cost parameter than repositioning. This trend occurs because the network forces a lot of deadhead links in between the maintenance task links, while the number of repositionings in the network are often less as trucks often tend to take care of their assigned tasks unless unexpected conditions happen. In addition, the amount of decrease varies for different values of the deadheading as well as repositioning cost per mile, i.e., the slope of graphs (b) and (c) change while maintaining the decreasing trend. This is due to the stochasticities that we have in our problem (e.g., demand pattern) that affects our decisions (i.e., moving to the assigned routes (including the deadheads) or repositioning) at each location $i$ and time $t$.

---

2Deadhead links are the links that are not under the jurisdiction of the winter maintenance agency (here, LCDOT) and cannot be salted/plowed but can be passed in the truck routing procedure.
Figure 4.10: Total benefit with respect to revenue and cost parameter values: (a) net revenue ($/mile), (b) deadheading cost ($/mile), and (c) repositioning cost ($/mile).
A comparison of total benefit is illustrated in Figure 4.11. This experiment shows that the proposed method outperforms the greedy algorithm by an average of 5.8\% over the planning horizon.

![Graph showing comparison to an alternative algorithm at each time period.](image)

Figure 4.11: Comparison to an alternative algorithm at each time period $t$.

The advantage of the proposed solution approach lies primarily in the superior repositioning decisions made under resampling. Recall that the purpose of repositioning is basically to move trucks to routes with better future opportunities. However, if the future develops differently than expected, such movements incur penalties in two-fold: (i) the wasted repositioning cost and (ii) the opportunity cost of the wrong decision. Repositioning becomes more like a guessing game as the number of routes increases. Since resampling provides a richer view of the future than a single expectation, guessing under resampling is more likely
to lead to better understanding of future opportunities. Furthermore, the gap between resampling and using a single expectation increases as the fleet size decreases, which is due to the more significant consequences of unnecessary repositioning.

4.5 Conclusion

This chapter presents a stochastic dynamic fleet management model for snow plow trucks during winter storms, where the snow maintenance demand is uncertain and service disruption may occur. The problem is formulated into a dynamic programming model, and an approximate dynamic programming solution procedure using a CAVE approximation algorithm for estimating the value function is introduced. The proposed solution technique is applied to a real-world case study in Lake County, Illinois. Besides, a set of sensitivity analyses has been conducted to capture the impact of the cost/revenue parameter values on the optimal decisions at each stage and total benefit over the planning horizon. Computational results show that the proposed algorithm is able to solve the problem effectively and outperforms a rolling-horizon heuristic solution. Alternatively, to compare the performance of the proposed methodology, a genetic algorithm (GA) can also be developed. However, the decision space in the GA framework will be very large in this case as our decision variables include time and location indices. Therefore, the chromosome length (i.e., the length of the string of our decision variables) will be very long and thus, we need to generate a large population for that chromosome length. This makes the algorithm inefficient; therefore, it is skipped in this dissertation.
Future research can be conducted in a few directions. A possible extension to our work is to develop more benchmark solution strategies and compare the numerical results following each technique. It is also interesting to consider different approximation methods for value function approximations. Furthermore, incorporating live traffic information as well as online location data from the service trucks can improve model realism and lead to more efficient snow plow fleet management during adverse winter conditions.
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Chapter 5

Strategic Planning: Satellite Salt Replenishment Location Optimization

In this chapter we propose models and solution algorithms to determine the optimal number and location of satellite salt replenishment facilities prior to snow plow route design (see Figure 5.1). We simultaneously consider the facility location design, required distribution networks, and transportation plans as well as routing cost for snow plow trucks per network design. A version of this work has been done for the biofuel supply chain design and multi-modal transportation infrastructure expansion.\(^1\) Although it is applied to another case study, mathematical models and solution algorithms can partially hold for this chapter.

5.1 Introduction

This chapter proposes an integrated mathematical model for strategic planning of network design that encompasses salt dome number and location, transportation (both general roadway users and snow plow trucks’ routing), and possible infrastructure capacity expansion. Figure 5.2 illustrates the relationship among these components. Our objective is to minimize the total cost including the transportation costs (for snow plow trucks and traveling public),

Figure 5.1: Strategic decisions: salt dome facility location design and roadway capacity expansion.
the infrastructure investments (in both new salt dome construction and network capacity expansion), and routing cost. The snow plow trucks and existing users’ transportation part of the problem can be modeled as a traffic assignment problem, the salt dome location part of the problem generally can be modeled as a fixed-charge facility location problem, and the snow plow trucks’ routing is approximately modeled (instead of solving vehicle routing problem within the integrated framework) to determine the routing cost under optimal network design. The integration of facility location, public/truck transportation, truck routing, and infrastructure expansion makes the problem very difficult to solve. We propose a genetic algorithm to handle the facility location and infrastructure capacity expansion part of the problem, while using embedded convex combination algorithm to solve the traffic assignment decisions and continuous approximation algorithm to take care of the optimal routing cost.

Figure 5.2: Interactions among transportation planning, facility location, and infrastructure capacity expansion.

It shall be noted that although this chapter focuses specifically on salt replenishment facility location problem due to its importance, the modeling framework can be applied to a wide range of application contexts (e.g., urban land use development, biofuel supply chain design). Similar problems would arise as long as the origins, destinations, and paths
of multiple types of commodity flow are determined simultaneously, while the capacity of network links could be expanded to mitigate congestion.

The exposition of this chapter is as follows. Section 5.2 focuses on the mathematical formulation and the notations used in the model. Section 5.3 introduces the solution approach that has been used to solve the problem. In the future, Section 5.5 will present the empirical case study for the Lake County network, Illinois.

5.2 Model Formulation

This section presents a mixed integer non-linear program (MINLP) that simultaneously addresses salt dome location, snow plow truck routing, and infrastructure expansion decisions under traffic congestion. The objective of our model is to minimize the total costs for the entire planning and operations including the investments in new salt dome construction and network capacity expansion, and routing and transportation cost (for snow plow trucks and public travel delay).

For transportation cost under congestion, we consider service truck movements from salt dome locations to demand areas. We let $I^d$ represent the set of service truck demand locations. Let $J$ denote the set of candidate locations for salt domes including the existing facilities as well as new candidates. Trucks dispatch from salt dome $j \in J$ with supply $h^s_i$ to region $i \in I^d$ that has maintenance demand $h^d_i$. The unit of $h^d_i$ is hourly passenger car equivalents (PCE), which are estimated based on full-truck load (salt capacity) in volume and hourly passenger car flow equivalent for trucks (HCM, 2000).
The construction of a salt dome at location $j \in J$ involves a fixed cost of $m_j$ and a resource (e.g., salt, chemicals, etc.) capacity of $C_j$. In this study, we simply assume a fixed salt dome capacity for each candidate location. Sometimes, the refinery capacity at one given location could be selected from a discrete set. In such cases, the location part of the model should follow the multi-type facility location formulation (Akyüz et al., 2012; Klose and Drexl, 2005; Jen et al., 1968) by introducing additional decision variables that indicate the salt dome capacity (i.e., facility type) at each candidate location. The selection of locations for salt domes is determined by decision variables $Y_j$ as follows:

$$Y_j = \begin{cases} 
1 & \text{if a salt dome is built at } j \in J, \\
0 & \text{otherwise.}
\end{cases}$$

We assume each salt dome facility $j$ dispatches trucks to visit maintenance task links at a fixed frequency; we use $X$ to denote the number of visits of a task link in a year. Let $\gamma_j$ be the total number of tasks served in a specific salt dome $j$ neighborhood, $\lambda$ be the number of tasks each truck can serve (i.e., truck capacity), $D_{i'j}$ be the distance between task link $i' \in A$ and salt dome $j$. Shen and Qi (2007) show that the optimal VRP distance $V_j$ can be approximated by the following formulation:

$$V_j \approx 2 \left( \sum_{i' \in A} \frac{\mu_{i'}}{N} D_{i'j} \right) / \lambda + (1 - 1/\lambda) \Phi \gamma_j \left( \frac{A'}{N} \right)^{0.5},$$

where $\mu_{i'}$ is the yearly maintenance demand at task link $i'$, given total tasks $N$ uniformly scattered in area $A'$. $\Phi$ is a constant value that is assumed 0.75 for Euclidean metrics (Shen
and Qi, 2007). Figure 5.3 illustrates the clusters for each salt dome neighborhood (truck routing is only shown in one of the clusters). Trucks will be dispatched from the main depot to each salt dome neighborhood and tasks will be performed within each salt dome neighborhood following a routing procedure. Trucks will then go back to the main depot. We estimate these truck travel costs using (5.1), which includes, in the first term, the weighted average maintenance demand in each cluster according to the distance of each task link to its assigned salt dome facility. The second term estimates the traveling salesman cost in each cluster, which is the major cost component (higher weight, as $\lambda$ is large) in this estimation.

![Routing cost approximation.](image)

Figure 5.3: Routing cost approximation.
Suppose that trucks move through a transportation network containing a set of roadway links $A$. An imaginary node, $S^d$, is added as a source node for the demand transportation, which is connected by a set $V$ of virtual links to candidate location $j \in J$ if there is an open facility (i.e., $Y_j = 1$). This can be interpreted as considering node $S^d$ as the only origin of truck transportation to the set of demand points $I^d$ as destinations. This ensures that all the flows from the source node will pass through at least one open salt dome. Figure 5.4 schematically illustrates the problem, which includes salt dome location, maintenance demand points, the transportation network, and origin/destination of the transportation flows (i.e., background traffic a well as service truck routing).

Let $K^{d,i}$ denote the set of roadway paths from the source node $S^d$ to a demand point $i \in I^d$. Demand flow $f^{d,i}_k$ travels from $S^d$ to $i \in I^d$ on a possible path $k \in K^{d,i}$. Link-arc
incidence parameter $\delta_{a,k}^{d,i}$ (Sheffi, 1985) is further introduced as follows:

$$\delta_{a,k}^{d,i} = \begin{cases} 
1 & \text{if path } k \in K^{d,i} \text{ includes link } a \in A, \\
0 & \text{otherwise}. 
\end{cases}$$

Similarly, parameter $\Delta_{j,k}^{d,i}$ is defined for the virtual links connected to roadway network:

$$\Delta_{j,k}^{d,i} = \begin{cases} 
1 & \text{if path } k \in K^{d,i} \text{ includes node } j \in J, \\
0 & \text{otherwise}. 
\end{cases}$$

Link flows on these virtual link $v_j^d$ represent salt dome throughput at location $j \in J$. It can be expressed as $v_j^d = \sum_{i \in I^d} \sum_{k \in K^{d,i}} f_{k}^{d,i} \Delta_{j,k}^{d,i}$. In addition to the roadway maintenance demand flows, we assume that there are passenger traffic flows on the roadway transportation network from a set of origins, $O$ to a set of destinations, $D$. Let $K^{o,d}$ denote the set of paths connecting a passenger flow origin $o \in O$ and destination $d \in D$ through the roadway network, and let $f_{k}^{o,d}$ represent the flow on path $k \in K^{o,d}$. On each roadway link $a \in A$, the total passenger flow is $\sum_{o \in O} \sum_{d \in D} \sum_{k \in K^{o,d}} f_{k}^{o,d} \delta_{a,k}^{o,d}$, where $\delta_{a,k}^{o,d} = 1$ if path $k \in K^{o,d}$ contains link $a \in A$, and 0 otherwise.

In summary, the total link flow $x_a$ for all $a \in A$ is the summation of the background (passenger) flow and the demand transportation flow, that is,

$$x_a = \sum_{o \in O} \sum_{d \in D} \sum_{k \in K^{o,d}} f_{k}^{o,d} \delta_{a,k}^{o,d} + \sum_{i \in I^d} \sum_{k \in K^{d,i}} f_{k}^{d,i} \delta_{a,k}^{d,i}, \forall a \in A. \quad (5.2)$$
We consider the option of expanding roadway link capacity (especially in local areas close to salt dome facilities); let decision variable $Z_a \in \{0, 1, 2, \cdots\}, \forall a \in A$ be the number of lanes added to link $a$, and each additional lane yields a known extra capacity of $q_a$. The capacity of link $a$ after the capacity expansion is the summation of the original link capacity $Q_a$ and the additional capacity; that is, $Q_a + Z_a q_a$. The travel time on link $a \in A$, denoted by $t_a(x_a, Z_a)$, is assumed to take the following BPR function form based on the traffic volume and expanded link capacity $t_a(x_a, Z_a) = t_0 \left(1 + \alpha \left(\frac{x_a}{Q_a + Z_a q_a}\right)^\beta\right), \forall a \in A$, where constant parameters $\alpha = 0.15$ and $\beta = 4$ (BPR, 1970). The cost for roadway link capacity expansion, $c_a(Z_a), \forall a \in A$, can be expressed as the product of link length $l_a$, the additional capacity $q_a Z_a$, and a cost coefficient $w$ (Unnikrishnan et al., 2009), that is $c_a(Z_a) = w l_a q_a Z_a, \forall a \in A$.

The mathematical optimization model that integrates location, routing, and network design, and transportation decisions can be expressed as (5.3a)-(5.3h). The objective function (5.3a) minimizes the total system cost, which includes facility construction investment, infrastructure capacity expansion cost, costs for transportation, and public travel cost, respectively. Parameter $\rho$ converts link travel time to travel cost and reflects a relative weight of total travel cost against the construction costs. This system optimal objective may be more suitable for centrally controlled trucks than for the public traffic (e.g., Aziz and Ukkusuri (2012)). Constraints (5.1) estimate the routing cost in each salt dome $j$ neighborhood. Constraints (5.2) indicate that the traffic flow on each roadway network link is the sum of the background traffic and the passenger car equivalent demand truck flows on roadway network. Constraints (5.3b) ensure that the flow on each virtual link is the sum of the demand flow.
from all paths which contain node \( j \in J \). Constraints (5.3c) show that the sum of all demand flows into a demand point should be equal to the demand at that point. Constraints (5.3d) ensure that the flow \( v^d_j \) can be any non-negative value no greater than the capacity of the salt dome at candidate location \( j \in J \) (if there is a salt dome at that node). Constraints (5.3e) ensure that the total capacity of salt domes should exceed the total demand. Finally, constraints (5.3f)-(5.3h) define the binary and non-negative variables.

\[
\text{minimize} \quad \sum_{j \in J} (m_j Y_j + \rho' V_j) + \sum_{a \in A} (c_a(Z_a) + \rho x_a t_a(x_a, Z_a)) \quad (5.3a)
\]

subject to \( (5.1), (5.2), \) and

\[
v^d_j = \sum_{i \in I^d} \sum_{k \in K^{d,i}} f^{d,i}_k \Delta^{d,i}_{j,k}, \forall j \in J, \quad (5.3b)
\]

\[
h^d_i = \sum_{k \in K^{d,i}} f^{d,i}_k, \exists i \in I^d, \quad (5.3c)
\]

\[
v^d_j \leq C_j Y_j, \forall j \in J, \quad (5.3d)
\]

\[
\sum_{i \in I^d} h^d_i \leq \sum_{j \in J} C_j Y_j, \forall i \in I^d, j \in J, \quad (5.3e)
\]

\[
Y_j \in \{0, 1\}, Z_a \geq 0, \text{integer}, \forall j \in J, a \in A, \quad (5.3f)
\]

\[
f^{d,i}_k \geq 0, \forall i \in I^d, k \in K^{d,i}, \quad (5.3g)
\]

\[
f^{o,d}_k \geq 0, \forall o \in O, d \in D, k \in K^{o,d}. \quad (5.3h)
\]
5.3 Solution Approach

The integrated mathematical model (5.1)-(5.2) and (5.3a)-(5.3h) involves non-linearity and mixed integer variables, and hence it is very difficult to solve this model to exact optimality. To overcome this challenge, we propose a hybrid solution approach that integrates the genetic algorithm (Goldberg, 1989), continuous approximation (Daganzo, 2005; Shen and Qi, 2007), and traffic assignment algorithm (Frank and Wolfe, 1956; Sheffi, 1985).

5.3.1 The GA Framework

The GA has been used to effectively solve transportation network design problems (e.g., Ukkusuri et al. (2007); Putha et al. (2012)). It begins with a population of individuals that develops through generations based on the principle of “survival of the fittest.” Interested readers are referred to Goldberg (1989) for more details on GA.

The general framework for our GA approach is depicted in Figure 5.5. First, the basic parameter setting such as the size of population ($n$) and the probabilities of crossover and mutation must be initialized. We define a chromosome to be a binary vector representation of the integer variables $\{Y_j\}$ and $\{Z_a\}$, such that the length of the chromosome depends on $|J|$, $|A|$, and the maximum number of lanes we may add to a roadway link. If we only allow at most one lane addition to each link (i.e., $Z_a \in \{0, 1\}$, $\forall a \in A$), then the length of the chromosome is simply $|J| + |A|$.

In the initialization step, chromosomes are randomly generated for the first population, and each chromosome should satisfy constraints (5.3e) to ensure feasibility of the solution; that is, the total maintenance demand should not exceed the total capacity of the salt dome.
facilities. Each chromosome in the population contains information on the facility location and road expansion decisions. Based on this information we perform traffic assignment to determine near-optimal link traffic volumes on roadway network \( \{x_a\} \). We also determine the optimal clusters to assign task links to salt replenishment facilities and estimate the truck routing cost \( V_j \). The detail of this step is explained in the following section. The fitness function that we use to evaluate and rank each chromosome is the inverse of the objective value.

GA creates chromosomes for new populations through a series of operations including selection, crossover, and mutation. The tournament selection technique is used to choose the chromosomes for later perturbations in crossover and mutation operations. The crossover uses a multi-point technique where cross points are randomly selected for each part of the chromosome (e.g., those corresponding to location decisions \( \{Y_j\} \) and capacity expansion decisions \( \{Z_a\} \)). Then, a bit-wise mutation is used, that is, each cell of the chromosome (i.e., gene) is randomly flipped according to the probability of mutation. All parts of the chromosome are mutated in the same way but the cells representing the location decision are never switched with the cells representing the capacity expansion decision. Again, any newly generated chromosome should satisfy constraints (5.3e) or otherwise it will be discarded. Finally, the algorithm terminates either when the predetermined maximum number of generations is reached, or if the best solution has not been improved over a certain number of consecutive generations. The best chromosome over all generations is recorded as the solution to the problem.
Figure 5.5: General Framework of the GA approach.
5.3.2 Routing Decisions for a Given Chromosome

As discussed above, the facility location and roadway capacity expansion decisions are determined by the chromosomes in the GA framework. We cluster task links \( i' \in A \) into \( j \) optimal salt replenishment facility locations and estimate the routing cost for the current network design according to (5.1). We also use a convex combination algorithm to solve the remaining routing decisions (trucks and general roadway users traffic volume). For any given chromosome, the sets of decision variables \( \{Y_j\} \) and \( \{Z_a\} \) are known, therefore model (5.2) and (5.3a)-(5.3h) reduces to a simpler non-linear program. Then, the convex combination method can be applied to solve the routing problem.

5.4 Alternative Formulation with User-Equilibrium for Background Traffic

In this chapter, the congestion pattern and total transportation costs have been computed based on system optimal flows. In reality, user equilibrium flows could also be incorporated into the formulation to address alternative route choices of the background traffic \( b_a \). To this end, formulation (5.1)-(5.2) and (5.3a)-(5.3h) can be rewritten into a mathematical program
with equilibrium constraints (MPEC), as follows.

\[
\text{minimize} \quad \sum_{j \in J} (m_j Y_j + \rho' V_j) + \sum_{a \in A} (c_a(Z_a) + \rho x_a t_a(x_a, Z_a)) \\
\text{subject to} \quad (5.1) - (5.2), (5.3b) - (5.3g), \text{and} \\
\]

\[
x'_a = \sum_{i \in I^d} \sum_{k \in K^d} f_k^{d,i} \delta_{a,k}, \forall a \in A, \\
\]

and

\[
b_a \in \text{argmin}_{b_a} \sum_{a \in A} \int_{x'_a + b_a} t_a(\omega, Z_a)d\omega \\
\text{subject to} \ (5.3h) \text{ and} \\
\]

\[
b_a = \sum_{o \in O} \sum_{d \in D} \sum_{k \in K^{o,d}} f_k^{o,d} \delta_{a,k}, \forall a \in A, \\
\sum_{k \in K^{o,d}} f_k^{o,d} = q^{o,d}, \forall o \in O, d \in D. \\
\]

The above MPEC model is generally difficult to solve. However, the literature has repeatedly shown that such MPEC models can often be effectively tackled by the GA approach (e.g., Unnikrishnan and Lin (2012); Lin (2011)). In such a framework, once the \( \{Y_j\} \) and \( \{Z_a\} \) variables are fixed, the remaining problem becomes a multi-class mixed traffic assignment problem, which can be solved effectively. Interested readers are referred to (Nie and Zhang, 2008) for more detailed information.
5.5 Case Study

The proposed solution algorithm in Section 3.3 is implemented and applied on a real-world case study for the Lake County, Illinois. The roadway network database of the Lake County Division of Transportation (LCDOT) contains 1,354 nodes and 3,350 links (See Figure 3.5). Each task link in the network is considered as a demand location for plowing and salting service. A dataset including 162 links for possible capacity expansion in the neighborhood of salt dome facilities is chosen. There are 19 candidate locations for salt replenishment facility construction, including 12 existing facility locations and 7 new locations that are selected based on socioeconomic factors such as access to major transportation facilities. If one of these candidates are selected for facility construction, a set of roadway segments will also be built to connect the facility to the existing roadway network. The demand for plowing and salting service is calculated based on the historical service demand (passenger cars per hour ($pc/hr$)).

Furthermore, the maximum capacity of salt dome facilities is considered to be 4,000 tons/year, except for the main depot that is 10,000 tons/year. The annual prorated cost of constructing new salt dome facilities of size 4,000 tons/year and roadway link connectors to the existing network links will be $1,297,000 (i.e., $10^6$ to build a facility of that size and $297,000 to expand the roadway network by adding links for connecting the new facility to the existing roadway; the roadway capacity expansion cost is calculated according to Unnikrishnan et al. (2009) for 0.3 miles roadway length and the cost coefficient factor of $10^3\$/lane – mile). The salt dome facility construction cost is further prorated into hourly
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cost by assuming 20 years of service life and 60 days per year and 8 hours per day as the effective working time for the snow plowing/salting work shift.

Traffic flow is converted to passenger car equivalent (PCE) per hour. Information on the hourly passenger car traffic flow and the existing capacity of the roadway links are obtained from Illinois Department of Transportation (IDOT, 2011). The capacities of the interstate highways and local arterials are assumed to be 2,200 and 1,045 $pcphpl$, respectively (HCM, 2000). We set $\rho = 20 \$/hr–PCE, \rho' = 10^3/plowspeed \$/hr–PCE (where 30 is assumed for the average speed of snow plow trucks’ operation), and the cost coefficient factor for capacity expansion is $10^3$/lane–mile (Unnikrishnan et al., 2009). Furthermore, we assume that at most one roadway lane will realistically be added to each link if road capacity expansion is required (i.e., $Z_a \in \{0, 1\}$).

Routing cost is estimated by (5.1), which uses parameter values as follows. We assume each task link is visited 100 times in a year (i.e., $X = 100$). According to each GA solution for location decisions (i.e., $Y_j$), we cluster tasks into zones (i.e., assign each task to each salt dome facility $j$). The total number of tasks served in each zone (i.e., $\gamma_j$) is the number of task links in each cluster $j$ to be served by a truck. Truck service capacity is determined based on LCDOT data; i.e., $\lambda$ is assumed to be equal to total available tasks in the network that total trucks in LCDOT can serve per one operation cycle without salt replenishment along the way. We assume equal trucks with equal capacity of service. The yearly maintenance demand at task link $i'$ (i.e., $\mu_{i'}$) is calculated by the product of number of visits per year, $X$, length of each task link, and the salt application rate of trucks divided by average salt
carrying capacity of trucks. Constant parameter Φ is assumed 0.75 (Shen and Qi, 2007). we derived the total routing area \( A' \) as well as total tasks, \( N \), from Lake County dataset.

### 5.5.1 Results and Discussion

This proposed algorithm is coded in Visual C++ and run on a desktop computer with 2.67 GHz CPU and 3.00 GB memory. In the GA framework, the selection pressure is chosen to be 20, the population size 300, probability of crossover 0.8, probability of mutation 0.01, chromosome length 181 (i.e., 19 candidate locations and 162 candidate links for expansion close to salt replenishment facilities), and random seed value 0.025. Figure 5.6 represents the structure of the GA population. Candidate facilities 1, 2, …, 12 are chosen from the existing facilities in LCDOT network and the rest are new candidate locations. The program terminates when the best fitness value does not improve across a number of generations. For all numerical cases, the GA converges within 100 generations, taking less than an hour of CPU time.
It shall be noted that following our chromosome setting, constraints (5.3e) will be satisfied with a probability of 99.7% as follows. Constraints (5.3e) ensure that the total capacity of salt domes should exceed the total maintenance demand. This affects the salt dome facility location design. In this case study, enough number of facilities with average capacity of 4315.8 \textit{tons} should exist to satisfy the total demand ($\approx 14 \times 10^3 \text{ tons}$). The probability of selecting $k'$ number of salt dome facilities by GA out of a total of $n'$ candidate facility locations follows a binomial distribution as $\binom{n'}{k'} p^{k'} (1 - p)^{n' - k'}$, where, $p$ is the probability of selecting the candidate facilities. Therefore, the probability of selecting at least $x'$ facilities (i.e., minimum number of required facilities to satisfy total maintenance demand: $14 \times 10^3/4315.8 = 3.2$) is represented as follows.

$$
\sum_{k' \geq x'} \binom{n'}{k'} p^{k'} (1 - p)^{n' - k'}.
$$

(5.5)
As GA assigns 0’s and 1’s to the facility location decision variables with 0.5 probability, the probability of satisfying constraints (5.3e) is computed as \(1 - \sum_{k' \in \{0,1,2,3\}} \binom{19}{k'} 0.5^{n'} = 99.7\%\). As such, these constraints are mostly satisfied and only in a few instances GA has to generate a new solution in the initialization step to satisfy the constraints. In the following generations, the constraints are hardly violated as GA pushes the solutions towards the regions of the feasibility area with lower costs that happen to have more facilities as shown in the numerical results.

Table 5.1 presents the computation results for \(\rho = 20\) and \(\omega = 10^3\). Figure 5.7 shows the locations selected for salt domes as well as the roadway links considered for expansion for this case. For comparison, we also compute the optimal solution of a benchmark scenario where the existing salt replenishment facilities are selected and the model excludes roadway link capacity expansion. The proposed solution selects 7 existing facilities and 4 new candidate locations for facility construction. In the benchmark solution, all facilities are the existing ones, thus the facility construction cost is equal to 0. The results show that our joint optimization model (i.e., proposed model including capacity expansion decisions in the model) reduces the transportation and routing costs, and in fact reduces the total system cost by \$0.54 \times 10^6\). Figure 5.7 shows the facility location design and roadway capacity expansion decisions on the Lake County, Illinois map.
Table 5.1: Summary of computation results.

<table>
<thead>
<tr>
<th>scenario</th>
<th># of domes</th>
<th>loc. cost of domes (×10^6 $)</th>
<th># of domes added</th>
<th>exp. cost (×10^6 $)</th>
<th>trans. cost (×10^6 $)</th>
<th>rout. cost (×10^6 $)</th>
<th>sys. cost (×10^6 $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>proposed model</td>
<td>1,5,7,8</td>
<td>9,10,11,14</td>
<td>0.25</td>
<td>31</td>
<td>0.37</td>
<td>4.07</td>
<td>2.29</td>
</tr>
<tr>
<td>benchmark solution</td>
<td>1,2,3,4,5</td>
<td>6,7,8,9</td>
<td>0</td>
<td>–</td>
<td>–</td>
<td>4.87</td>
<td>2.66</td>
</tr>
<tr>
<td>difference</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

Figure 5.7: The algorithm results in the Lake County, Illinois network.
5.6 Conclusion

This study presents an integrated mathematical model for satellite salt replenishment facility design where the near-optimum number and location of facilities, the near-optimal routing of service trucks, and possible roadway capacity expansion are determined. The objective is to minimize the total cost for facility construction, roadway capacity expansion, transportation delay, and routing of service trucks. The congestion pattern and total transportation costs are determined based on traffic equilibrium flows on transportation routes under expanded capacity. To find the near-optimum solution to the proposed model, we develop a hybrid GA framework that incorporates convex combination and continuous approximation algorithms. A real-world case study for the Lake County, Illinois is conducted.

Future research can be generalized in a few directions. A possible extension is to develop a heuristic solution algorithm to evaluate the performance of our genetic algorithm framework with embedded traffic assignment technique. This research has assumed that the capital investment associated with roadway expansion is considered as part of the roadway maintenance operation investment plan. This is possible under potential public-private partnerships (Unnikrishnan et al., 2009). It may be interesting to expand our current framework to allow multiple stakeholders (e.g., public agency, winter maintenance agency, and public travelers) to have independent or conflicting objectives. This will probably require multi-level programs with equilibrium constraints. In addition, as we observe the impact of roadway capacity expansion on the total system cost, it would be interesting to study in the future how roadway expansion budget would affect the optimal solution. Another interest-
ing extension is to develop efficient algorithms to solve location-routing problem within the
general framework. It would also be interesting to apply our model and solution approach
to a comprehensive list of diverse networks for additional real-world case studies.
Chapter 6
Decision-Support Software Design

A state-of-art snow route optimization software application is developed to help decision makers evaluate scenarios related to the roadway network, snow plow fleet, and to visualize the optimal results and the associated performance measures.

Snow control operations involve spatial information, and hence geographic information systems can provide a suitable platform for creating, maintaining and analyzing relevant data. Based on the mathematical model and solution algorithms described in Sections 3.2-3.3.2, we develop a snow route analysis and design software system, ”Snow Route Optimizer,” that is embedded in ESRI ArcGIS (see Appendix A for more details).

This software consists of two GIS user interfaces and a C++ optimization module. The user “Setting” interface in the GIS environment includes two sets of inputs, i.e., user-specified and fixed input parameters. These parameters are the inputs to the snow plow route analysis and optimization module.

Figure 6.1 shows the “Setting” user form interface for parameter and data settings, which provides various user options regarding the network, fleet data settings, and the optimization procedure. The first tab is designed for the “General” settings of the optimization application
where the users can decide what scenario and optimization mode they prefer. In addition, the users can choose what time-of-day, cost metric, objective function weights, and maximum running time they favor for the optimized routes. Furthermore, the users can choose the long-storm scenario, in which each truck travels to the snow routes and makes multiple plow cycles before returning. To take this into account, the same path sequence is used for every cycle (for the same number of trucks and the same task links), while at the end of each cycle (except the last one) the trucks directly travel to the first task of the next cycle.

The “Network” tab allows users to specify the input data files for the points and links in the roadway network. This can be done by clicking the “Browse” button and choosing the “LCDOT_Data.mdb” file through the dialog box. The selected database file will be automatically converted into two text files (“LCDOTNetworkLinks.txt” and “LCDOTNetworkPoints.txt”) suitable for the optimization program. In the next frame, the users can specify (i) whether the number of passes includes right turn lane, and (ii) the rounding threshold to compute the integer number of passes. In addition, salt application rate can also be entered by the users. The users can also choose whether they would like the trucks in the optimized route to share roadway links or whether they would like each truck to cover its own links.

Under the “Fleet” tab, the users can input the truck fleet size and composition. The users can make a list view to indicate the truck name (type), the number of each truck type in the fleet, each type of truck’s salt capacity, and their fuel efficiency (i.e., miles per gallon). The users also has the option to remove any row from the list view by selecting this row and
clicking the “Remove” button. On the other hand, the user will have the option to read the fleet specifications from the fleet database.

The users can easily change system parameters (e.g., vehicle fleet information, salt application rate). After saving the settings, the users can click on the “Optimize” button to run the optimization program. Progress of the optimization will be shown in a DOS window at selected major steps of the optimization algorithm (Figure 6.2).
After running the optimization module, the “Snow Route Optimizer Results” form (i.e., the second user interface) will appear (Figure 6.3). This module provides various GIS options to visualize the model output (e.g., optimized routes, performance statistics and summary) in tabular form. All the truck routes can also be shown on the map to provide insights on how balanced the snow routes are. Furthermore, the system is capable of detailed display of each truck’s route, including step-by-step driver instructions and visual animations of the vehicle movements.
To generate these functionalities, first the output text results from the optimization module (i.e., all trucks’ routes and step-by-step driver instructions) are read as tables in ArcGIS. Then a new spatial layer with the same properties of the original data (e.g., same coordinate system) is generated and new fields are created in the layer based on the fields’ properties in the original data table and the output table (i.e., name, type, precision, length, etc.). Afterwards, the fields related to both tables in the new layer are populated by creating and writing records from the corresponding tables multiple times (due to the redundancies for each link in the step-by-step driver instructions, since a link may be visited more than once). This step cannot be done by a simple “join” process since we do force redundancies in the new layer. After running the optimization module, this new layer is automatically added in the list of GIS layers. This layer is connected to the map and includes all the information related to all the trucks, therefore all of the analyses (via the “Results” user form) are performed using the new spatial layer.

![Figure 6.3: Results window.](image)

The output snow plow routes will be highlighted on the GIS network map if the users click on “Display Routes” button, under solution overview; all the optimal truck routes will
System performance and statistics will then be reported. If the users click on the “Performance Summary” button, the routing performance measures will appear in a table. This table indicates the total cycle time, plow time, deadhead time, estimated fuel consumption, etc. of each truck. If the users click on the “Statistics” button, the routing statistics will appear in a table. This table includes the mean and standard deviation of plow time, deadhead time, and total time across all the trucks in the fleet (Figure 6.5). The system performance
and statistics provide a scientific basis for decision makers to conduct “what-if” analyses on fleet management and resource allocation, etc.

Figure 6.5: Performance summary for each truck and statistics for all trucks.

The users can select a truck index and click the “Display Truck Route” button to check the detailed information of that truck’s route sequence. The selected truck’s route will be shown on the map as well as a separate table (Figure 6.6).
Figure 6.6: Route sequence for each truck.

The users can select a truck index and click the “Sequence” button to animate the truck’s roadway links in detail.
Chapter 7

Conclusions and Future Research

7.1 Conclusions

Winter storms and other snow events have a significant impact on traffic operations and safety. Ensuring safe mobility of passengers and travelers in adverse winter weather is a difficult task. It requires timely, expedient, and cost effective planning and operation of snow control activities. This dissertation addresses snow plow operations, their dynamic fleet management, and strategic planning for resource replenishment locations.

Winter maintenance operations on roadways involve truck routing, plowing, salting, and salt replenishment. Currently, planning of annual snow plow routes is not yet a fully-automated process for most public agencies. On the other hand, total operation and deadhead times of each truck is affected by the route choices and time-of-day traffic congestion. It is important and yet challenging to find the optimum solution to the snow plow routing problem. Such planning problems become even more complex when sets of extra operational constraints are required. There are a number of complicating implementation issues that must be considered, such as (a) salting distance for a route must match the truck capacity
and (b) the trucks have only limited u-turn locations in the network. It is also common in practice to prioritize roadway segments (e.g., based on traffic volume) so that the plowing and salting operation maximizes certain objectives (e.g., safety). Similarly, higher level of priority can be assigned to roadway links that provide access to critical facilities (e.g., police stations, fire stations, hospitals).

In order to find the optimum solution to the snow plow routing problem (Chapter 3), this dissertation proposes mathematical models that aim to not only minimize the total snow plow truck travel times but also balance the distribution of such travel times for multiple classes of priority. The objective of the formulation includes the weighted sum of the total deadhead travel time and longest individual snow plow truck cycle time. A set of customized construction and local search methods is developed to effectively solve the problem. Empirical case study with real-world data shows that the proposed solution approach is able to optimize snow routes (with or without considering priorities of plowing tasks) in a short amount of time. Furthermore, our model results outperform the current solution in practice. We also develop a state-of-art snow routing software with optimization modules and user-friendly GIS interfaces for snow route analysis and design. This decision-support software (Chapter 6) optimizes a set of snow plow routes based on a set of user input parameters, and it can help stake-holders, engineers, and planners evaluate snow plow options (such as salt usage, vehicle capacities, fleet size, plowing time during the day) and provide recommendations on vehicle assignments to snow routes. It also includes sufficient flexibility such that experts can further fine-tune the results before field implementation.
On the other hand, winter maintenance operations such as snow and ice control services are themselves subject to the adverse impacts of snow storms, and hence they require careful planning. Advance planning of such activities, however, is often very challenging, since (i) storm events are stochastic in nature as their start time, severity, impact areas, and duration generate uncertain maintenance demand, and (ii) maintenance trucks may not be readily available at all times as a result of possible mechanical failures or traffic congestion. These issues affect the overall service reliability, especially in high priority regions where timely snow removal is critical. Therefore, fleet management that accounts for uncertainties in a flexible and demand-responsive fashion is appealing.

This dissertation (i.e., Chapter 4) addresses a fleet assignment problem for snow plow trucks under service disruptions and demand uncertainty. A stochastic dynamic fleet management model is developed to assign available trucks to cover uncertain snow plowing demand. The objective is to simultaneously minimize the cost for truck deadheading and repositioning, as well as to maximize the benefits (i.e., level of service) of plowing. The problem is formulated into a dynamic programming model and solved using an approximate dynamic programming algorithm. Piece-wise linear functional approximations are used to estimate the value function of system states (i.e., snow plow trucks location over time). We apply our model and solution approach to a snow plow operation scenario for Lake County, Illinois. Besides, a set of sensitivity analyses is conducted to capture the impact of the cost/revenue parameter values on the optimal decisions at each stage and total benefit over the planning horizon. Numerical results show that the proposed algorithm can solve the
problem effectively and outperforms a rolling-horizon heuristic solution.

Furthermore, snow shall be plowed in a manner so as to minimize traffic obstructions during the service trucks’ operations in transportation networks. However, snow plow trucks are relatively heavy in weight and often have difficulty turning at intersections and thus, affect the traffic operations and may contribute to additional congestion during their service. Thus, expanding the roadways (e.g., widening roadway shoulders) can improve roadway capacity and increase truck driver comfort, especially near resource replenishment facilities that trucks visit during maintenance operations. On the other hand, number and location of satellite resource replenishment facilities can also affect the efficiency of maintenance trucks’ operations. Hence, it is beneficial to simultaneously consider a strategic plan for facility location design as well as transportation network expansion (especially in the neighborhood of the salt replenishment locations) to facilitate traffic operations and maintain the service level. Furthermore, routing cost of service trucks under these strategic network decisions shall also be considered.

This dissertation (i.e., Chapter 5) develops an integrated mathematical model for salt dome facility location design, which determines the near-optimum number and location of the salt domes, the near-optimal traffic assignment (both general roadway users and snow plow trucks), snow plow trucks routing cost based on near-optimal network design, and possible roadway capacity expansion. The objective is to minimize the total cost for salt dome facility construction, transportation infrastructure expansion, transportation delay (for both snow plow truck movements and public travel), as well as deadhead travel. A
genetic algorithm framework (with embedded traffic assignment algorithm and continuous approximation (CA) model for truck routing cost estimation) is developed. The numerical results show that the integrated solution technique can solve the problem effectively. It shall be noted that although this research focuses on the strategic network design for salt dome facilities and snow plow roadway transportation, the model and solution techniques are suitable for a number of application contexts that simultaneously involve network traffic equilibrium, truck routing, infrastructure expansion, and facility location choices (which determine the origin/destination of multi-commodity flow).

7.2 Future Research

This research in general provides effective decision-making tools to facilitate complex strategic planning as well as operational management level problems. Future research in these areas can be generalized in various directions (see Figure 7.1). One extension can be on developing further models and solution techniques (or extending our existing models/algorithms) to determine transportation infrastructure decisions (e.g., roadway capacity expansion) and their impacts on multi-modal travels. This can be applied on various other case studies than service trucks operations such as transportation planning for freight logistics. Another extension in this area is to determine the optimal pavement rehabilitation plan as a result of traffic load frequency and heavy vehicles movements on the roadways (see Hajibabai et al. (2014a)). Furthermore, the developed models and solution techniques for dynamic snow plow trucks’ management can be extended for variety of other studies such as freight truck opera-
tions, port management, task assignments in an industry (e.g., activity schedules as well as construction equipments’ task assignment in job sites), etc. Several integrated models can be developed in the future to include different components of this research. It will be interesting to study the environmental impacts of such transportation systems (e.g., pollutants and greenhouse gas emissions) in the context of environmental sustainability. Integrated models can be developed with embedded modules to reduce those impacts while operations of trucks/passenger traffic are being optimized.

Figure 7.1: Route sequence for each truck.

Future research in the area of network routing (i.e., Chapter 3) can be generalized in a few directions. In this dissertation, only one cycle routing is formulated for each vehicle in a short snow storm. A possible extension is to develop a model formulation for a long-
storm scenario under two possible options: (i) having exactly the same truck path sequence in different cycles, and (ii) enforcing a minimum time separation between two consecutive plowing of the same task links. In addition, in this dissertation the possibility of system breakdown (e.g., satellite salt depot disruption or truck failure) is ignored; it would be interesting in the future to solve snow plow routing problem under stochastic reliability constraints. It would also be interesting to apply our model and solution approach to a comprehensive list of diverse networks for additional real-world case studies.

Future research in the area of dynamic fleet management (i.e., Chapter 4) can be conducted in a few directions. Our proposed model is based on several cost and reward parameters (i.e., deadhead cost, repositioning cost, and task performance reward). One of the assumptions in the proposed model is that the time required for a maintenance truck to move between any pair of routes (i.e., repositioning time) is a single time period. This assumption may not be true in large networks where the distance between the links is large and/or the time period duration is short. In this research, an acceptable length for the time period is selected based on the size of the study network. It will be interesting to study the impact of the time period length on the performance of the proposed model. Besides, a possible extension to this work is to develop more benchmark solution strategies and compare the numerical results following the proposed techniques. This will help demonstrate the performance of each alternative algorithm based on the properties of our proposed model. It can also provide valuable insights for practical purposes. It is also interesting to consider different approximation methods for value function approximations. Furthermore, incorporating
live traffic information as well as on-line location data from the service trucks can improve
model realism and lead to more efficient snow plow fleet management during adverse winter
conditions. As the practical side of this research, it will be interesting in the future to pro-
vide the results of this study to the corresponding winter maintenance agencies with some
opportunity/m Mechanism to use the system in their fleet management under uncertain winter
conditions and further validate the results and conclusions. Another valuable extension will
be on modeling other constraints for driver behavior (e.g., arrival time of drivers, level of
information we provide for drivers while they are driving, etc.) as well as work shift/schedule
(e.g., maximum in-vehicle time for a driver before a break, etc.). Constraints can also be
added to the model to ensure that drivers are not re-routed before finishing their current
re-route; this makes sure that we are not enforcing an unnecessary stop and go condition
as it is not as efficient as keep going condition (i.e., having drivers performed their assigned
tasks instead of re-routing them all the time). The extended model will also be treated as
stochastic. It is also interesting in the future to account for different truck capacities in our
model as we assume all truck are equal in our existing models. Accounting for incidents is
another interesting direction as they involve in traffic congestion which affects the operations
of the service trucks (e.g., either the trucks are involved in the incidents, i.e., truck failure,
or they are stuck in the traffic queue).

Future research in the strategic planning area (i.e., Chapter 5) can be generalized in the
following directions. A possible extension is to develop a heuristic solution algorithm to eval-
uate the performance of our genetic algorithm framework with embedded traffic assignment
technique and routing approximation module. This research has assumed that the capital investment associated with roadway expansion is considered as part of the roadway maintenance operation investment plan. This is possible under potential public-private partnerships (Unnikrishnan et al., 2009). It may be interesting to expand our current framework to allow multiple stakeholders (e.g., public agency, winter maintenance agency, and public travelers) to have independent or conflicting objectives. This will probably require multi-level programs with equilibrium and routing constraints. In addition, as we observe the impact of roadway capacity expansion on the total system cost, it would be interesting to study in the future how roadway expansion budget would affect the optimal solution. Another interesting extension is to develop efficient algorithms to solve dynamic location-routing problem and account for stochasticities (i.e., truck availability, etc.) within the general framework. We can also include different truck specifications (e.g., truck capacity) in our model. In addition, several combinations of the cost components in the objective function can be examined to draw some managerial insights on the performance/practicability of the proposed approaches. On the other hand, the background traffic is assumed fixed in this research. It will be very interesting to develop efficient algorithms to include traffic equilibrium for general roadway users’ route choice. This will definitely add another level of complexity to our current problem. It would also be interesting to apply our model and solution approach to a comprehensive list of diverse networks for additional real-world case studies.
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Appendix A

User Guide for Snow Route Optimizer

The developed software tool is embedded in the ArcGIS environment, which is named Snow Route Optimizer. This user guide briefly explains its set-up and functionalities. Section A.1 below explains the software installation procedure; Section A.2 describes different tabs of the graphical user interface for user settings; and Section A.3 shows the functionalities and result visualization.

A.1 Software Installation

This software is developed for ArcGIS Version 10.0 and it has been tested on personal PCs with Windows XP (64 bits) and 7 operating environments. We have not tested the software on other environments.

First, the software in the .rar folder (“SnowRouteOptimizer” software package) includes the optimization program (.exe file) and the GIS program (.mxd file). They should be saved
in any suitable folder on the user’s computer.

This package includes two versions of the software, for Windows XP and Windows 7, respectively. Each version contains the following key files:

- a batch file that will install the required library files in support of running
- the optimization module, .exe file, and
- the “SnowRouteOptimizer” .mxd file, and

The package also includes the required library files for each computer operating environment and a text file containing the password to the VBA source code. The software should be installed in the following sequence: First, double-click the batch file to make sure that all the required library files exist; second, open the .mxd project file; third, prepare input data “LCDOTNetworkLinks.shp” (i.e., exporting the GeoDB file into a shape file); fourth, run the program by clicking the proper buttons.

Note: Since the graphical user interface (GUI) creates intermediate data files during the optimization process and the visualization procedure, the directory/path of these files as well as that of the .exe file must be the same.

A.2 Graphical User Interfaces

Upon successful installation, a toolbar is provided in the ArcGIS environment, which includes setting and results tools (see Figure A.1).
When the “Setting” button is clicked, the Snow Route Optimizer settings window will pop up for the users to enter appropriate system parameters. The tabs and buttons will be described in detail in the following sections.

**A.2.1 “General” Tab**

This tab is for the “General” settings of the optimization application where the users can decide what scenario and optimization mode they prefer. In addition, the users can choose what time-of-day, cost metric, objective function weights, and maximum running time they favor for the optimized routes (Figure A.2).

In the “General” tab, under the “Deadhead Cost” frame, the users can choose whether they would like the optimizing software to minimize deadhead time or deadhead distance. Under the “Time of Day/Distance” frame, the users are able to choose the time-of-day and the appropriate traffic delay, i.e., morning/evening, minimum or maximum travel times, etc. (Figure A.3 (a)-(b)).
Figure A.2: General tab.

A.2.2 “Network” Tab

The “Network” tab allows users to specify the input data files for the points and links in the roadway network. This can be done by clicking the “Browse” button and choosing the “LCDOT_Data.mdb” file through the dialog box. The selected database file will be automatically converted into two text files (“LCDOTNetworkLinks.txt” and “LCDOTNetworkPoints.txt”) suitable for the optimization program.

In the next frame, the users can specify (i) whether the number of passes includes right turn lane, and (ii) the rounding threshold to compute the integer number of passes. In
addition, salt application rate can also be entered by the users. The users can also choose whether they would like the trucks in the optimized route to share roadway links or whether they would like each truck to cover its own links (Figure A.4).

![Image](image_url)

Figure A.3: (a) Link travel time/distance and (b) Link plow time.

### A.2.3 “Fleet” Tab

Under the “Fleet” tab, the user can input the truck fleet size and composition. The users can make a list view to indicate the truck name (type), the number of each truck type in the fleet, each type of truck’s salt capacity, and their fuel efficiency (i.e., miles per gallon). The
users also have the option to remove any row from the list view by selecting this row and clicking the “Remove” button. On the other hand, the users will have the option to read the fleet specifications from the fleet database (Figure A.5).

![Network tab](image)

Figure A.4: Network tab.
A.2.4 “About” Tab

The “About” module displays acknowledgment and copyright information (version, release date, etc.), as shown in Figure A.6.

A.2.5 “Use Default” Button

The “Use Default” button allows the users to load the default settings that have already been stored in the system. Users can also change some values in the default setting and then save their settings (Table A.1). When the users click the “Use Default” button, the “Select Project Directory” window will be open; then, the users need to select the software folder
(where all files are stored) to save the input files to the optimization program. Note that this window only allows the users to select a folder (not a file) (see Figure A.7).
A.2.6 “Save Settings” Button

After entering input parameters, the user needs to “Save Settings” before clicking the optimize button. This will help save all the user inputs in text files, which the optimization program will read as input files. Similar to the “Use Default” button, when the users click the “Save Settings” button, the “Select Project Directory” window will be open and the users should select the software folder to save the input files.

If the time-of-day that the users have chosen for travel and plow times are different, a dialog box will pop up to remind the users about this discrepancy (see Figure A.8 (a)-(b)). However, the users may choose to continue with that setting. If the users select yes, the current setting will be saved; otherwise another message box will pop up to remind the users
Table A.1: The default parameter values.

<table>
<thead>
<tr>
<th>Default Setting</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storm Scenario</td>
<td>Short Storm</td>
</tr>
<tr>
<td>Deadhead Cost Mode</td>
<td>Minimize Time</td>
</tr>
<tr>
<td>Link Travel Time</td>
<td>AMTT</td>
</tr>
<tr>
<td>Link Plow Time</td>
<td>AMTTPlow</td>
</tr>
<tr>
<td>Total Deadhead</td>
<td>1</td>
</tr>
<tr>
<td>Longest Route</td>
<td>1</td>
</tr>
<tr>
<td>Maximum Running Time (min)</td>
<td>60</td>
</tr>
<tr>
<td>Right-turn (min)</td>
<td>0.1</td>
</tr>
<tr>
<td>Left-turn (min)</td>
<td>0.5</td>
</tr>
<tr>
<td>U-turn (min)</td>
<td>1.5</td>
</tr>
<tr>
<td>Link Pass Number</td>
<td>Through with Right-turn</td>
</tr>
<tr>
<td>Rounding Threshold</td>
<td>0.3</td>
</tr>
<tr>
<td>Salt Application Rate (Ton/Mile)</td>
<td>0.125</td>
</tr>
<tr>
<td>Allow Trucks to Share Links</td>
<td>No</td>
</tr>
<tr>
<td>Fleet Size</td>
<td>25</td>
</tr>
<tr>
<td>Truck Name</td>
<td>A, B, C, D</td>
</tr>
<tr>
<td># of Trucks</td>
<td>6, 7, 8, 4</td>
</tr>
<tr>
<td>Truck Capacity (Ton)</td>
<td>8, 7, 7.5, 11</td>
</tr>
<tr>
<td>Truck MPG</td>
<td>10, 12, 11, 9</td>
</tr>
</tbody>
</table>

to reset the time-of-day for travel and plow times.

It should be noted that this only happens when the users select “Minimize Time” under the “Deadhead Cost” portion; for the “Minimize Distance” mode, the plow time-of-day and Link “Travel Time/Distance” are obviously different and those dialog boxes will not interrupt saving the user settings.
A.2.7 “Optimize” Button

After saving the settings, the users can click on the “Optimize” button to run the optimization program. If the users click the “Optimize” button when some required information is missing in the “Setting” user form, the software alerts the users about the missing information (see Figure A.9).

If there are errors in the input network data, an error message will pop up. Then, the users need to go through the database and modify the data and update the “LCDOT_Data.mdb” file. Progress of the optimization will be shown in a DOS window at selected major steps of the optimization algorithm (Figure A.10).
A.3 Snow Route Optimizer Results

After running the optimization program, the “Snow Route Optimizer Results” form will appear (Figure A.11).

A.3.1 “Display Routes” Button

If the users click on “Display Routes” button, under solution overview, all the optimal truck routes will appear on the map with different colors (Figure A.12).
Figure A.10: Optimize button and progress window.

Figure A.11: Results window.
A.3.2 “Performance Summary” Button

If the users click on the “Performance Summary” button, the routing performance measures will appear in a table. This table indicates the total cycle time, plow time, deadhead time, estimated fuel consumption, etc. of each truck (Figure A.13).

A.3.3 “Statistics” Button

If the users click on the “Statistics” button, the routing statistics will appear in a table.
This table includes the mean and standard deviation of plow time, deadhead time, and total time across all the trucks in the fleet (Figure A.14).

**A.3.4 “Display Truck Route” Button**

The user can select a truck index and click the “Display Truck Route” button to check the detailed information of that truck’s route sequence. The selected truck’s route will be shown on the map (Figure A.15).

**A.3.5 “Sequence” Button**

The users can select a truck index and click the “Sequence” button to animate the truck’s roadway links in detail.
Figure A.13: Performance summary for each truck.
Figure A.14: Statistics for all trucks.
A.4 Software Update: Flexible User Setting Interface

The software can either start optimizing the snow routes from LCDOT’s manual clusters (as an initial solution for the optimization) or optimize the routes from automatic clustering method embedded in the software. To provide the flexibility of choosing the clustering method for the users, the updated user setting interface includes “Optimization Method” with a check box to take into account the user preference by either starting the optimization from the manual clusters or making the optimization completely automatic (see Figure A.16).
If the users prefer not to check the box near “Start from Manual Clusters”, the optimization program creates truck clusters based on 2 and then solves the network routing according to 2.

However, when the users check the box near “Start from Manual Clusters”, the optimization program reads the “LCDOT.txt” file provided in the software folder, which includes
the manual clusters from LCDOT, and solves the network routing based on 2. Figure A.17 shows part of the “LCDOT.txt” file.

![Figure A.17: Updating LCDOT manual solution.](image)

This file contains two columns; the first column includes the OBJECTID of the task links and the second one shows the truck ID’s that have been assigned to the task links based on LCDOT’s clustering solution. The truck ID’s range from 1 to the number of trucks (e.g., they range from 1 to 25 if 25 trucks have been set in the user setting interface).

**A.4.1 Updating Manual Clusters in Case of Network Updates**

If any changes occurs in the current LCDOT network (i.e., a set of task links is added
to/removed from the network), the corresponding OBJECTID’s need to be added/removed in the first column of “LCDOT.txt”. Similarly, the truck ID’s that have been assigned to the task links are required to be updated in the second column. The procedure of updating the “LCDOT.txt” file is provided as follows:

**Step 1.** Update the OBJECTID’s of the task links

- Add/remove the OBJECTID’s in the first column; for example, if task OBJECTID=2926 does not exist in the updated network, we simply remove the row related to this task OBJECTID (see the high-lighted row in pink in Figure A.17). Or, for instance, if a task link with OBJECTID=3900 is added to the new network, we just add this OBJECTID and the corresponding truck ID as a new row in this file (see the last row in Figure A.17, high-lighted in yellow).

**Step 2.** Update the truck ID’s

- In the second column, double check the corresponding truck ID’s that have been assigned to the updated task links based on LCDOT’s updated solution.
- Truck ID’s should range from 1 to the truck numbers; for example, if there were only 7 trucks for the task assignments, we should update the second column by ID’s between 1 to 7.