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ABSTRACT

We investigate a number of multi-armed bandit problems that model different aspects of online advertising, beginning with a survey of the key techniques that are commonly used to demonstrate the theoretical limitations and achievable results for the performance of multi-armed bandit algorithms. We then formulate variations of the basic stochastic multi-armed bandit problem, aimed at modeling how budget-limited advertisers should bid and how ad exchanges should choose whose ad to display, and study them using these techniques.

We first consider online ad auctions from the point of view of a single advertiser who has an average budget constraint. By modeling the rest of the bidders through a probability distribution (often referred to as the mean-field approximation), we develop a simple bidding strategy which can be implemented without any statistical knowledge of bids, valuations, and query arrival processes. The key idea is to use stochastic approximation techniques to automatically track long-term averages.

Next, we consider multi-armed bandits with budgets, modeling how ad exchanges select which ad to display. We provide asymptotic regret lower bounds satisfied by any algorithm, and propose algorithms which match those lower bounds. We consider different types of budgets: scenarios where the advertiser has a fixed budget over a time horizon, and scenarios where the amount of money that is available to spend is incremented in each time slot. Further, we consider two different pricing models, one in which an advertiser is charged each time their ad is shown, and one in which the advertiser is charged only if a user clicks on the ad. For all of these cases, we show that it is possible to achieve $O(\log(T))$ regret. For both the cost-per-impression and cost-per-click models, with a fixed budget, we provide regret lower bounds that apply to any uniformly good algorithm. Further, we show that B-KL-UCB, a natural variant of KL-UCB, is asymptotically optimal for these cases. Numerical experiments (based on a real-world data set) further suggest that B-KL-UCB also has the same or better finite-time performance when
compared to various previously proposed (UCB-like) algorithms.

Finally, we consider the problem of multi-armed bandits with a large, possibly infinite number of correlated arms, modeling a retailer advertising a large number of related items. We assume that the arms have Bernoulli distributed rewards, where the probabilities of success are parametrized by known attribute vectors for each arm and an unknown vector which describes the preferences of the target audience. For this model, we seek an algorithm with a total regret that is sub-linear in time and independent of the number of arms. We present such an algorithm and analyze its performance, showing upper bounds on the total regret which apply uniformly in time, for both the finite and infinite arm cases.
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With the rise in internet usage, there has been a corresponding rise in online retail and online advertising, evidenced by the growth of companies such as Amazon and Google. There are many optimization problems in both of these domains. For example, as a retailer, which items should we recommend to a given customer? Or, as an advertiser, how much should we bid in order to place one of our ads? Or, as an ad server, whose ads should we select to display? In general, different users will also have different preferences, which are not known in advance, and hence may need to be learned over time. Furthermore, these problems often have many players, each with their own objectives and possible actions, which suggest game-theoretic formulations. Finally, for online retailers and ad servers, mechanisms can be designed to optimize for a metric of their choosing (e.g., user satisfaction, advertiser profit, or social welfare). We will attempt to address some of these problems using the theory of multi-armed bandits.

A common problem in learning theory is to identify the best option from a set of options, without prior knowledge of how good each option is, while also minimizing the cost incurred in doing so. A classical model for this problem is the stochastic multi-armed bandit, where each option is represented by a slot machine (we will refer to each machine as an arm, since playing a machine is done through pulling said arm). At each time-step, we play one of the $m$ arms and subsequently observe a stochastic reward from that arm, where each pull of an arm $k$ generates i.i.d. samples from some unknown distribution. Our objective will be to maximize the sum of the rewards obtained during all time-steps, up to some time-horizon $T$. Any algorithm that specifies which arm we should play, given the past history of rewards, is known as a policy. The usual metric for measuring performance of a policy is that of regret, a measure of how much less total reward we obtain in expectation by following our chosen policy, rather than by following an optimal policy that knows a priori the means of the reward distributions. Since these distributions are unknown to our policy, we must learn them through repeated plays, but
we also wish to maximize our reward by choosing to play arms that are already estimated to be good. These two conflicting goals, exploration of the unknown and exploitation of the known, exemplify a fundamental trade-off present in a wide class of online machine learning problems.

In Chapter 3, we consider the problem of sponsored search, a type of online advertisement where paid links are shown next to the search results of relevant queries. This form of advertisement yields substantial revenue for search engine providers like Microsoft and Google, and draws both views and customers to websites. It is also a problem of theoretical interest, since bidders are competing for overlapping keywords and targeted demographics, and where the number of bidders, ads, and ad slots on webpages are all large. We consider this problem from the viewpoint of an advertiser bidding in such an ad auction, with the ability to bid strategically. However, because the number of other bidders is often very large, attempting to reason about their strategies is in general computationally infeasible, and we will assume the other bidders have stationary bid distributions. The goal then is to construct a simple policy to maximize our own profit, while meeting the budget constraints.

In Chapter 4, we again consider sponsored search, but this time from the perspective of the ad server. Again, even though advertisers can bid strategically, often they either choose not to for the sake of simplicity, or have attempted strategic play and subsequently converged on a stationary bid distribution (e.g., if they follow the policy from Chapter 3). The exact problem we will consider, then, is how the ad server should allocate ads in order to maximize ad relevance and profit (both related to the click-through rate), given the fact that each advertiser’s budget is limited. This will be modeled as a multi-armed bandit problem where each arm is associated with not only a reward distribution, but a budget as well. We will consider two budget models that commonly appear in online advertising: cost-per-impression, which limits the number of times an ad can be shown, and cost-per-click, which limits the number of times an ad can be clicked. Additionally, a more general budget model, one that allows advertisers to change their budget allocation based on the past performance of their ad campaign, is also considered.

In Chapter 5, we consider the problem of item recommendation, which occurs in a variety of online contexts in order to deliver a more personalized set of results, rather than a static list to all viewers. This can be useful in displaying related items for sale, for example by Amazon, or in the ordering of local restaurants, such as on Yelp. In both of these examples, the number of items is large, relative to
the number of features. As a concrete example, imagine an online camera store, with hundreds of different camera models in stock. However, there are perhaps closer to ten features which people will compare when deciding which, if any, to purchase. There are permanent features of the camera itself, such as megapixel count, brand name, and year of introduction, as well as extrinsic features, such as price, review scores, and item popularity, all of which might be considered by the customer in order to decide whether or not to buy the camera. If purchased, the store gains a profit corresponding to the item. One can similarly interpret a listing of restaurants, with features such as type of cuisine, price range, and review scores.

Finally, we give an overview of the prior work in this area, for those who may be interested in a particular variation of the multi-armed bandit problem. For a general survey of multi-armed bandit problems and their variations, see [1, 2]. One of the earliest breakthroughs on the classical multi-armed bandit problem came from [3], who showed that under geometric discounting, the optimal policy assigns an index to each arm, now known as the Gittins index, and pulls the arm with the largest Gittins index. Other proofs of this optimality have been given later by [4, 5]. Reference [6] proved that a similar index-based result is nearly optimal in the “restless bandit” variation of this model, where the arms which are not pulled also evolve in time. While these policies greatly simplify a single $m$-dimensional problem into $m$ 1-dimensional problems, it is still, in general, too computationally complex for online learning.

Reference [7] proved an achievable $O(m \cdot \log T)$ lower bound for the expected total regret of the stochastic multi-armed bandit problem in the case of independent arms. Related work in [8, 9, 10, 11, 12, 13] considered similar models with i.i.d. and Markov time dependencies for each arm, constructed index policies which are computationally much simpler, and extended the results to include “multiple plays” and “switching costs.”

References [14, 15, 16] considered models with finite numbers of arms, with reward distributions that are correlated through a multivariate parameter $z$ of dimension $n$, and obtained upper bounds on the regret of order $O(\sqrt{mT})$, $O(\sqrt{nT} \cdot \log T)$, and $O(\sqrt{nT})$, respectively. Reference [17] considered a model in which the expected rewards are affine functions of a scalar parameter $z$, but allowed the set of arms to be a bounded, convex region in $\mathbb{R}^n$, in which case $m$ is uncountably infinite. They then derived a policy whose expected total regret is $\Theta(\sqrt{T})$. Reference [18] expanded this model to allow for a multivariate parameter $z$ of
dimension $n$, and showed that the expected total regret (ignoring $\log T$ factors) is $\Theta(n\sqrt{T})$. Reference [19] independently considered a nearly identical model, and obtained similar results. Reference [20] considered a model in which the deterministic rewards are a Lipschitz-continuous function of the $n$-dimensional vector corresponding to each arm, and obtained an expected total regret (ignoring $\log T$ factors) of $\Theta(T^{\frac{n+1}{n+2}})$. This was generalized in [21], where the Lipschitz property is only required in the neighborhood of the reward function’s maxima.

Reference [22] considered a non-stochastic version of the multi-armed bandit problem, in which the rewards are no longer drawn from an unknown distribution, but can instead be adversarially generated. The resultant total weak regret, calculated by comparison with the single arm which is best over the entire time horizon, is shown to be $O(\sqrt{mT})$. The change from logarithmic to polynomial regret in this model is due to having rewards which are time-dependent and potentially adversarially generated, instead of being drawn from a time-independent distribution.

Reference [23] investigated the finite-time regret of the multi-armed bandit problem, assuming bounded but otherwise arbitrary reward distributions. Using upper confidence bound (UCB) algorithms, where the confidence interval of an arm shrinks as the arm is subjected to more plays, they achieve a logarithmic upper bound on the regret, uniform over time, that scales with the “gaps” between the expected rewards for the arms. One algorithm they propose, UCB2, selects the arm with largest empirical mean plus confidence interval, plays it for a number of time-steps dependent on how often that particular arm has been selected in the past, and repeats this process until the time-horizon is reached. This achieves asymptotically optimal expected total regret, but with a suboptimal constant. A variant of UCB proposed by [24], KL-UCB, does attain the best constant possible. Finally, we note that a common idea used in crafting policies to solve the multi-armed bandit problem is that of the doubling trick [25, 26]. This technique is used to convert an algorithm which works on a time horizon $T$, along with its corresponding bound, into an anytime algorithm, with an upper bound that holds uniformly over time.
CHAPTER 2
COMMON TECHNIQUES FOR MAB PROBLEMS

2.1 Introduction

In this chapter, we will motivate and describe techniques used in proving both lower- and upper-bounds for the classical stochastic multi-armed bandit problem. These will serve as the simplest version of key proof ideas we will use in later chapters, when examining more complicated variations of this basic model.

We consider a bandit problem with two arms and a time horizon $T \geq 0$. Time is discrete; at time $n \in \{1, \ldots, T\}$ we can select an arm $k(n) \in \{1, 2\}$ to play. We then receive a reward $X_k(t_k(n))$, where $t_k(n)$ is the number of times arm $k$ has been selected between time 1 and $n$. We assume that the rewards $(X_k(i))_{k \in \{1, 2\}, i \geq 0}$ are independent, and that $X_k(i)$ is a Bernoulli random variable with parameter $\mu_k$, where $\mu_1 > \mu_2$ (i.e., arm 1 is the best arm). We denote by $\mathcal{F}_n$ the $\sigma$-algebra generated by $\{X_k(1), t_k(1), \ldots, X_k(n), t_k(n)\}$. We consider adaptive policies, so that $k(n)$ is $\mathcal{F}_{n-1}$ measurable for all $n$. We define $\pi^*$ the oracle policy (which knows $\mu$), and can therefore maximize the expected accumulated sum of rewards by always playing arm 1. We further define the regret of decision rule $\pi$ by:

$$R^\pi(T) = \sum_{k=1}^{2} \mu_k \mathbb{E}_{\mu}[t_k^*(T)] - \sum_{k=1}^{2} \mu_k \mathbb{E}_{\mu}[t_k^\pi(T)]$$

$$= (\mu_1 - \mu_2) \cdot \mathbb{E}_{\mu}[t_2^\pi(T)].$$

The regret of policy $\pi$ is the loss in accumulated reward due to the fact that the parameters $(\mu_1, \mu_2)$ are unknown to $\pi$. We say that policy $\pi$ is uniformly good if, for all problem instances, $R^\pi(T) = O(\log(T))$ when $T \to \infty$. Finally, we will use $D_{KL}(P||Q)$ to denote the KL divergence between two distributions $P$ and $Q$, and $D_{KL}(p||q)$ to denote the KL divergence between two Bernoulli distributions.
with parameters $p$ and $q$. Namely, $D_{KL}(p||q) = p \log \frac{p}{q} + (1 - p) \log \frac{1 - p}{1 - q}$.

2.2 Lower Bounds

We will first investigate an asymptotic bound, originally by Lai and Robbins [7], which states:

**Theorem 2.2.1** For any uniformly good policy $\pi$,

$$\lim \inf_{T \to \infty} \frac{R^\pi (T)}{\log (T)} \geq \sum_{k: \mu_k < \mu_1} \frac{\mu_1 - \mu_k}{D_{KL}(\mu_k||\mu_1)}.$$

**Proof:** We shall prove this for two arms for simplicity of exposition, but the proof is easily extended to the $K$-arm case. The main idea is to consider an alternative set of parameters, say $(\lambda_1, \lambda_2)$ with $\lambda_1 < \lambda_2$ (i.e., arm 2 is the best arm). Let $P$ and $Q$ denote the probability distributions of $(X_{k(1)}(t_{k(1)}), \ldots, X_{k(T)}(t_{k(T)}(T)))$ when the parameters of $X_k$ are $\mu$ and $\lambda$, respectively. Consider the probabilities of seeing any particular sequence of rewards; if $\mu$ and $\lambda$ are “close,” then the distributions $P$ and $Q$ are also close, and it becomes difficult to determine which of the two parameters gave rise to the observed reward sequence. This is formalized through a result of [27], which states that for any event $A$, we have:

$$P(A) + Q(A^c) \geq \frac{1}{2} \exp \{-\min \{D_{KL}(P||Q), D_{KL}(Q||P)\}\}. \quad (2.1)$$

We provide a short proof of this lemma at the end of this section. Using this, we now choose an event $A$ which is likely under $Q$ and unlikely under $P$, in order to minimize the LHS of the above equation. In particular, we choose $A = \left\{ t_2(T) \geq \frac{T}{2} \right\}$, since arm 2 is sub-optimal under the parameter $\mu$ and can only be played $O(\log T)$ times on average as $\pi$ is uniformly good, and similarly for arm 1 under $\lambda$. We can then use Markov’s inequality to compute

$$\frac{T}{2} \cdot P \left( t_2(T) \geq \frac{T}{2} \right) \leq \mathbb{E} \left[ t_2(T) \right] \in O(\log T),$$

$$\frac{T}{2} \cdot Q \left( t_2(T) < \frac{T}{2} \right) = \frac{T}{2} \cdot Q \left( t_1(T) \geq \frac{T}{2} \right) \leq \mathbb{E}_\lambda \left[ t_1(T) \right] \in O(\log T).$$
Combining this with (2.1) yields

\[
D_{KL} (\mathcal{P} \| \mathcal{Q}) \geq \min \left( D_{KL} (\mathcal{P} \| \mathcal{Q}), D_{KL} (\mathcal{Q} \| \mathcal{P}) \right)
\]

\[
\geq \log T - \log 4 - \log \left( \frac{T}{2} \cdot [\mathcal{P} (\mathcal{A}) + \mathcal{Q} (\mathcal{A}^c)] \right),
\]

\[
\frac{D_{KL} (\mathcal{P} \| \mathcal{Q})}{\log T} \geq 1 - O \left( \frac{\log \log T}{\log T} \right). \tag{2.2}
\]

Now all that remains is to relate the regret \( R (T) \) to \( D_{KL} (\mathcal{P} \| \mathcal{Q}) \). We have that

\[
\mathcal{P} (x) = \prod_{t=1}^{T} \prod_{k=1}^{2} \left[ \mu_k^{x_t} \cdot (1 - \mu_k)^{(1-x_t)} \right]^{1_{\{k(t)=k\}}}
\]

and similarly for \( \mathcal{Q} (x) \), with \( \lambda \) in place of \( \mu \). Thus,

\[
D_{KL} (\mathcal{P} \| \mathcal{Q}) = \int \log \frac{d\mathcal{P} (x)}{d\mathcal{Q} (x)} d\mathcal{P} (x)
\]

\[
= \int \log \left( \prod_{t=1}^{T} \prod_{k=1}^{2} \left[ \frac{\mu_k}{\lambda_k} x_t \cdot \frac{1 - \mu_k}{1 - \lambda_k} (1 - x_t) \right]^{1_{\{k(t)=k\}}} \right) d\mathcal{P} (x)
\]

\[
= \sum_{t=1}^{T} \sum_{k=1}^{2} \left[ x_t \log \frac{\mu_k}{\lambda_k} + (1 - x_t) \log \frac{1 - \mu_k}{1 - \lambda_k} \right] d\mathcal{P} (x)
\]

\[
= \sum_{t=1}^{T} \sum_{k=1}^{2} \mathbb{P}_\mu [k (t) = k] \cdot D_{KL} (\mu || \lambda_k)
\]

\[
= \mathbb{E}_\mu [t_1 (T)] \cdot D_{KL} (\mu_1 || \lambda_1) + \mathbb{E}_\mu [t_2 (T)] \cdot D_{KL} (\mu_2 || \lambda_2).
\]

Recall the regret:

\[
R (T) = (\mu_1 - \mu_2) \cdot \mathbb{E}_\mu [t_1^n (T)]
\]

\[
= \frac{\mu_1 - \mu_2}{D_{KL} (\mu_2 || \lambda_2)} \cdot [D_{KL} (\mathcal{P} \| \mathcal{Q}) - \mathbb{E}_\mu [t_1 (T)] \cdot D_{KL} (\mu_1 || \lambda_1)]. \tag{2.3}
\]

We can now select the “worst-case” \( \lambda \) in order to obtain the best regret bound. Since \( \mathbb{E}_\mu [t_1 (T)] \geq T - O (\log T) \) and \( D_{KL} (\mathcal{P} \| \mathcal{Q}) \sim \log T \), we must choose \( \lambda_1 = \mu_1 \) in order to obtain any positive bound on the regret. To further make our lower-bound on \( R (T) \) the largest possible, given a fixed bound on \( D_{KL} (\mathcal{P} \| \mathcal{Q}) \), we should choose \( \lambda \) so that \( D_{KL} (\mu_2 || \lambda_2) \) is the smallest possible. Since \( \lambda_2 >
\( \lambda_1 = \mu_1 > \mu_2 \), we have that \( D_{KL}(\mu_2||\lambda_2) \geq D_{KL}(\mu_2||\mu_1) \), and thus

\[
\frac{R(T)}{\log T} \geq \frac{\mu_1 - \mu_2}{D_{KL}(\mu_2||\mu_1)} \cdot \frac{D_{KL}(\mathcal{P}||\mathcal{Q})}{\log T}.
\]

Applying (2.2) and letting \( T \to \infty \) yields the desired result,

\[
\liminf_{T \to \infty} \frac{R^\pi(T)}{\log(T)} \geq \frac{\mu_1 - \mu_2}{D_{KL}(\mu_2||\mu_1)}.
\]

\( \square \)

It is easy to see how this proof can be adapted for \( K > 2 \) arms; assuming \( \mu_1 > \mu_2 \geq \ldots \geq \mu_K \), we can bound each \( \mathbb{E}_\mu [t_k(T)] \) by an associated choice of \( \lambda \), which is identical to \( \mu \) at all indices except \( k \), since we must have \( \lambda_k > \mu_1 \) for the best arm (and hence the correct decision) to differ between \( \mu \) and \( \lambda \). The regret can then be directly computed from \( R(T) = \sum_{k>1} (\mu_1 - \mu_k) \cdot \mathbb{E}_\mu [t_k(T)] \).

As for extensions to other models, the key steps under this procedure are:

1. Construct the “closest possible” \( \lambda \). In this case, we ended up choosing \( \lambda_1 = \mu_1 \) and \( \lambda_2 \searrow \mu_1 \); had we arbitrarily done so at the start, the proof would be simpler (avoiding the need for \( D_{KL}(\mu_1||\lambda_1) \)), but the derivation we present motivates this choice of \( \lambda \). In general, any arm \( k \) that is played \( \Omega(T) \) times must have \( \lambda_k = \mu_k \) in order to obtain a meaningful bound, for the same reason that \( \lambda_1 = \mu_1 \) was necessary here.

2. Choose an event \( A \) which is likely under \( \mathcal{Q} \) and unlikely under \( \mathcal{P} \), and use the uniformly good property of \( \pi \) to bound \( \mathcal{P}(A) + \mathcal{Q}(A^c) \). In this case, we chose \( A = \left\{ t_2(T) \geq \frac{T}{2} \right\} \), and in general, any event involving a \( \Theta(T) \) difference in the number of plays of arms can suffice.

3. Express the regret \( R(T) \) in terms of

\[
D_{KL}(\mathcal{P}||\mathcal{Q}) = \sum_k \mathbb{E}_\mu [t_k(T)] \cdot D_{KL}(\mu_k||\lambda_k),
\]

which can be related to \( \mathcal{P}(A) + \mathcal{Q}(A^c) \) through (2.1), the Kailath bound.

We remark that this technique is similar to the decision-theoretic approach used in [28, 29, 30], except each of those apply the Kailath bound at every time-step, instead of once with a single decision rule at the end of the time-horizon \( T \).
example, in the case of [30], applying their lower-bound analysis to Bernoulli-distributed rewards leads to an incorrect (KL-divergence based) constant in the lower-bound. Specifically, they lower-bound the maximum of the two regrets under $\mu$ and $\lambda$ respectively, but the proof exploits a symmetry present for Gaussian distributions with fixed variances and mean parameters of $\mu = (\mu_1, \mu_1 - \delta)$ and $\lambda = (\mu_1, \mu_1 + \delta)$, namely that a multiplicative factor of $\delta$ can be factored from the regrets under either parameter $\mu$ or $\lambda$. When applied to the Bernoulli case, it could be that $\mu_1 + \delta \geq 1$, forcing $\lambda$ to be chosen differently and causing the analysis to produce an incorrect multiplicative constant for the $\Omega (\log T)$ lower-bound.

In contrast, our technique of a single decision at time $T$ depends only on $E_{\mu} [t_2 (T)]$, which can be directly related to the total regret under $\mu$, without needing to consider the regret under $\lambda$. Additionally, having a single decision provides intuition of why the obtained regret is unavoidable - an alternative hypothesized reward distribution $\lambda$ can be similar enough that we mistake it for the true reward distribution $\mu$ with non-trivial probability, while the index of the best arm differs between $\mu$ and $\lambda$. If we explore insufficiently many times, then it may be the case that we are actually drawing samples according to $\lambda$, and this non-negligible probability of making a mistake that incurs order $T$ regret would prevent this policy from being uniformly good.

For completeness, we provide a simple derivation of the Kailath bound, which is the key lemma needed to introduce the correct constant into the lower-bound proofs.

**Lemma 2.2.2** Suppose we have two hypotheses about the probability distribution of a random variable $X$, either $H_0 : X \sim \mathcal{P}$, or $H_1 : X \sim \mathcal{Q}$. For any decision rule $\psi : \mathcal{X} \rightarrow \{0, 1\}$,

$$\frac{1}{2} \left( \mathbb{P}_{\mathcal{P}} (\psi (X) = 0) + \mathbb{P}_{\mathcal{Q}} (\psi (X) = 1) \right) \geq \frac{1}{4} \exp \left( -D_{KL} (\mathcal{P} || \mathcal{Q}) \right).$$

**Proof:** The LHS can be interpreted as the probability of error under the rule $\psi$, when we have an equal prior on $H_0$ and $H_1$. In this case, we know that the
likelihood ratio test is optimal, and thus

\[
\frac{1}{2} (\mathbb{P}_1 (\psi (X) = 0) + \mathbb{P}_0 (\psi (X) = 1)) \geq \frac{1}{2} \left[ \mathbb{P}_1 \left( \frac{\mathcal{P}(X)}{\mathcal{Q}(X)} > 1 \right) + \mathbb{P}_1 \left( \frac{\mathcal{Q}(X)}{\mathcal{P}(X)} \geq 1 \right) \right] \\
= \frac{1}{2} \left[ \int \mathbb{1}_{\{g > 1\}} \mathcal{Q} \, dx + \int \mathbb{1}_{\{g \geq 1\}} \mathcal{P} \, dx \right] \\
= \frac{1}{2} \int \min \{\mathcal{P}, \mathcal{Q}\} \, dx,
\]

where in the interest of notational simplicity, we have omitted the \( x \) from \( \mathbb{P}(x) \) and \( \mathcal{Q}(x) \). Next, we relate \( \min \{\mathcal{P}, \mathcal{Q}\} \) to \( \sqrt{\mathcal{P} \cdot \mathcal{Q}} \). Since \( p + q = \min \{p, q\} + \max \{p, q\} \), we have that \( \int [\min \{\mathcal{P}, \mathcal{Q}\} + \max \{\mathcal{P}, \mathcal{Q}\}] = 2 \). Next,

\[
\left( \int \sqrt{\mathcal{P} \cdot \mathcal{Q}} \, dx \right)^2 = \left( \int \sqrt{\min \{\mathcal{P}, \mathcal{Q}\} \cdot \max \{\mathcal{P}, \mathcal{Q}\}} \, dx \right)^2 \\
\leq \left( \int \min \{\mathcal{P}, \mathcal{Q}\} \, dx \right) \cdot \left( \int \max \{\mathcal{P}, \mathcal{Q}\} \, dx \right) \\
= \left( \int \min \{\mathcal{P}, \mathcal{Q}\} \, dx \right) \cdot \left( 2 - \int \min \{\mathcal{P}, \mathcal{Q}\} \, dx \right) \\
\leq 2 \int \min \{\mathcal{P}, \mathcal{Q}\} \, dx,
\]

where we have used the Cauchy-Schwarz inequality. Finally, we relate \( \sqrt{\mathcal{P} \cdot \mathcal{Q}} \) to \( D_{KL}(\mathcal{P} \| \mathcal{Q}) \).

\[
\left( \int \sqrt{\mathcal{P} \cdot \mathcal{Q}} \, dx \right)^2 = \exp \left( 2 \log \int \sqrt{\mathcal{P} \cdot \mathcal{Q}} \, dx \right) = \exp \left( 2 \log \int \mathcal{P} \sqrt{\frac{\mathcal{Q}}{\mathcal{P}}} \, dx \right) \\
= \exp \left( 2 \log \mathbb{E}_0 \left[ \sqrt{\frac{\mathcal{Q}}{\mathcal{P}}} \right] \right) \geq \exp \left( \mathbb{E}_0 \left[ 2 \log \sqrt{\frac{\mathcal{Q}}{\mathcal{P}}} \right] \right) \\
= \exp \left( \mathbb{E}_0 \left[ \log \frac{\mathcal{Q}}{\mathcal{P}} \right] \right) = \exp (-D_{KL}(\mathcal{P} \| \mathcal{Q})),
\]

where we have used Jensen’s inequality. Putting it all together, we have that

\[
\frac{1}{2} (\mathbb{P}_1 (\psi (X) = 0) + \mathbb{P}_0 (\psi (X) = 1)) \geq \frac{1}{2} \int \min \{\mathcal{P}, \mathcal{Q}\} \, dx \geq \frac{1}{4} \left( \int \sqrt{\mathcal{P} \cdot \mathcal{Q}} \, dx \right)^2 \geq \frac{1}{4} \exp (-D_{KL}(\mathcal{P} \| \mathcal{Q})).
\]
As a corollary, if we take any event $\mathcal{A}$ and apply this lemma to the decision rule $\psi(X) = 1_{\{X \in \mathcal{A}\}}$, we obtain (2.1).

\[ \square \]

### 2.3 Upper Bounds

In this section we will consider a sequence of policies, in an attempt to asymptotically meet the lower bound of the previous section, i.e., find a policy $\pi$ such that

$$
\limsup_{T \to \infty} \frac{R(T)}{\log(T)} \leq \sum_{k: \mu_k < \mu_1} \frac{\mu_1 - \mu_k}{D(\mu_k || \mu_1)}.
$$

We begin with perhaps the simplest way of making the tradeoff between exploration and exploitation: time division. Namely, choose $1 > \epsilon > 0$ and spend $\epsilon$ fraction of the time exploring the arms, and the remaining $1 - \epsilon$ fraction of the time exploiting the best arm found thus far. This is termed an $\epsilon$-greedy algorithm, and serves as the simplest of adaptive allocation rules, albeit one where the use of feedback information is limited to the exploitation time-steps. This assignment of exploration and exploitation time-steps can be done either deterministically or randomly; here we examine the deterministic case where we have spent $\frac{\epsilon t}{K}$ time-steps exploring each of the $K$ arms up to time-step $t$. This is also known as an epoch-greedy policy, since we can imagine partitioning time into a sequence of epochs, where each epoch is a single exploration pull (or a round of exploration pulls for each arm), followed by some number of exploitation pulls of the empirically best arm. The larger $\epsilon$ is, the more quickly the empirical best arm converges to the actual best arm, but this comes with a cost of purposefully playing sub-optimal arms long after the best arm has been identified. In other words, by increasing $\epsilon$, we see a tradeoff where we improve short-term performance and worsen asymptotic performance. Of course, with any fixed $\epsilon$, we will have spent $\frac{\epsilon T}{K}$ time-steps in expectation exploring each of the sub-optimal arms by the time-horizon $T$. Since each play of a sub-optimal arm incurs a constant regret, the exploration regret is

$$
R_{\text{explore}}(T) = \frac{\epsilon T}{K} \cdot \sum_{k: \mu_k < \mu_1} (\mu_1 - \mu_k).
$$

To bound the exploitation regret, both for $\epsilon$-greedy and more sophisticated algo-
rithms, we will rely on the Hoeffding and Chernoff bounds, applied to a sequence of i.i.d. Bernoulli random variables \( \{X_i\} \) with parameter \( p \). In this case, the Hoeffding bound states that:

\[
P \left( \frac{1}{n} \sum_{i=1}^{n} X_i \geq p + \epsilon \right) \leq \exp \left( -2n\epsilon^2 \right),
\]

\[
P \left( \frac{1}{n} \sum_{i=1}^{n} X_i \leq p - \epsilon \right) \leq \exp \left( -2n\epsilon^2 \right),
\]

and the Chernoff bound states that:

\[
P \left( \frac{1}{n} \sum_{i=1}^{n} X_i \geq p + \epsilon \right) \leq \exp \left( -n \cdot D_{KL} (p + \epsilon || p) \right),
\]

\[
P \left( \frac{1}{n} \sum_{i=1}^{n} X_i \leq p - \epsilon \right) \leq \exp \left( -n \cdot D_{KL} (p - \epsilon || p) \right),
\]

where \( D_{KL} (p||q) = p \cdot \log \left( \frac{p}{q} \right) + (1 - p) \cdot \log \left( \frac{1 - p}{1 - q} \right) \) is the Kullback-Leibler divergence between two Bernoulli random variables. Note that the Hoeffding bound in this case is implied by the Chernoff bound and Pinsker’s inequality, which states that \( D_{KL} (p||q) \geq 2(p - q)^2 \). Although this means that the Hoeffding bound is the weaker of the two bounds, we will nonetheless use it here, as well as in the next section to analyze the popular UCB1 algorithm.

Returning to the exploitation regret, recall that \( \{X_k(i)\}_{i \geq 1} \) are i.i.d. Bernoulli random variables with parameter \( \mu_k \). We define \( \tilde{\mu}_k(l) = \frac{1}{l} \sum_{i=1}^{l} X_k(i) \), the empirical mean of the rewards from pulling arm \( k \), during the exploration time-steps up to epoch \( l \). Then, consider the probability of choosing to exploit a sub-optimal arm \( k \) in epoch \( l \),

\[
P \left( \tilde{\mu}_k(l) \geq \max_{k'} \tilde{\mu}_{k'}(l) \right) \leq P \left( \tilde{\mu}_k(l) \geq \tilde{\mu}_1(l) \right)
\]

\[
\leq P \left( \tilde{\mu}_k(l) \geq \frac{\mu_1 + \mu_k}{2} \right) + P \left( \tilde{\mu}_1(l) \leq \frac{\mu_1 + \mu_k}{2} \right)
\]

\[
= P \left( \frac{1}{l} \sum_{i=1}^{l} X_k(i) \geq \mu_k + \frac{\mu_1 - \mu_k}{2} \right) + P \left( \frac{1}{l} \sum_{i=1}^{l} X_1(i) \leq \mu_1 - \frac{\mu_1 - \mu_k}{2} \right)
\]

\[
\leq 2 \exp \left( -l \cdot \frac{(\mu_1 - \mu_k)^2}{2} \right).
\]
The number of exploitation pulls in epoch $l$ is $\frac{1 - \epsilon}{\epsilon}$ and the total number of epochs is $\epsilon T$, so we can compute the total regret as

$$R(T) \leq R_{\text{explore}}(T) + \sum_{l=1}^{\epsilon T} \frac{1 - \epsilon}{\epsilon} \cdot \sum_{k: \mu_k < \mu_1} (\mu_1 - \mu_k) \cdot \mathbb{P}(\hat{\mu}_k(l) \geq \max_{k'} \tilde{\mu}_{k'}(l))$$

$$\leq R_{\text{explore}}(T) + \sum_{k: \mu_k < \mu_1} (\mu_1 - \mu_k) \cdot \sum_{l=1}^{\epsilon T} \frac{1 - \epsilon}{\epsilon} \cdot 2 \exp \left( -l \cdot \frac{(\mu_1 - \mu_k)^2}{2} \right)$$

$$\leq \sum_{k: \mu_k < \mu_1} (\mu_1 - \mu_k) \cdot \left\{ \frac{\epsilon T}{K} + \frac{2}{\epsilon} \cdot \frac{1}{\exp \left( \frac{(\mu_1 - \mu_k)^2}{2} \right) - 1} \right\},$$

which is linear in $T$ regardless of the choice of $\epsilon$. To summarize, we have shown the following:

**Theorem 2.3.1** For the epoch-greedy policy, for any constant $\epsilon > 0$, we have that

$$R(T) \leq \sum_{k: \mu_k < \mu_1} (\mu_1 - \mu_k) \cdot \left\{ \frac{\epsilon T}{K} + \frac{2}{\epsilon} \cdot \frac{1}{\exp \left( \frac{(\mu_1 - \mu_k)^2}{2} \right) - 1} \right\}.$$
by a constant, matching the exploration regret. Recall the total regret

\[ R(T) \leq \sum_{l=1}^{L} \left\{ \sum_{k: \mu_k < \mu_1} (\mu_1 - \mu_k) \cdot \left[ \frac{1}{K} + g(l) \cdot \mathbb{P}(\mu_k(l) \geq \max_{k'} \mu_{k'}(l)) \right] \right\} \]

\[ \leq \sum_{k: \mu_k < \mu_1} (\mu_1 - \mu_k) \cdot \sum_{l=1}^{L} \left[ \frac{1}{K} + 2g(l) \cdot \exp\left(-l \cdot \frac{(\mu_1 - \mu_k)^2}{2}\right) \right]. \]

If we now choose \( g(l) = \frac{1}{K} \cdot \exp(c \cdot l) \) where \( c \leq \frac{\min_{k: \mu_k < \mu_1} (\mu_1 - \mu_k)^2}{2} \), then the regret can be bounded by

\[ R(T) \leq \frac{3L}{K} \cdot \sum_{k: \mu_k < \mu_1} (\mu_1 - \mu_k). \]

Note that \( L \) epochs corresponds to \( L \) explorations and \( \sim \frac{1}{K} \cdot \exp(c \cdot L) \) exploitations. Since this sums to \( T \) time-steps, then the number of explorations is \( L \sim \frac{\log KT}{c} \). Thus, we have the following result:

**Theorem 2.3.2** For the epoch-greedy policy, if the length of the epochs is chosen as \( g(l) = \frac{1}{K} \cdot \exp(c \cdot l) \) where \( c \leq \frac{\min_{k: \mu_k < \mu_1} (\mu_1 - \mu_k)^2}{2} \), then we have that

\[ \limsup_{T \to \infty} \frac{R(T)}{\log T} \leq \frac{3}{cK} \cdot \sum_{k: \mu_k < \mu_1} (\mu_1 - \mu_k). \]

Note that this regret bound only applies for \( c \) being sufficiently small, which means our policy would require knowledge of \( \min_{k: \mu_k < \mu_1} (\mu_1 - \mu_k) \). We can also re-formulate this epoch-greedy policy back into an \( \epsilon \)-greedy policy, by noting that if we choose to explore with probability \( \epsilon(t) = \frac{1}{c \cdot t} \), the result is also \( \sim \frac{\log T}{c} \) exploration time-steps. By the Hoeffding bound, we can show that for any \( \delta > 0 \), each arm will have been explored at least \( (1 - \delta) \cdot \frac{\log T}{cK} \) times with high probability, when \( T \) is large enough. By the same analysis as before (now conditioned on this high probability event), we can obtain the same regret bound, even when the exploration time-steps are chosen randomly and not deterministically:

**Theorem 2.3.3** For the \( \epsilon \)-greedy policy, if we choose to explore with probability
\[ \epsilon(t) = \frac{1}{c \cdot t} \text{ where } c \leq \min_{k: \mu_k < \mu_1} \left( \frac{(\mu_1 - \mu_k)^2}{2} \right), \text{ then we have that} \]

\[ \limsup_{T \to \infty} \frac{R(T)}{\log T} \leq \frac{3}{cK} \cdot \sum_{k: \mu_k < \mu_1} (\mu_1 - \mu_k). \]

It is important to note that for \( \epsilon \)-greedy as well as for epoch-greedy, the schedule of explorations is effectively decided in advance and is not adaptive; only the choices of which arm to exploit are adaptive. As an example, if there are three arms with expected rewards of \{0.5, 0.4, 0.1\} respectively, and we spend equal time exploring each arm, the second arm is more likely than the third to be confused for being the best arm. This asymmetry suggests that an optimal algorithm would explore different arms at different rates, and it is precisely the failure of these algorithms to do so that accounts for their sub-optimality.

### 2.3.1 UCB algorithms

So if there is an asymmetry in how often arms should be explored, how can we determine this adaptively? Instead of fixing the number of explorations, we could instead fix the probabilities of error (i.e., deciding a particular sub-optimal arm is the best arm) and adapt the number of explorations of each arm in order to meet those probabilities. Namely, if we wish to obtain a regret bound of \( O(\log T) \), then one option is to give ourselves a \( O(n^{-1}) \) probability of choosing each sub-optimal arm \( k > 1 \) at each time-step \( n \), as this integrates into a total of \( O(\log T) \) regret.

To accomplish this, we will turn to a common theme of algorithms designed to solve multi-armed bandit problems, “index policies” that at each time-step \( n \) assign an index \( b_k(n) \) to each arm \( k \) and play the arm with the largest index, breaking ties arbitrarily. In particular, these indices will be “optimistic,” meaning they should over-estimate the expected reward. An intuitive justification for this is the following: Suppose we did not use optimistic indices. If we are unlucky with the first few plays of the best arm, it could be that its empirical average reward dips below the expected reward of a sub-optimal arm. The index of the best arm may be so low that this arm is never played again. Since this event occurs within a deterministic number of time-steps with positive probability, the result is linear regret. Thus, we restrict our consideration to optimistic policies where we over-estimate the expected reward. We can decompose each index (also
called an upper confidence bound, for reasons that will become clear soon) into a sum of two terms, the empirical average reward and an “exploration bonus” that captures the uncertainty in the mean we have due to having only finite samples. We will choose the exploration bonus to be large enough so that the probabilities of error satisfy $\mathbb{P} (b_k(n) > b_1(n)) \in O (n^{-1})$, which is necessary if arm $k$ is to be played $O (\log T)$ times. However, we should not choose an exploration bonus that is too large, as that would cause the sub-optimal arms to be played too often, exceeding the $\log T D (\mu_i || \mu_1)$ lower-bound. We define $t_k(n)$ to be the number of times arm $k$ has been played up to time-step $n$, and $\hat{\mu}_k(n) = \frac{1}{t_k(n)} \sum_{i=1}^{t_k(n)} X_k(i)$ to be the empirical mean of the rewards seen when pulling arm $k$ up to time-step $n$. The index of arm $k$ at time-step $n$ is then defined to be

$$b_k(n) = \hat{\mu}_k(n) + \sqrt{\frac{K \log n}{t_k(n)}},$$

where $K$ is a constant to be chosen later. Note that $b_k(n)$ is large when $T_k(n) < \log n$.

To understand the performance of UCB, let us first understand the conditions under which we might pull arm $k$ instead of arm 1. This will happen only if $b_k(n) \geq b_1(n)$. If $t_k(n)$ is sufficiently large compared to $\log n$, then $b_k(n)$ will concentrate around $\mu_k$ and similarly, $b_1(n)$ will concentrate around $\mu_1$. Therefore, the probability of $b_k(n) \geq b_1(n)$ will be small. To make this intuition precise, we first convert the condition $b_k(n) \geq b_1(n)$ into a condition involving the deviation of $b_k(n)$ from $\mu_k$ and $b_1(n)$ from $\mu_1$. Namely, note that $b_k(n) \geq b_1(n)$ is false if $b_k(n) < \mu_1$ and $\mu_1 < b_1(n)$, and thus,

$$\{b_k(n) \geq b_1(n)\} \implies \{b_k(n) \geq \mu_1\} \text{ or } \{b_1(n) \leq \mu_1\}. \quad (2.4)$$

We now write the expected regret up to time $T$ in terms of the above events as follows:

$$R(T) = \sum_{k: \mu_k < \mu_1} (\mu_1 - \mu_k) \mathbb{E} [t_k(T)],$$

where $(\mu_1 - \mu_k)$ is the reduction in expected reward each time arm $k$ is played, and $\mathbb{E} [t_k(T)]$ is the expected number of times that arm $k$ is played up to time $T$.  
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Next, by the definition of the UCB algorithm and Equation (2.4),

$$
\mathbb{E} [t_k (T)] \leq \mathbb{E} \left[ \sum_{n=1}^{T-1} 1 \{ b_k (n) \geq b_1 (n) \} \right] \\
\leq \sum_{n=1}^{T-1} \mathbb{E} [1 \{ b_k (n) \geq \mu_1 \}] + \sum_{n=1}^{T-1} \mathbb{E} [1 \{ b_1 (n) \leq \mu_1 \}] \\
= \sum_{n=1}^{T-1} \mathbb{P} (b_k (n) \geq \mu_1) + \sum_{n=1}^{T-1} \mathbb{P} (b_1 (n) \leq \mu_1).
$$

Consider the first term on the RHS,

$$
\mathbb{P} (b_k (n) \geq \mu_1) = \mathbb{P} \left( \frac{1}{t_k (n)} \sum_{j=1}^{t_k (n)} X_k (j) + \sqrt{\frac{K \log n}{t_k (n)}} \geq \mu_1 \right) \\
= \mathbb{P} \left( \frac{1}{t_k (n)} \sum_{j=1}^{t_k (n)} X_k (j) - \mu_k \geq \mu_1 - \mu_k - \sqrt{\frac{K \log n}{t_k (n)}} \right).
$$

To study the probability of such deviations from the mean, we recall the Hoeffding bound. However, we cannot directly apply the Hoeffding bound to Equation (2.5), since

1. $t_k (n)$ is a random variable, not a constant,

2. $\mu_1 - \mu_k - \sqrt{\frac{K \log n}{t_k (n)}}$ may not be positive, as required in the Hoeffding bound.

To handle the second issue above, we need to ensure that $t_k (n)$ is sufficiently large. In particular, suppose $t_k (n)$ is such that $\mu_1 - \mu_k - \sqrt{\frac{K \log n}{t_k (n)}} \geq \sqrt{\frac{K \log n}{t_k (n)}}$,

or equivalently, $t_k (n) \geq \frac{4K \log n}{(\mu_1 - \mu_k)^2}$. Let $N = \frac{4K \log n}{(\mu_1 - \mu_k)^2}$, and let $Y (n)$ be a random variable denoting the arm that is played at time $n$. Then,

$$
t_k (n) = \sum_{j=1}^{n-1} 1 \{ Y (j) = k \} \\
= \sum_{j=1}^{n-1} 1 \{ Y (j) = k \} \cdot 1 \{ t_k (j) < N \} + \sum_{j=1}^{n-1} 1 \{ Y (j) = k \} \cdot 1 \{ t_k (j) \geq N \}.
$$
Since \( \sum_{j=1}^{n-1} 1 \{ Y(j) = k \} \cdot 1 \{ t_k(j) < N \} \leq N \) and \( \{ Y(j) = k \} \Longrightarrow \{ c_k(j) \geq c_1(j) \} \), we have

\[
t_k(n) \leq N + \sum_{j=1}^{n-1} 1 \{ Y(j) = k \} \cdot 1 \{ t_k(j) \geq N \}
\]

\[
\leq N + \sum_{j=1}^{n-1} 1 \{ c_k(j) \geq c_1(j) \} \cdot 1 \{ t_k(j) \geq N \},
\]

and using Equation (2.4),

\[
\mathbb{E} [t_k(n)] \leq N \left[ \sum_{j=1}^{n-1} 1 \{ c_k(j) \geq c_1(j), t_k(j) \geq N \} \right]
\]

\[
\leq N + \sum_{j=1}^{n-1} \mathbb{P}(c_k(j) \geq \mu_1, t_k(j) \geq N) + \mathbb{P}(c_1(j) \leq \mu_1, t_k(j) \geq N).
\]

(2.6)

Note that

\[
\{ c_k(j) \geq \mu_1, t_k(j) \geq N \} = \left\{ \frac{1}{t_k(j)} \sum_{l=1}^{t_k(j)} X_k(l) + \sqrt{\frac{K \log j}{t_k(j)} \geq \mu_1, t_k(j) \geq N} \right\}
\]

\[
\subseteq \bigcup_{L=N}^{j-1} \left\{ \frac{1}{L} \sum_{l=1}^{L} X_k(l) + \sqrt{\frac{K \log j}{L} \geq \mu_1} \right\},
\]

since \( t_k(j) \leq j - 1 \). Thus,

\[
\mathbb{P}(c_k(j) \geq \mu_1, t_k(j) \geq N) \leq \sum_{L=N}^{j-1} \mathbb{P}\left( \frac{1}{L} \sum_{l=1}^{L} X_k(l) + \sqrt{\frac{K \log j}{L}} \geq \mu_1 \right)
\]

\[
= \sum_{L=N}^{j-1} \mathbb{P}\left( \frac{1}{L} \sum_{l=1}^{L} X_k(l) - \mu_k \geq \mu_1 - \mu_k - \sqrt{\frac{K \log j}{L}} \right)
\]

\[
\leq \sum_{L=N}^{j-1} \mathbb{P}\left( \frac{1}{L} \sum_{l=1}^{L} X_k(l) - \mu_k \geq \sqrt{\frac{K \log j}{L}} \right)
\]

\[
\leq \sum_{L=N}^{j-1} \exp\left( -2L \cdot \frac{K \log j}{L} \right)
\]

\[
= \sum_{L=N}^{j-1} \frac{1}{j^{2K}} \leq \frac{1}{j^{2K-1}}.
\]
Combining, we have that
\[
\sum_{j=1}^{n-1} \mathbb{P}(c_k(j) \geq \mu_1, t_k(j) \geq N) \leq \sum_{j=1}^{n-1} \frac{1}{j^{2K-1}} \leq \frac{\pi^2}{6},
\]
with the choice \( K = 1.5 \). Similarly, we have that
\[
\mathbb{P}(c_1(j) \leq \mu_1, t_k(j) \geq N) = \mathbb{P}\left(\frac{1}{t_1(j)} \sum_{l=1}^{t_1(j)} X_1(l) + \sqrt{\frac{K \log j}{t_1(j)}} \leq \mu_1, t_k(j) \geq N\right)
\leq \sum_{L=N}^{j-1} \mathbb{P}\left(\frac{1}{L} \sum_{l=1}^{L} X_1(l) \leq \mu_1 - \sqrt{\frac{K \log j}{L}}\right)
\leq \sum_{L=1}^{j-1} \exp\left(-2L \cdot \frac{K \log j}{L}\right) \leq \frac{1}{j^{2K-1}},
\]
\[
\sum_{j=1}^{n-1} \mathbb{P}(c_1(j) \leq \mu_1, t_k(j) \geq N) \leq \frac{\pi^2}{6}.
\]
Putting everything together, we have that
\[
\mathbb{E}[t_k(T)] \leq \frac{6 \log T}{(\mu_1 - \mu_k)^2} + \frac{\pi^2}{3},
\]
\[
R(T) \leq \sum_{k: \mu < \mu_1} \left[ \frac{6 \log T}{(\mu_1 - \mu_k)} + \frac{\pi^2}{3} \cdot (\mu_1 - \mu_k) \right].
\]
To summarize, we have shown the following theorem:

**Theorem 2.3.4 (UCB1)** If we play the arm with the largest index
\[
b_k(n) = \hat{\mu}_k(n) + \sqrt{\log n / t_k(n)}
\]
at each time-step, then
\[
R(T) \leq \sum_{k: \mu_k < \mu_1} \left[ \frac{6 \log T}{(\mu_1 - \mu_k)} + \frac{\pi^2}{3} \cdot (\mu_1 - \mu_k) \right].
\]
If we replace the Hoeffding bound with the Chernoff bound, we can motivate the tighter result and algorithm of KL-UCB, found in [24]. Although this algorithm obtains asymptotically optimal regret, the exploration bonus no longer has a sim-
ple closed-form solution, and is slower in practice to compute indices because of this. Suppose we choose the exploration bonus $\epsilon_{k,n}$ so that $\mathbb{P}(b_1(n) \leq \mu_1) = \frac{1}{n (\log n)^c}$, for some $c \geq 2$. This looser bound (c.f. $\frac{1}{n^2}$ in the previous analysis) allows for more slack for making such an error, but still maintains the property that the integrated error over all $n$ will be bounded. Then, we can compute

$$\mathbb{P}(b_1(n) \leq \mu_1) = \mathbb{P}\left(\frac{1}{t_1(n)} \sum_{i=1}^{t_1(n)} X_{1,i} + \epsilon_{1,n} \leq \mu_1\right) = \exp\left(-t_1(n) \cdot D(\mu_1 - \epsilon_{1,n} || \mu_1)\right) = \frac{1}{n (\log n)^c},$$

and thus $t_1(n) \cdot D(\mu_1 - \epsilon_{1,n} || \mu_1) = \log n + c \log \log n$. However, the exploration bonus $\epsilon$ should only depend on $\hat{\mu}_k$, $t_k$, and $n$, and not on $\mu_1$ as that is unknown to the algorithm. Since $\hat{\mu}_1 \to \mu_1$ and we want $\epsilon_{1,n} \to 0$, we replace $D(\mu_1 - \epsilon_{1,n} || \mu_1)$ by $D(\hat{\mu}_1 || \hat{\mu}_1 + \epsilon_{1,n}) = D(\hat{\mu}_1 || b_1)$. That is, we set the index of arm 1 (and by symmetry, for any arm $k$) to be:

$$b_k = \max\{q \in [\hat{\mu}_k, 1]: t_k(n) \cdot D(\hat{\mu}_k || q) \leq \log n + c \log \log n\},$$

which is the index computed by KL-UCB. Using this policy, [24] shows that

$$\limsup_{T \to \infty} \frac{\mathbb{E}[t_k(T)]}{\log(T)} \leq \frac{1}{D(\mu_k || \mu_1)},$$

and thus proves the following theorem, which asymptotically matches the Lai and Robbins lower-bound:

**Theorem 2.3.5 (KL-UCB)** If we play the arm with the largest index

$$b_k = \max\{q \in [\hat{\mu}_k, 1]: t_k(n) \cdot D(\hat{\mu}_k || q) \leq \log n + 3 \log \log n\}$$

at each time-step, then

$$\limsup_{T \to \infty} \frac{R(T)}{\log(T)} \leq \sum_{k: \mu_k < \mu_1} \frac{\mu_1 - \mu_k}{D(\mu_k || \mu_1)}. \tag{2.7}$$

The full proof of this requires a different concentration inequality [31], the sim-
plest version of which states that for all $\epsilon > 1$ and all $n \geq 1$,

$$\mathbb{P} \left\{ \hat{\mu}_1 (n) < \mu_1, D (\hat{\mu}_1 (n) \mid \mid \mu_1) \geq \frac{\epsilon}{t_1 (n)} \right\} \leq e \left[ \epsilon \log n \right] \exp (-\epsilon).$$

From this, it immediately follows that

$$\mathbb{P} (b_1 \leq \mu_1) = \mathbb{P} \left( \hat{\mu}_1 (n) < \mu_1, D (\hat{\mu}_1 (n) \mid \mid \mu_1) > \frac{\log n + 3 \log \log n}{t_1 (n)} \right) \leq e \left[ (\log n + 3 \log \log n) \log n \right] \frac{1}{n (\log n)^{3}},$$

for which the leading term, of order $\frac{1}{n \log n}$, integrates to $\log \log n$. Thus the regret is written as

$$\mathbb{E} [t_k (T)] \leq \sum_{n=1}^{T} \mathbb{P} (b_k (n) \geq \max_{k' \neq k} b_{k'} (n)) \leq \sum_{n=1}^{T} \mathbb{P} (b_k (n) \geq b_1 (n)) \leq \sum_{n=1}^{T} \mathbb{P} (b_k (n) \geq \mu_1) + \sum_{n=1}^{T} \mathbb{P} (b_1 (n) \leq \mu_1),$$

where the second term is $\Theta \left( \log \log T \right)$. Next, to compute the first term,

$$\mathbb{P} (b_k (n) \geq \mu_1) \leq \mathbb{P} \left( t_k (n) \leq \frac{\log n + 3 \log \log n}{D (\hat{\mu}_k (n) \mid \mid \mu_1)} \right),$$

$$\sum_{n=1}^{T} \mathbb{P} (b_k (n) \geq \mu_1) \leq \sum_{n=1}^{T} \mathbb{P} \left( D \left( \frac{\sum_{i=1}^{n} X_{k,i}}{n} \mid \mid \mu_1 \right) \leq \frac{\log T + 3 \log \log T}{n} \right) \leq n_0 + \sum_{n=n_0}^{T} \mathbb{P} \left( D \left( \frac{\sum_{i=1}^{n} X_{k,i}}{n} \mid \mid \mu_1 \right) \leq \frac{\log T + 3 \log \log T}{n} \right),$$

where $n_0 = \frac{\log T + 3 \log \log T}{D_{KL} (\mu_k \mid \mid \mu_1)}$, and we have re-indexed $n$ in the second line from denoting actual time to denoting a count of how many times arm $k$ has been played. The final term here can be shown to be $O \left( \sqrt{\log T} \right)$, although the proof is quite involved and not reproduced here. Putting everything together, we have that $\mathbb{E} [t_k (T)] \leq \frac{\log T}{D_{KL} (\mu_k \mid \mid \mu_1)} + o \left( \log T \right)$, as desired. To summarize, despite requiring a sharper concentration inequality, the intuition behind the choice of the exploration bonus in KL-UCB is the same as it is for UCB1, namely to pick the exploration bonus large enough so that $\sum_{n=1}^{T} \mathbb{P} (b_1 (n) \leq \mu_1) \in o \left( \log T \right)$. 
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2.3.2 Problem-independent bounds

In both the Lai and Robbins lower-bound and the result achieved by KL-UCB, the results are *problem-dependent*, meaning the constants in the RHS are a function of \( \mu \). In particular, as \( \mu_2 \nearrow \mu_1 \), we have that \( \frac{\mu_1 - \mu_2}{D_{KL}(\mu_2 || \mu_1)} \to \infty \). That is, even though for each problem instance we can obtain logarithmic regret, if the parameters are generated in way such that \( \mu_2 \) and \( \mu_1 \) can be arbitrarily close, then at any time \( T \), we could have \( R(T) \geq c \log T \) for any \( c > 0 \), i.e., \( R(T) \in \omega(\log T) \).

We now prove a *problem-independent* upper-bound, one which is not a function of \( \mu \), using the results from above. In particular, suppose \( \mu = (\mu_1, \mu_1 - \delta) \). The key idea here is to choose a \( \delta(T) \) that gives the worst-case (i.e., largest) regret for each time-horizon \( T \). By Theorem 2.3.5, we can write the regret bound in our two-armed case,

\[
\frac{R(T)}{\log(T)} \leq \frac{\delta}{D(\mu_1 - \delta || \mu_1)} + o(1) \\
\leq \frac{\delta}{2\delta^2} + o(1),
\]

where we have used Pinsker’s inequality. We also have that \( R(T) \leq \delta T \), as the regret per time-step is at most \( \delta \). Thus a better regret lower-bound is the minimum of these two bounds, and so we set these two (approximately) equal to determine a worst-case \( \delta(T) \). Ignoring the \( o(1) \) term for now, suppose \( \delta(T) \cdot T = \frac{1}{2\delta(T)} \log T \), and thus \( \delta(T) = \sqrt{\frac{\log T}{2T}} \). Substituting back into (2.8) yields the following theorem, showing a problem-independent upper-bound:

**Theorem 2.3.6** Under KL-UCB, we have that

\[
R(T) \leq \sqrt{\frac{T \log T}{2}} + o(\log T).
\]
CHAPTER 3

BIDDING WITH AVERAGE BUDGETS

3.1 Introduction

In this chapter, we consider the problem of sponsored search from the perspective of a budget-constrained advertiser. Sponsored search is a type of online advertisement where paid links are shown next to the search results of relevant queries, yielding substantial revenue for search engine providers like Microsoft and Google. It is also a problem of theoretical interest, since bidders are competing for overlapping keywords and targeted demographics, and where the number of bidders, ads, and ad slots on webpages are all large. Even though the ad displayed for each query can be modeled as a second price auction, the aforementioned other constraints complicate the problem.

We consider a model from a single bidder’s point of view, and in our model the bidder has an average budget constraint, expressed as a constraint on the expected payment, but which can be interpreted as being a constraint on the time average of the payment. As is common in this literature, if we model all other bidders’ strategies by a probability distribution over their largest bid, then we get a simple static optimization problem for each bidder. However, the solution to this static optimization problem requires knowledge of the distribution of the maximum of others’ bids, as well as the distribution of one’s own valuation, and statistics of the arrival process of relevant queries. In more complicated settings with auctions involving multiple ad slots, we would also require click-through rates, the distributions of the second highest bid of the opponents, etc. The main contribution of this work is to show that the average budget model considered here allows us to compute the optimal bid using stochastic approximation without the aforementioned statistical details. We provide upper bounds and simulation results on both the expected regret in the profit, as well as any budget overdraft or underdraft, despite the limited statistical knowledge. For ease of reading, all proofs and
intermediate results are deferred to subsection 3.6.

The distributional assumption that we make about the opponents’ bids is often called the mean-field approximation, which has been studied in a Markov decision problem context in [32, 33]. In [32], the focus is on learning the distribution of the valuation, while the focus of [33] is on budget constraints. Our model is closer to that of [33, 34], but our use of an average budget constraint rather than the strict budget constraint they use allows us to obtain a solution that does not require statistical knowledge of the system parameters. We show that under an average budget constraint, an under-bidding factor also appears in the solution, which we then estimate through stochastic approximation (SA) [35, 36, 37]. In [33], a Markov Decision Problem (MDP) must be solved to obtain the factor by which one under-bids an item’s true valuation. However, this MDP is nearly intractable; therefore, a fluid approximation is used to calculate this factor in a more tractable manner. However, even this approximation still relies on the knowledge of the probability distribution of the opponents’ maximum bid. In [34], under an additional assumption of homogeneous bidders, this under-bidding strategy is shown to be the unique fluid mean-field equilibrium.

Compared to an MDP formulation, the use of an SA approach (when used with a small but fixed stepsize) allows one to track non-stationary behavior on the bids, valuations, relevant query arrivals, etc. Additionally, our formulation allows us to change our bid at whatever time scale we choose. For example, suppose that bids are placed at multiple geographical locations, then computational considerations involved in keeping track of the massive amount of data generated from multiple bids may prevent a query-by-query update of the under-bidding factor. Then it is natural to fix a time period over which the under-bidding factor is held constant, and changed only at the beginning of each period based on the expenditure, aggregated over all locations, during the previous period. Our formulation allows us to incorporate such practical constraints.

We note that the average budget constraint has been used previously in [38] in a different context, from the point of view of a search engine provider. In that model, there is no bidding involved and the goal is to maximize either click-through rates or impressions subject to an average budget constraint.
3.2 Model and Algorithm

We define the sequence of queries to be indexed by $i \in \mathbb{N}$, with a valuation $v_i$, drawn i.i.d. from some distribution $f_v$. Suppose the highest bid from the other bidders is $b'_i$, drawn i.i.d. from $f_{b'}$. We also assume an average budget constraint of $B$ for each time period, indexed by $t \in \mathbb{N}$. We allow the number of queries per time period to be random, and let $N_t$ denote the total number of queries during the time periods $\{1, 2, \ldots, t\}$, where $N$ is assumed to have independent and stationary increments. Thus the number of queries in time period $t$ is $N_t - N_{t-1} \sim f_{N_1}$, where $N_0 = 0$. Two such examples of $N$ are $N_t = r \cdot t$ and a Poisson process of rate $r$.

Since we observe only $v_i$, we seek to find a bidding strategy $b(v)$ that will maximize the expected reward while satisfying the average budget constraint, i.e.

$$\max_b E_{v, b', N_1} \left[ \sum_{i=1}^{N_1} (v_i - b'_i) I\{b_i > b'_i\} \right]$$

subject to

$$E_{v, b', N_1} \left[ \sum_{i=1}^{N_1} b'_i I\{b_i > b'_i\} \right] \leq B.$$

Using a Lagrange multiplier $\lambda^*$, we now find

$$\max_b E_{v, b', N_1} \left[ \sum_{i=1}^{N_1} (v_i - b'_i - \lambda^* b'_i) I\{b_i > b'_i\} \right].$$

Note that the bid is a function of $v$ and $N_1$, but we can treat these values as given when optimizing for $b$, so the above maximization can be equivalently written as

$$\max_b E_{b'} \left[ \sum_{i=1}^{N_1} (v_i - b'_i (1 + \lambda^*)) I\{b_i > b'_i\} \right]$$

$$= \max_b \sum_{i=1}^{N_1} \int_{0}^{b_i} (v_i - b'_i (1 + \lambda)) f_{b'} (b') \, db'.$$

Differentiating w.r.t. $b$ and equating to 0 yields

$$(v_i - b'_i (1 + \lambda^*)) = 0$$

$$\implies b_i = \frac{v_i}{1 + \lambda^*}. \quad (3.1)$$
By complementary slackness, $\lambda^*$ is either the positive solution to
\[
\mathbb{E}_{v,b',N_1} \left[ \sum_{i=1}^{N_1} b'_i I\{\frac{v}{1+x} > b'_i}\right] - B = 0
\]  
if it exists, or 0 otherwise. Note that this optimal bidding is similar in form to that found in [33], where they refer to $\frac{1}{1 + \lambda^*}$ as the bid shading (a.k.a. under-bidding) factor.

Now we focus on computing $\lambda^*$ when the distributions of $b'$, $v$ and $N_1$ are unknown. Later we will comment on how to use any available partial knowledge of these distributions. The form of (3.1) and (3.2) suggests the following stochastic approximation update rule, where $\epsilon_t$ is the stepsize:

\[
\lambda_{t+1} = \left[ \lambda_t + \epsilon_t \left( \sum_{i=N_t+1}^{N_{t+1}} b'_i I\{b'_i > b_i\} - B \right) \right]^+
\]  
and a bidding rule $b_i = \frac{v_i}{1 + \lambda_{t(i)}}$, where $t(i)$ is the time period that includes query $i$, i.e.

\[
N_{t(i) - 1} < i \leq N_{t(i)}.
\]

Applying convergence results from [37, 36], we can show that under mild conditions and a sufficiently slowly decreasing sequence $\epsilon_t$, we have that $\lambda_t \rightarrow \lambda^*$ a.s., regardless of the initial condition $\lambda_0$. One can also use a fixed stepsize (i.e., $\epsilon_t$ is a constant) to track any possible non-stationarities in the random processes involved. In this case, instead of almost sure convergence, one can provide probabilistic guarantees on how close $\lambda_t$ is to $\lambda^*$ in steady-state.

While the convergence (or closeness) of $\lambda_t$ to $\lambda^*$ is important, it is also important to keep track of the total regret (the difference between the expected optimal payoff and the realized payoff under our algorithm) and the amount by which we overshoot or undershoot the budget (called overdraft and underdraft, respectively) as functions of time. More precisely, if the amount that the bidder has spent up to time $t$ is $\bar{B}_t$, then we define the underdraft to be $B \cdot t - \bar{B}_t$. If the underdraft is negative, then one can also call it an overdraft.

Note that while convergence may hold for any $\lambda_0$, the time required to approach $\lambda^*$ and the magnitude of the regret and budget underdrafts are dependent on the particular value of $\lambda_0$. This suggests that if we are given partial or approximate information about the system distributions, we should take into account $\hat{\lambda}^*$, the
solution to (3.2) using the available distributions in place of $f_b$, $f_v$, and $f_{N_1}$, when deciding $\lambda_0$.

One extension to the basic model is to replace the second price auction with either a generalized second price (GSP) or Vickrey-Clarke-Groves (VCG) auction with $m$ ad slots, which takes into account click-through rates. Another extension is to consider a fixed total budget over a finite time horizon. One could treat this using the average budget formulation proposed here, and stopping when the budget is exhausted or the time horizon is reached. Based on the simulation results that follow, any budget underdraft or regret at the end of the time horizon will be small.

### 3.3 Upper Bounds

To analyze the performance of the stochastic approximation policy, we make a slight change. First, let $\Lambda = [0, \lambda_{\text{max}}]$ for some $\lambda_{\text{max}} > 0$. Effectively, we are preventing our bids from going to zero, which is a reasonable assumption in practice. Then, the exact algorithm we use is the following:

$$
\lambda_{t+1} = \min \left\{ \left[ \lambda_t + \epsilon_t \left( \sum_{i=N+1}^{N+1} b'_i I\{b_i > b'_i\} - B \right) \right]^+, \lambda_{\text{max}} \right\},
$$

$$
b_t = \frac{v_i}{1 + \lambda_t}. $$

Define the expected instantaneous budget exceedance

$$
Y(\lambda_t) = \mathbb{E}_{v,b'} \left[ b' \cdot 1_{\{\frac{v}{1+\lambda_t} > b'} - B \right],
$$

the expected instantaneous reward

$$
R(\lambda_t) = \mathbb{E}_{v,b'} \left[ (v - b') \cdot 1_{\{\frac{v}{1+\lambda_t} > b'} \right]
$$

the regret up to time $T$

$$
\text{Regret}(T) = \sum_{t=1}^{T} \left\{ R(\lambda^*) - \mathbb{E}[R(\lambda_t)] \right\},
$$

27
and the overdraft up to time $T$

$$\text{Overdraft} (T) = \sum_{t=1}^{T} \mathbb{E} [Y_t].$$

Finally, we make the following assumptions:

1. $Y(\lambda^*) = 0$.

2. $Y(\lambda)$ and $R(\lambda)$ are continuously differentiable over $\Lambda$.

3. $Y$, $R$ are Lipschitz, and $Y$ is strictly decreasing. In particular, this implies the existence of the following constants:

$$K_R = \max_{\lambda \in \Lambda} \left| \frac{dR}{d\lambda} (\lambda) \right| < \infty,$$

$$K_{Y,\min} = \min_{\lambda \in \Lambda} \left| \frac{dY}{d\lambda} (\lambda) \right| > 0,$$

$$K_{Y,\max} = \max_{\lambda \in \Lambda} \left| \frac{dY}{d\lambda} (\lambda) \right| < \infty.$$

4. $\sigma^2 = \sup_{\lambda \in \Lambda} \mathbb{E} [\delta M^2 (\lambda)] < \infty$.

**Example 1** Assumptions 1-4 are satisfied when $v$ and $b'$ are i.i.d. uniform on $[0, 1]$.

The following is a more realistic model of actual bids in practice.

**Example 2** Assumptions 1-4 are satisfied when $v$ and $b'$ are each i.i.d. truncated log-normal distributions, with (possibly different) parameters $\mu$ and $\sigma^2$, and support $[a, b]$. Namely, these are distributions with p.d.f.

$$f_{\mu,\sigma^2,a,b} (x) = \frac{1_{\{a \leq x \leq b\}}}{x \cdot Z} \cdot \exp \left( -\frac{(\log x - \mu)^2}{2\sigma^2} \right),$$

where $Z$ is a normalizing constant.

The following theorems bound the regret and overdraft for the stochastic approximation bidding strategy to both be sublinear functions of the time horizon $T$, under an appropriate choice of $\epsilon_t$. Note that bounding just the regret is insufficient, since one could play, for example, the strategy which always bids the valuation in order
to minimize the regret. This alternative strategy minimizes regret, but comes at
the cost of over-bidding and thus violating the budget constraint by a significant
amount, namely the expected total amount spent will exceed $B \cdot T$ by an amount
linear in $T$.

Theorem 3.3.1 Under assumptions 1-4, for any $\delta > 0$, with the choice of $\epsilon_t = \frac{1}{2K_{Y_{\min}} \cdot (1 - \delta)^2} \cdot \frac{1}{t'}$ we have that

$$\text{Regret}(T) \lesssim \frac{K_R \cdot \sigma}{2K_{Y_{\min}} \cdot (1 - \delta)} \cdot \sqrt{T \log T}.$$ 

The main idea behind this proof is to use a first order Taylor expansion of the
instantaneous regret, as a function of the current estimate $\lambda_t$, about the true value
$\lambda$. We then consider $\lambda_t$, which is a Martingale process due to the stochastic ap-
proximation being applied. The second moment of $\lambda_t$ can then be bounded by
$O\left(\frac{\log t}{t}\right)$ through solving a recurrence relation. The combination of these two
and summing over $t$ yields the desired result.

Theorem 3.3.2 Under assumptions 1-4, for any $\delta > 0$, with the choice of $\epsilon_t = \frac{1}{2K_{Y_{\min}} \cdot (1 - \delta)^2} \cdot \frac{1}{t'}$ we have that

$$|\text{Overdraft}(T)| \lesssim \frac{K_{Y_{\max}} \cdot \sigma}{2K_{Y_{\min}} \cdot (1 - \delta)} \cdot \sqrt{T \log T}.$$ 

The proof of this theorem is identical to that of 3.3.1, except with a Taylor expansion
of the absolute value of the overdraft instead of the regret.

3.4 Numerical Experiments

We verify that this algorithm works well using numerical simulations on synthetic
data generated from fixed distributions (unknown to the algorithm). Following
[39, 40], we use log-normal distributions to model bids and valuations. Namely,
we set our budget to be $B = 0.3$ with time periods of 3 queries each, and generate
$v \sim [\ln \mathcal{N}(0, 1)]_{10}$ and $b' \sim [\ln \mathcal{N}(1, 1)]_{10}$ independently, where $\ln \mathcal{N}(\mu, \sigma^2)$ is
the log-normal distribution and $[X]_{[a,b]}$ indicates the truncated distribution of $X$ on
$[a, b]$. These assumptions model a budget-constrained problem where our valua-
tions are less than the maximum bid from the rest of the bidders, in expectation.
If these parameters were known, solving (3.2) would yield the optimal Lagrange multiplier $\lambda^* \approx 1.18$. One goal of the simulation is then to verify how well our algorithm tracks this Lagrange multiplier without knowledge of the system parameters. We numerically simulate our algorithm starting with $\lambda_0 = 0$, $\lambda_0 = 1$, and $\lambda_0 = 1.5$, with a time-varying stepsize $\epsilon_t = t^{-0.5}$ and a time horizon of $3 \cdot 10^3$, and plot the empirical means based on $10^6$ sample-paths in Figure 3.1. The same initial conditions and parameters, but with $\epsilon_t = t^{-0.8}$ and a time horizon of $3 \cdot 10^4$, are shown in Figure 3.2. Simulation results for constant $\epsilon_t$ and for $\epsilon_t = t^{-1}$ are omitted due to space considerations. In the figures, we plot the empirical behavior of $\lambda_t$, the regret $\sum_{i=1}^{N_{t+1}} (v_i - b'_i) \cdot \left( I_{\left\{ \frac{v_k}{1+\lambda^*} > b'_k \right\}} - I_{\left\{ \frac{v_k}{1+\lambda_t} > b'_k \right\}} \right)$, and the budget underdraft $\sum_{s=1}^{t} \left[ B - \sum_{i=N_s+1}^{N_{s+1}} b'_i I_{\left\{ b_i > b'_i \right\}} \right]$.

For $\epsilon_t = t^{-0.5}$, we see that the choice of $\lambda_0$ affects the initial transients of $\lambda_t$, and whether $\lambda_0 \gtrless \lambda^*$ determines the initial sign of the underdraft. Furthermore, after $\lambda_t$ has become close to $\lambda^*$, the regret increases very slowly in $t$. For $\epsilon_t = t^{-0.8}$, we additionally see that the choice of $\lambda_0$ can affect the convergence rate of $\lambda_t$, with underestimates overshooting and then slowly descending towards $\lambda^*$ due to the asymmetry in the update equation for $\lambda_t$.

In the simulations presented, the regret and budget underdraft are within a few percent of the total profit and budget, respectively, at the end of the time horizon. As would be expected, there is a dependence of the regret and budget underdraft on the initial condition $\lambda_0$, with smaller regret when $\lambda_0$ is close to $\lambda^*$. This suggests that whenever possible, the algorithm should be warm-started with $\lambda_0$ set to an approximation of $\lambda^*$. As mentioned before, if the exact distributions of $v$, $b'$, and $N_1$ are unknown, but one has empirical estimates of these distributions (or perhaps full information for some), one could solve (3.2) for $\lambda^*$ using those surrogate distributions. Additionally, one could also intentionally bias the initial choice $\lambda_0$ away from $\lambda^*$, possibly to avoid budget overdrafts or to speed up convergence.

### 3.5 Conclusion

We have considered the problem of auctions with a large number of bidders and an average budget constraint. Through the use of a mean-field approximation, we can formulate the problem as a static optimization problem for each player. One could solve this explicitly given knowledge of the opponents’ bid distributions and
\( \epsilon_t = t^{-0.5} \) simulation results

Figure 3.1: Empirical means of \( \lambda_t \), regret, and budget underdraft vs. \( t \) in the \( \epsilon_t = t^{-0.5} \) simulation. For comparison, at the end of the time-horizon, the optimal profit is 871 and the total budget is 300; the regret and budget underdraft are both approximately 1% of these values.
\( \epsilon_t = t^{-0.8} \) simulation results

![Graph showing empirical means of \( \lambda_t \), regret, and budget underdraft vs. \( t \) in the \( \epsilon_t = t^{-0.8} \) simulation. For comparison, at the end of the time-horizon, the optimal profit is \( 8.71 \cdot 10^3 \) and the total budget is \( 3 \cdot 10^3 \); the maximum absolute regret and budget underdraft are approximately 1% and 2% of these values, respectively.]

Figure 3.2: Empirical means of \( \lambda_t \), regret, and budget underdraft vs. \( t \) in the \( \epsilon_t = t^{-0.8} \) simulation. For comparison, at the end of the time-horizon, the optimal profit is \( 8.71 \cdot 10^3 \) and the total budget is \( 3 \cdot 10^3 \); the maximum absolute regret and budget underdraft are approximately 1% and 2% of these values, respectively.
the valuation distribution, but by applying stochastic approximation, we provide an algorithm that can converge to the optimal bid even without such information. Furthermore, this formulation is significantly simpler to analyze than the dynamic auctions considered previously under a strict budget constraint, and is capable of multiple extensions, including to VCG auctions that incorporate click-through rates. The computations involved in implementing this algorithm are rather minimal, especially if \( \lambda_t \) is updated per time period instead of per query. Our simulation results on synthetic data offer empirical support for bounds on the regret and any budget overdrafts or underdrafts, but of course depending on the assumed distributions, \( \lambda_0 \), choice of \( \epsilon_t \), and time horizon \( T \). Warm-starting with an estimate for \( \lambda^* \) based on limited statistical knowledge is also considered.

3.6 Proofs

3.6.1 Proof of Theorem 3.3.1

Since \( R(\lambda) \) is continuously differentiable over \( \Lambda \) by assumption 2, using a first order Taylor expansion and assumption 3,

\[
R(\lambda) = R(\lambda^*) + \frac{dR}{d\lambda}(\tilde{\lambda}) \cdot (\lambda - \lambda^*)
\]

\[
\geq R(\lambda^*) - K_R \cdot (\lambda - \lambda^*),
\]

where \( \tilde{\lambda} \) is between \( \lambda \) and \( \lambda^* \). Thus,

\[
\text{Regret}(T) = \sum_{t=1}^{T} \{ R(\lambda^*) - \mathbb{E}[R(\lambda_t)] \}
\]

\[
\leq K_R \cdot \sum_{t=1}^{T} \mathbb{E}[\lambda_t - \lambda^*]
\]

\[
\leq K_R \cdot \sum_{t=1}^{T} \sqrt{\mathbb{E}[(\lambda_t - \lambda^*)^2]}
\]

\[
= K_R \cdot \sum_{t=1}^{T} \sqrt{W_t}. \quad (3.4)
\]
To obtain a bound on this, we will show that $W_t \in O\left(\frac{\log t}{t}\right)$.

Since $Y(\lambda)$ is also continuously differentiable over $\Lambda$, we again use a first order Taylor expansion,
\[
Y(\lambda) = Y(\lambda^*) + \frac{dY}{d\lambda} (\tilde{\lambda}) \cdot (\lambda - \lambda^*)
\]
\[
= (a) \frac{dY}{d\lambda} (\tilde{\lambda}) \cdot (\lambda - \lambda^*)
\]
\[
(3.5)
\]
where $\tilde{\lambda}$ is between $\lambda$ and $\lambda^*$, $(a)$ is by assumption 1 and $\frac{dY}{d\lambda} (\lambda) \in [-K_{Y,max}, -K_{Y,min}]$ is by assumption 3. We then have the following recurrence:
\[
W_{t+1} = \mathbb{E} [(\lambda_{t+1} - \lambda^*)^2] = \mathbb{E} [(\lambda_t - \lambda^* + \epsilon_t [Y(\lambda_t) + \delta M_t)]^2] = W_t + 2\epsilon_t \mathbb{E} [(\lambda_t - \lambda^*) \cdot [Y(\lambda_t) + \delta M_t]] + \epsilon_t^2 \mathbb{E} [Y(\lambda_t)^2 + 2Y(\lambda_t) \cdot \delta M_t + \delta M_t^2] = (a) W_t + 2\epsilon_t \mathbb{E} \left[ \frac{dY}{d\lambda} (\tilde{\lambda}_t) \cdot (\lambda_t - \lambda^*)^2 \right] + \epsilon_t^2 \left\{ \mathbb{E} \left[ \left( \frac{dY}{d\lambda} (\tilde{\lambda}_t) \right)^2 \cdot (\lambda_t - \lambda^*)^2 \right] + \mathbb{E} [\delta M_t^2] \right\} \leq (1 - 2\epsilon_t K_{Y,min} + \epsilon_t^2 K_{Y,max}^2) W_t + \epsilon_t^2 \sigma^2,
\]
where $(a)$ follows from $\delta M_t$ being a Martingale difference sequence w.r.t. $\lambda_t$, i.e. $E [\delta M_t | \lambda_t] = 0$, and $(b)$ follows from assumptions 3 and 4. Note that as long as $\epsilon_t \to 0$, then $\forall \delta > 0$, $\exists t_{min} (\delta) \geq 1$ such that $\forall t > t_{min} (\delta), (1 - 2\epsilon_t K_{Y,min} + \epsilon_t^2 K_{Y,max}^2) \leq (1 - 2 (1 - \delta) \epsilon_t K_{Y,min})$. Choosing $\epsilon_t = \frac{K_t}{t + 1} = \frac{1}{2K_{Y,min} \cdot (1 - \delta) \cdot \frac{1}{t + 1}}$, which satisfies $\epsilon_t \to 0$, we then have
\[
W_{t+1} \leq \left(1 - \frac{1}{t + 1}\right) W_t + \frac{K_t^2 \sigma^2}{(t + 1)^2}, \forall t \geq t_{min}.
\]
This can be solved by recursive substitution to yield
\[
W_t \leq W_{t_{min}} \cdot \frac{t_{min}}{t} + K_t^2 \sigma^2 \cdot \sum_{s=t_{min}+1}^{t} \frac{1}{s} \cdot \frac{1}{t} \leq W_{t_{min}} \cdot \frac{t_{min}}{t} + K_t^2 \sigma^2 \cdot \frac{\log t}{t}, \forall t \geq t_{min}.
\]
where we have used the fact \( t_{\text{min}} \geq 1 \). Since for any \( \delta > 0 \), \( t_{\text{min}} \) is finite, we have the following asymptotic inequality,

\[
W_t \lesssim K_t^2 \sigma^2 \cdot \frac{\log t}{t}.
\]  

(3.6)

Thus, combining (3.4) and (3.6),

\[
\text{Regret} (T) \leq K_R \cdot \sum_{t=1}^{T} \sqrt{W_t} \\
\lesssim K_R \cdot K_t \sigma \cdot \sum_{t=1}^{T} \sqrt{\frac{\log t}{t}} \\
\sim \frac{K_R \cdot \sigma}{2K_{Y,\text{min}} \cdot (1-\delta)} \cdot \sqrt{T \log T}.
\]

3.6.2 Proof of Theorem 3.3.2

The proof of this theorem follows that of Theorem 3.3.1 very closely.

\[
|\text{Overdraft} (T)| = \left| \sum_{t=1}^{T} \mathbb{E} [Y(\lambda_t)] \right| \\
\overset{(a)}{=} \left| \sum_{t=1}^{T} \mathbb{E} \left[ \frac{dY}{d\lambda} (\tilde{\lambda}_t) \cdot (\lambda_t - \lambda^*) \right] \right| \\
\overset{(b)}{\leq} K_{Y,\text{max}} \cdot \sum_{t=1}^{T} \sqrt{W_t} \\
\overset{(c)}{\lesssim} \frac{K_{Y,\text{max}} \cdot \sigma}{2K_{Y,\text{min}} \cdot (1-\delta)} \cdot \sqrt{T \log T},
\]

where \( (a) \) follows from (3.5), \( (b) \) from assumption 3 and the same technique as (3.4), and \( (c) \) from (3.6).
CHAPTER 4

BANDITS WITH BUDGETS

4.1 Introduction

The multi-armed bandit (MAB) involves an agent who samples from several statisti- cal populations with unknown distributions (also called “arms”), with the goal of maximizing the cumulative sum of drawn samples (called the “rewards”). The objective is to minimize the regret, which is the difference between the sum of rewards obtained by a given sampling strategy, and that of the best sampling strategy if the distribution of each arm were known. The number of arms can be finite (discrete bandits), countably infinite (infinite-armed bandits) or uncountably infinite (continuous bandits). MABs are stylized models for sequential decision problems with uncertainty, featuring in particular the so-called “exploration-exploitation” trade-off. MABs have been an active subject of research since the 1930s, [41], [42].

For discrete bandits with uncorrelated arms, a notable result is [7], showing that in the asymptotic regime $T \to \infty$ (with $T$ denoting the time horizon), there exists a regret lower bound for any algorithm that achieves $O(\log(T))$ regret for any input distribution, and provides an algorithm whose regret matches this lower bound. Further research has provided computationally simple, asymptotically optimal algorithms [43], [24], [44], with good finite-time behavior.

More recent research has focused on so-called structured MABs, where the unknown parameters of the problem (say the expected values of the arms) have a certain structure and lie in some set known to the decision maker. The goal is to quantify the performance gain due to a given type of structure, and both regret lower bounds and asymptotically optimal algorithms have been proposed for certain structures. Structured MABs are interesting because they naturally arise in the design of computer systems (at large), for instance: wireless networks [45], shortest-path routing [46], search engines [47] and ad-display optimization [48].
For discrete bandits several structures have been studied: unimodal [49], combinatorial [50], arms with lower bounded differences [30] to name but a few. Continuous bandits are by definition bandits with correlated arms, since the expected reward (as a function of the arm) is assumed to be continuous. Many natural structures have been considered, including: Lipschitz continuous [51], unimodal [52], strongly convex [53].

In this chapter we study the problem of discrete MABs with budgets, where the number of times a given arm may be selected is upper bounded by a number called the budget. The budget of an arm need not be deterministic: it may be a random variable, and may depend on the sample path (the successive rewards of arms). MABs with budgets are a natural model for ad-display optimization (e.g., Google Ad-Words). Given a search query, several advertisers would like to display an ad and the search engine must choose which ad to display. The chosen ad is displayed to a user (this is termed an impression) who may or may not click on it. The corresponding advertiser is charged either when her ad is shown (cost-per-impression), or clicked (cost-per-click). Each advertiser has a maximal amount of money she can spend, so that any ad cannot be displayed infinitely many times. Uncertainty is due to the fact that the probability for a given ad to be clicked (also known as the click-through-rate or CTR) is unknown and must be learned.

Our model is a generalization of the models considered in [48],[54]. We will consider three cases:

- **Cost-Per-Impression (CPI):** an arm may be played a deterministic number of times

- **Cost-Per-Click (CPC):** an arm may be played until its accumulated reward is below a deterministic number

- **General budgets:** the total number of plays of an arm is an arbitrary increasing function of time, and may depend on the sample path

It is noted that the general budgets assumption allows for feedback. This is well-suited for ad-display optimization because in practice advertisers may change their future budget allocations based on the historical click-through-rates and amounts spent.
4.1.1 Our contribution

(a) For general budgets, we demonstrate that B-KL-UCB, a natural variant of KL-UCB, achieves $O(\log(T))$ regret, improving the results of [55], [48] which give an upper bound of $O(\sqrt{T})$. The proof uses a coupling argument, showing that, when we consider an arbitrary algorithm $\pi$ and the optimal algorithm $\pi^*$ run on the same sample path, at any given time, the expected value of the best arm available to $\pi$ is higher than that available to $\pi^*$. This induces a type of majorization order that allows us to prove the result.

(b) Next we consider the CPC and CPI case where the budget of each arm is a linear function of the time horizon, and we prove asymptotic (when the time horizon goes to infinity) regret lower bounds satisfied by any algorithm achieving $O(\log(T))$ regret regardless of problem parameters. The technique for proving the lower bound is different than the one introduced by Lai and Robbins in the seminal paper [7], and uses an inequality of [56] by reducing the problem to a single classical hypothesis test at the end of the time horizon. This technique might be useful beyond the scope of this article, as it renders the proofs significantly shorter than the original one proposed by Lai and Robbins.

(c) We provide finite-time regret upper bounds for B-KL-UCB. As a consequence, we prove that B-KL-UCB is asymptotically optimal in the CPI case, as well as in the CPC case if a simple separation assumption on the budgets is satisfied (which would most likely be the case in practice). For instance the set of budget vectors that do not satisfy this condition has Lebesgue measure zero.

(d) We assess the finite-time performance of B-KL-UCB using numerical experiments. The simulation parameters (number of advertisers and CTRs) are extracted from a publicly available data set [57]. We confirm the intuition provided by our theoretical results that B-KL-UCB works significantly better than UCB-type algorithms based on Hoeffding’s inequality (such as the ones proposed in [48, 54]) which do not take into account the variance of the rewards, and lower bound the KL divergence by twice the square distance (Pinsker’s inequality). Indeed, in practice the values of the arms are small (most popular ads have a CTR of 2% or less), and hence have low variance when they are modeled as Bernoulli random variables. An algorithm which is a heuristic modification of the PD-BwK algorithm proposed in [55] performs similarly to B-KL-UCB in simulations, although it lacks a corresponding problem-dependent regret bound and additionally requires knowledge of the time horizon.
4.1.2 Related Work

First, for arbitrarily large budgets, the problem reduces to the classical multi-armed bandit problem [7], and B-KL-UCB reduces to KL-UCB, which is known to be asymptotically optimal for that problem. The regret lower bounds also reduce to the classical one from [7]. Also, one can notice that bandits with budgets are an instance of sleeping bandits [58], which are bandit problems where not all arms may be selected at a given time. However, in [58], the available arms are chosen by an oblivious adversary, so that arms available at a given time are arbitrary but may not depend on the arms selected previously. Hence there is no straightforward extension of [58] to our setting. A different but related setting is that of bandits with a single knapsack constraint, considered in [59, 60]. Namely, all arms may be played until a weighted sum (with known weights) of the number of draws of each arms exceeds a known constant. The crucial difference is that in this model the optimal policy draws a single arm (maximizing the ratio between its expected reward and its weight), while in our setting the optimal policy (in general) plays several arms.

Another related problem is the knapsack bandit studied in [55]. There are several constraints on the weighted sum of rewards obtained on the different arms. Any arm might be selected, until one of the constraints is violated, and then the problem stops. There is a similarity between knapsack bandits and bandits with budgets (explored in the simulations section). However the results of [55] are quite different from ours: [55] considers minimax regret (for a given $T$, the regret on the worst problem instance, which in general depends on $T$), while we study problem-dependent regret, where a fixed instance is considered and we study the regret as $T$ goes to infinity (as in [7]). Specifically, the authors obtain a minimax regret of $O(\sqrt{T})$ (up to multiplicative logarithmic terms). It is also noted that the algorithms in [55] rely on knowledge of $T$, whereas our algorithm does not.

The rest of the chapter is organized as follows: In section 4.2 we define the model considered for bandits with budgets. In section 4.3 we prove that the optimal policy for each of the models considered here is the greedy policy (i.e. the one which plays the available arm with the highest expected value). In section 4.3.3 we provide lower bounds on the regret of any uniformly good algorithm in the CPI and CPC case. In section 4.3.4 we provide regret upper bounds for algorithm B-KL-UCB and demonstrate its asymptotic optimality in the CPI and CPC cases. In section 4.4 we assess the finite time performance of B-KL-UCB and its com-
4.2 Model

We consider a bandit problem with a finite number of arms $1 \leq K < \infty$ with time horizon $T \geq 0$. Time is discrete; at time $n \in \{1, ..., T\}$ an agent is provided with a set of allowed arms $A(n) \subset \{1, ..., K\}$, and selects an arm $k(n) \in A(n)$. Then she receives a reward $X_{k(n)}(t_{k(n)}(n))$, where $t_{k(n)}(n)$ is the number of times arm $k$ has been selected between time 1 and $n$. We assume that the rewards $(X_k(i))_{1 \leq k \leq K, i \geq 0}$ are independent, and that $X_k(i)$ is a Bernoulli random variable with parameter $\mu_k$. We define $S_k(t) = \sum_{i=1}^t X_k(i)$ the accumulated rewards obtained from arm $k$ after selecting it $t$ times. We denote by $\mu = (\mu_1, \ldots, \mu_K) \in [0, 1]^K$ the parameters of the problem. We assume that there exist functions $n \mapsto c_k(n)$ called budgets, so that the allowed set of arms can be written as: $A(n) = \{1 \leq k \leq K : t_k(n) \leq c_k(n)\}$. It is noted that $c_k(n)$ is not assumed to be deterministic and is possibly sample-path dependent. We call sample-path dependent any quantity that depends on the rewards $(X_k(i))_{1 \leq k \leq K, i \geq 0}$.

We will consider three possible models for the availability of arms:

- **Cost-per-impression (CPI):** $c_k(n) = Tc_k$ for all $n \leq T$ with $c_k \geq 0$ a constant.

- **Cost-per-click (CPC):** $c_k(n) = \tau_k$ for all $n \leq T$, where $\tau_k = \min\{t : S_k(t) \geq Tc_k\}$ and $c_k \geq 0$ a constant.

- **General budgets:** $n \mapsto c_k(n)$ an increasing, possibly sample-path dependent function.

We denote by $\mathcal{F}_n$ the $\sigma$-algebra generated by

$$\{A(1), \ldots, A(n+1), X_{k(1)}(t_{k(1)}(1)), \ldots, X_{k(n)}(t_{k(n)}(n))\}.$$

We consider adaptive policies, so that $k(n)$ is $\mathcal{F}_{n-1}$ measurable for all $n$. We denote by $\Pi$ the set of adaptive policies. When the decision rule considered is not clear from a context we denote it with a superscript, for instance $k^{\pi}(n)$ is the arm selected at time $n$ by policy $\pi \in \Pi$. We define $\pi^*$ the oracle policy (which knows
\(\mu\) and maximizes the expected accumulated sum of rewards: 
\[
\sum_{k=1}^{K} \mu_k \mathbb{E}[t_k^\pi(T)].
\]

We further define the regret of decision rule \(\pi\) by:
\[
R^\pi(T) = \sum_{k=1}^{K} \mu_k \mathbb{E}[t_k^\pi(T)] - \sum_{k=1}^{K} \mu_k \mathbb{E}[t_k^{\pi}(T)].
\]

Simply said, the regret of policy \(\pi\) is the loss in accumulated reward due to the fact that parameters \(\mu\) are unknown to \(\pi\). We say that policy \(\pi\) is uniformly good if, for all problem instances, \(R^\pi(T) = O(\log(T))\) when \(T \to \infty\).

In this chapter we present our results when rewards are Bernoulli, mainly for simplicity and due to the fact that the model originates from ad-display optimization where rewards (click / no click) are indeed Bernoulli. However, it should be clear that the regret upper bounds apply without modification to any bounded reward distribution in \([0, 1]\). Furthermore, both upper and lower bounds hold for rewards in a one-dimensional exponential family (provided that they are sub-Gaussian) by replacing the Bernoulli KL divergence with the appropriate divergence measure. For instance, for Gaussian rewards with known variance, our results hold where the KL divergence is taken equal to the square distance divided by twice the variance. See the discussion in [24] for additional clarification.

4.3 Results

4.3.1 Some notations

We assume that the arms are indexed such that \(\mu_1 > \ldots > \mu_K\). For both the CPI and CPC cases we define \(c = (c_1, \ldots, c_K)\) to be the budget vector. We define \(I(p, q) = p \log(\frac{p}{q}) + (1 - p) \log(\frac{1-p}{1-q})\) the KL divergence between Bernoulli distributions of parameters \(p\) and \(q\).

4.3.1.1 CPI case

In the CPI case we define \(k^* = \min \{k : \sum_{k' = 1}^{k} c_k' \geq 1\}\) to be the last arm played by a greedy policy with knowledge of the \(\mu_k\)'s, which would play the arms in increasing order (until their respective budgets are exhausted). We define the
fraction of time that such a policy would play arm \( k^* \):

\[
\overline{c} = \begin{cases} 
(1 - \sum_{k' = 1}^{k^* - 1} c_{k'}), & \text{if } k^* \geq 2 \\
1, & \text{otherwise}
\end{cases}.
\]

It is noted that \( \overline{c} > 0 \).

4.3.1.2 CPC case

In the CPC case we define the random variable \( \tilde{k} \) to be the last arm played by a policy which would play the arms in increasing order (until their respective budgets are exhausted):

\[
\tilde{k} = \begin{cases} 
\min\{k : \sum_{k'=1}^{k} \tau_{k'} \geq T\}, & \text{if } \sum_{k=1}^{K} \tau_k \geq T \\
K, & \text{otherwise}
\end{cases}.
\]

We further define the random variable \( \tau_k = \min\{t : S_k(t) \geq Tc_k\} \) to be the number of plays of arm \( k \) until \( Tc_k \) successes are realized, and the random variable \( \tau \) to be the number of plays of arm \( \tilde{k} \):

\[
\tau = \begin{cases} 
T - \sum_{k=1}^{\tilde{k}-1} \tau_k, & \text{if } \tilde{k} \geq 2 \\
T, & \text{otherwise}
\end{cases}.
\]

We will relate these random quantities to the deterministic quantities obtained by taking expectations over sample paths. That is, we define \( d_k = c_k/\mu_k \), the expected fraction of time that arm \( k \) could possibly be played, so that a CPI model with budgets of \( Td_k \) emulates this CPC model with budgets of \( Tc_k \). We then define \( k^* = \min\{k : \sum_{k'=1}^{k} d_{k'} \geq 1\} \), the last arm played by the greedy policy with knowledge of the \( \mu_k \)'s, modulo the randomness in the budgets. Finally, we define \( \tilde{d} = 1 - \sum_{k=1}^{k^*-1} d_k > 0 \), the fraction of time that such a policy would play arm \( k^* \).

4.3.1.3 High probability events

We use the following convention throughout the remainder of the chapter: For a given event \( \mathcal{A} \), we say that \( \mathcal{A} \) occurs with high probability (w.h.p.) iff there exists
a function \( p_A(\mu, c) \) such that for all \( T \): \( 1 - \mathbb{P}[A] \leq p_A(\mu, c)T^{-1} \). Also we say that \( A \) occurs with small probability if its complement occurs w.h.p. It is noted that any event that occurs with small probability incurs only a constant regret. Denote by \( r(T) \) the regret of a sample path, and consider \( A \) an event that occurs w.h.p., then:

\[
R^\pi(T) = \mathbb{E}[r(T)] = \mathbb{E}[r(T)1\{A\}] + \mathbb{E}[r(T)1\{A^c\}) ] \leq \mathbb{E}[r(T)1\{A\}] + p_A(\mu, c).
\]

Hence given an event \( A \) which occurs with small probability, when analyzing the regret of algorithms, one may simply ignore any sample path on which \( A \) occurs, at the expense of a constant regret term.

### 4.3.2 Optimal policy

In the case of general budgets, calculating the expected reward of the optimal policy is not completely straightforward. This is due to the fact that the set of available arms \( A(n) \) is a random variable, and depends on the arms selected at instants \( \{1, \ldots, n - 1\} \) as well as the rewards \( (X_k(i))_{1 \leq k \leq K, i \geq 0} \).

Define \( \hat{\pi} \) to be the (greedy) policy which plays the arms in increasing order until their budgets are exhausted, i.e., \( k^\hat{\pi}(n) = \min A^\hat{\pi}(n) \). It turns out that in the general budgets case (so in the CPI and CPC cases as well), we have that \( \pi^* = \hat{\pi} \) from which we can characterize the value of \( \pi^* \).

**Proposition 1** *For general budgets, we have that \( \pi^* = \hat{\pi} \), i.e. the greedy policy is optimal.*

In the CPI case, the reward of \( \pi^* \) is \( \overline{R}T \) with:

\[
\overline{R} = \sum_{k=1}^{k^*-1} c_k \mu_k + \bar{c} \mu_{k^*}.
\]

In the CPC case the expected accumulated reward of \( \pi^* \) is:

\[
\mathbb{E}\left[\mu_k \bar{\tau} + \sum_{k=1}^{\bar{k}-1} \mu_k \tau_k\right].
\]
4.3.3 Regret lower bounds

To simplify the regret lower and upper bounds we define $\Delta = \min_{k \neq k'} |\mu_k - \mu_{k'}|$. For $0 < \epsilon < \Delta$ we define:

$$\delta_k^\epsilon = \sum_{k' > k} \frac{\mu_k - \mu_{k'}}{I(\mu_k + \epsilon, \mu_k)}$$

with the convention that $\delta_k = \delta_k^0$.

Theorems 4.3.1 and 4.3.2 give lower bounds on the regret of any uniformly good algorithm.

**Theorem 4.3.1** Consider the CPI case. For any uniformly good policy $\pi \in \Pi$, we have that for all $k > k^*$:

$$\liminf_{T \to \infty} \frac{\mathbb{E}[t^\pi_k(T)]}{\log(T)} \geq \frac{1}{I(\mu_k, \mu_{k^*})}.$$

By corollary the regret satisfies the lower bound:

$$\liminf_{T \to \infty} \frac{R^\pi(T)}{\log(T)} \geq \delta_{k^*}.$$ 

**Theorem 4.3.2** Consider the CPC case. For any uniformly good policy $\pi \in \Pi$, we have that for all $k > k^*$:

$$\liminf_{T \to \infty} \frac{\mathbb{E}[t^\pi_k(T)]}{\log(T)} \geq \frac{1}{I(\mu_k, \mu_{k^*})}.$$ 

By corollary the regret satisfies the lower bound:

$$\liminf_{T \to \infty} \frac{R^\pi(T)}{\log(T)} \geq \delta_{k^*}.$$ 

For both the CPI and CPC cases, it is noted that arms $k \leq k^*$ do not contribute to our calculations of a lower bound on the regret, and that the minimal number of times an arm $k > k^*$ may be played depends only on its expected value and the value of $\mu_{k^*}$. In fact it is as if arms below $k^*$ do not matter at all for our analysis. This will be made clear in light of the matching upper bounds derived in section 4.3.4. Furthermore, note that when the budgets are large enough (for instance by setting $c_1 = 1$ in the CPI case, and letting $c_1 \to \infty$ in the CPC case), we have that $k^* = 1$, so that Theorems 4.3.1 and 4.3.2 reduce to the well known
The proof technique is similar to that of [30, 29, 28], and uses a reduction to a hypothesis test between two point hypotheses (a Neyman-Pearson test). However, the way in which we choose our hypothesis test is able to precisely recover the Lai and Robbins lower bound in [7], whereas the results in [30] do not do so. In particular, consider a given uniformly good algorithm $\pi$ and two parameters $\mu$ and $\lambda$ such that $\pi$ must have a different behavior under $\mu$ and $\lambda$. Say $\pi$ plays a certain arm $O(T)$ times under $\lambda$, but only $O(\log(T))$ times under $\mu$. Then we argue that the algorithm must be a hypothesis test with risk $O(T^{-1})$ between hypotheses $H_0 = \{\mu\}$ and $H_1 = \{\lambda\}$. Of course the original proof [7] used such an argument, but involved some manipulations of likelihood ratios, whereas we use an inequality of [56] which reduces these calculations to essentially a single line. Also note that, contrary to [30], we do not treat the arms played at times $n \in \{1, ..., T\}$ as a series of tests, but simply argue that the number of times each arm has been sampled by the end of the time horizon, i.e., $(t_1(T), ..., t_K(T))$, can be used as a test statistic.

Finally, it should be noted that both Theorems 4.3.1 and 4.3.2 are still valid when the rewards are not Bernoulli, and instead belong to a parametric family of distributions for which one can define the KL divergence. In that case one may simply replace the Bernoulli KL divergence $I(\cdot, \cdot)$ by the relevant divergence measure, e.g., for Gaussian rewards with fixed variance one may replace $I(\cdot, \cdot)$ by the square distance divided by twice the variance.

4.3.4 Regret upper bounds

In this section we analyze the regret of B-KL-UCB, an algorithm which is asymptotically optimal (in most cases of interest), i.e., its regret matches the lower bounds given in section 4.3.3. It is a natural extension of KL-UCB [24] proposed for bandits with independent arms, which reaches the Lai-Robbins bound [7].

We define the empirical reward of arm $k$ at time $n$: $\hat{\mu}_k(n) = S_k(t_k(n))/t_k(n)$ if $t_k(n) > 0$ and $\hat{\mu}_k(n) = 0$ otherwise. We introduce the (KL-UCB) index of arm $k$ at time $n$:

$$b_k(n) = \sup\{q \in [\hat{\mu}_k(n), 1] : t_k(n)I(\hat{\mu}_k(n), q) \leq f(n)\},$$

with $f(n) = \log(n) + 3 \log(\log(n))$. The B-KL-UCB algorithm is the rule that
picks the *available arm* with largest index:

**Algorithm 1 B-KL-UCB**

For all $1 \leq n \leq T$, select arm $k(n)$ such that $k(n) = \arg\max_{k \in A(n)} b_k(n)$.

### 4.3.4.1 General budgets

Theorem 4.3.3 proves that B-KL-UCB achieves $O(\log(T))$ regret in the general budgets case. This in particular proves that in the gradual budget case considered in [54] (where $c_k(n)$ is deterministic and proportional to $n$), we also have $O(\log(T))$ regret, which is an improvement on the $O(\sqrt{T})$ upper bound derived in [54].

The proof is based on the following coupling argument: we show that if $\pi = B$-KL-UCB and the optimal policy $\pi^*$ are run on the same sample path, then we have that, at all time instants $n$, $\min A^\pi(n) \leq \min A^{\pi^*}(n)$. Hence we either have $k^\pi(n) \leq k^{\pi^*}(n)$, which incurs no regret, or we have that $k^\pi(n) > k^{\pi^*}(n) \geq \min A^{\pi^*}(n) \geq \min A^\pi(n)$, which happens only $O(\log(T))$ times. We derive and use Lemma 4.6.6, an intermediate result that enables us to deal with bandit problems where the available set of arms is a stochastic process and might depend on the past decisions, something we believe could be useful beyond the scope of this chapter, to analyze problems such as sleeping bandits [58] and knapsack bandits [55].

**Theorem 4.3.3** Consider general budgets. Under policy $\pi = B$-KL-UCB, for all $0 < \epsilon < \Delta$ the regret admits the upper bound:

$$R^\pi(T) \leq f(T) \sum_{k=2}^{K} \frac{\mu_1 - \mu_k}{I(\mu_k + \epsilon, \mu_{k-1})} + C K (\log(\log(T)) + \epsilon^{-2})$$

with $C > 0$ a constant independent of $\mu$, $c$ and $\epsilon$.

### 4.3.4.2 CPI case

Theorem 4.3.4, gives a finite-time regret upper bound for B-KL-UCB in the CPI case, from which we can deduce that B-KL-UCB is asymptotically optimal.
Theorem 4.3.4  1. Under policy $\pi = B$-KL-UCB, for all $0 < \epsilon < \Delta$ the regret admits the upper bound:

$$R^\pi(T) \leq f(T)\delta_{k^*} + CK(\log(\log(T)) + \epsilon^{-2})$$

with $C > 0$ a constant independent of $\mu$, $c$ and $\epsilon$.

2. By corollary:

$$\limsup_{T \to \infty} \frac{R^\pi(T)}{\log(T)} \leq \delta_{k^*},$$

i.e., B-KL-UCB is asymptotically optimal.

Remark 1  Note that Theorem 4.3.4 is not simply a specialization of Theorem 4.3.3 to the the CPI case, as the coefficients of $f(T)$ are different in the two cases. In particular, there is no notion of $k^*$ in the general budget case, whereas we exploit the existence of a $k^*$ to tighten the upper bound in Theorem 4.3.4.

4.3.4.3 CPC case

Theorem 4.3.5, gives a finite-time regret upper bound of the regret of B-KL-UCB in the CPI case, from which we can deduce that B-KL-UCB is asymptotically optimal. In the derived regret upper bound, the dominant term (the multiplicative term in front of the $\log(T)$) is a convex combination of $\delta_{k^*}$ and $\delta_{k^*+1}$. By Theorem 4.3.4, those quantities represent the asymptotic regret in the CPI case where the last played arm by $\hat{\pi}$ is $k^*$ and $k^* + 1$ respectively. Furthermore if we add the separation assumption $\sum_{k=1}^{k^*} d_k > 1$, then the asymptotic regret is that of the CPI case. Since the regret lower bound of theorem 4.3.2 is met by the upper bound, B-KL-UCB is asymptotically optimal.

The proof of Theorem 4.3.5 involves upper bounding the number of times a sub-optimal arm might be played, and we do so by decomposing this number based on the expected value of the best arm available (i.e. $\min A(n)$ ). As in the general budgets case, Lemma 4.6.6 is instrumental here. The proof is completed by studying the concentration of $\tau_k$ and $\hat{k}$ and $\bar{k}$, based on classical concentration inequalities.

Theorem 4.3.5  1. Under policy $\pi = B$-KL-UCB, there exists $\alpha(T) \in [0, 1]$
such that, for all \(0 < \epsilon < \Delta\) the regret admits the upper bound by:

\[ R_{\pi}(T) \leq f(T) \left[ \alpha(T)\delta_{k^*} + (1 - \alpha(T))\delta_{k^*+1} \right] + CK(\log(\log(T)) + \epsilon^{-2}) \]

with \(C > 0\) a constant independent of \(\mu, c\) and \(\epsilon\).

2. By corollary:

\[
\limsup_{T \to \infty} \frac{R_{\pi}(T)}{\log(T)} \leq \max(\delta_{k^*}, \delta_{k^*+1}).
\]

3. If \(\sum_{k=1}^{k^*} d_k > 1\) we have \(\alpha(T) \to T \to \infty 1\) so that

\[
\limsup_{T \to \infty} \frac{R_{\pi}(T)}{\log(T)} \leq \delta_{k^*},
\]

i.e., B-KL-UCB is asymptotically optimal.

4.4 Numerical Experiments

4.4.1 Data set and simulation parameters

We now compare the finite-time performance of B-KL-UCB with that of previously proposed algorithms. The simulation parameters, namely the values of \(K\) (the number of arms) and \(\mu\) (the vector of reward probabilities), are extracted from a publicly available data set [57]. The data set describes user queries and displayed ads for a popular search engine, over the course of one day.

For our purposes, this dataset is a set of keywords, each containing a set of ads. Each ad has been subject to some number of impressions, a fraction of which have resulted in clicks. These simulations will use the empirical CTRs based on a keyword from this dataset. Since the number of ad impressions in the dataset is heavily skewed, using the click-through rate of an ad with only a few impressions would be prone to quantization effects (e.g., many arms with CTRs of exactly \(\frac{1}{2}, \frac{1}{3}, \ldots\)), so we first prune away any ad with fewer than 100 impressions. The histogram of click-through rates is shown in Figure 4.1. Indeed, the CTRs tend to be small.

We filter the keywords present in the data set, and select those which contain at least 3 ads, \(10^5\) total impressions across those ads, and an overall click-through
rate (total number of clicks divided by total number of impressions) of at least 1\%.

We chose keyword id #158 in the dataset, which we will refer to as keyword $\alpha$. We then set $K$ to be the number of different ads that have been displayed when $\alpha$ was requested, and for $1 \leq k \leq K$, we estimate $\mu_k$ by the empirical click probability for $k$, that is the number of clicks on $k$ divided by the number of impressions for $k$. We obtain $K = 28$, and the values of $\mu_1, \ldots, \mu_K$ are shown in Figure 4.2 and Table 4.1.

Please note that the data is anonymized, so that each keyword and each ad is represented as a number, from which it is not possible to retrieve the actual query or the identity of the advertiser. The values of the budgets $c$ are not available, so in the simulations to follow, we extract from the data only the $K$ and $\mu$ of keyword $\alpha$, and assign an equal budget to every arm. The budget is used as a parameter in our simulations, since it is unknown.

![Figure 4.1: Histogram of CTRs for all ads with $\geq 100$ impressions, from the KDD Cup dataset.](image)

| Table 4.1: List of the 12 non-zero entries in $\mu$ for keyword $\alpha$. |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 0.3153          | 0.1070          | 0.0716          | 0.0417          | 0.0144          | 0.0118          | 0.0099          | 0.0082          | 0.0081          | 0.0050          |
| 0.0049          | 0.0049          | 0.0013          |                 |                 |                 |                 |                 |                 |                 |
Figure 4.2: Plot of $\mu_k$ vs. $k$ for the 28 ads with keyword $\alpha$.

4.4.2 Competing algorithms

We assess the performance of several algorithms identified as follows:

- B-KL-UCB: The algorithm proposed in this article.
- B-UCB1: The algorithms proposed in [54, 48]. It is noted that the two algorithms are not identical, but are nearly so. Since they give the same performance, we only show the performance of one of them in the interest of readability.
- Balance-BwK (Balance Bandits with Knapsacks): an adaptation of the first algorithm proposed in [55] to bandits with budgets.
- PD-BwK (Primal Dual Bandits with Knapsacks): an adaptation of the second algorithm proposed in [55] to bandits with budgets.

In the knapsack bandit problem studied in [55], there are multiple resources and each arm consumes some combination thereof. The problem terminates when any one of the resources is exhausted. This is somewhat similar to our problem, where each arm’s budget can be thought of as a resource. However, in our problem, even if the budget for one of the arms is exhausted, we can continue to play the other
arms. Thus, while the algorithms in [55] do not directly apply to our model, nevertheless we attempt to modify their algorithms to fit our model and study how well they perform compared to our algorithm. In particular, the Balance-BwK and PD-BwK algorithms we consider here are tuned versions of the original algorithms proposed in [55], which take into account the additional structure present. Namely, there are fewer unknown parameters in a problem instance of bandits with budgets than in bandits with knapsacks, e.g. resource \( k \) is known a priori to be consumed only when arm \( k \) is played. For completeness we provide descriptions (in pseudo-code) of the tuned versions of Balance-BwK and PD-BwK.

**Algorithm 2 Balance-BwK**

```
for each phase \( p = 0, 1, 2, \ldots \) do
  for each arm \( k = 1, \ldots, K \) do
    compute UCB estimate for the reward vector,
    \( u_{n,k} = \min \{ \hat{\mu}_k(n) + \text{rad} (\hat{\mu}_k(n), t_k(n)), 1 \} \)
    if model is CPI then
      resource consumption vector is known a priori, \( L_{n,k} = 1 \)
    else if model is CPC then
      compute LCB estimate for the resource consumption vector,
      \( L_{n,k} = \max \{ \hat{\mu}_k(n) - \text{rad} (\hat{\mu}_k(n), t_k(n)), 0 \} \)
    end if
  end for
  compute a distribution \( D \) over arms, described in detail below
  for \( t = 1, \ldots, K \) do
    choose an arm \( k \) as an independent sample from \( D \)
    if \( k \) has enough budget remaining then
      pull \( k \)
    else
      pull the virtual arm with 0 reward
    end if
  end for
  halt if time horizon is met
end for
```

For both BwK algorithms, we use the so-called confidence radius of an arm

\[
\text{rad} (\nu, N) = \sqrt{\frac{C_{rad}^\nu}{N} + \frac{C_{rad}^N}{N}},
\]

where \( C_{rad} = \log (TK(K+1)) \), \( \nu \) stands for the current estimate of the expected reward from the arm, and \( N \) stands for the number of times that the arm has been played so far. We will also assume the budgets are fixed at the start, so \( c_k(n) \) is a
Algorithm 3 PD-BwK

set $\epsilon = \sqrt{\log(K+1)/B}$, where $B = \min\{T, \min_k Tc_k\}$

in the first $K$ rounds, pull each arm once

initialize the prices for each arm and the price for time, $v_1 = 1_{K+1}$

for $n = K + 1, \ldots, T$ do

for each arm $k = 1, \ldots, K$ do

compute UCB estimate for the reward vector,
$u_{n,k} = \min\{\hat{\mu}_k(n) + \text{rad} (\hat{\mu}_k(n), t_k(n)), 1\}$

if model is CPI then

resource consumption vector is known a priori, $L_{n,k} = 1$

else if model is CPC then

compute LCB estimate for the resource consumption vector,
$L_{n,k} = \max\{\hat{\mu}_k(n) - \text{rad} (\hat{\mu}_k(n), t_k(n)), 0\}$

end if

end for

$y_n = v_n / (1^Tv_n)$

Pull arm $j \in \arg\min_{k \in \{1,\ldots,K\}} \left\{ \frac{y_{K+1} + y_k L_{n,k}}{u_{n,k}} \right\}$

$v_{n+1,j} = v_{n,j} \cdot (1 + \epsilon)^{L_{n,j}}$

$v_{n+1,K+1} = v_{n,K+1} \cdot (1 + \epsilon)$

end for

constant.

The idea behind Balance BwK is to ensure that the budgets of the best arms are simultaneously exhausted at $T$. However, this is not possible since the $\mu_k$’s are unknown; therefore, we attempt to exhaust the budgets simultaneously using the current confidence-bound adjusted estimates of the $\mu_k$’s. Specifically, we divide time into phases of $K$ time slots each, and we do the following at the beginning of each phase:

1. Based on the current estimates of the rewards of the arms, we identify the set of best arms, which collectively have enough budget to be the only arms played. During this process, we also compute an estimate of the number of times each of these arms can be played over the time horizon.

2. The probability of playing an arm is simply this estimated number of times it can be played, divided by $T$.

Now we provide more details about the above computation. To compute $D$, first we sort the arms (by decreasing order) based on their index $u_k(n)$, settling ties arbitrarily. Next, we iterate through this list, assigning probability mass $\frac{c_k}{L_{n,k}}$ to
We do so until we have accumulated probability 1. If the budget of all arms has been exhausted, assign any remaining probability to the virtual arm with 0 reward and 0 consumption.

The idea behind PD-BwK is to think of each arm’s total budget as a resource, each with a fictitious “price,” internal to the algorithm. Initially, all of the prices are equal, but as arms are played, their remaining budgets (resources) decrease. As each resource becomes more scarce, we respond by multiplicatively increase its price. Additionally, since there is a finite time horizon, the remaining number of time steps is also a resource, with its own price that increases every time step. We then define the “cost” of playing arm \( k \) to be the expected total price of all resources consumed: the price of resource \( k \) multiplied by the expected consumption of resource \( k \), plus the price of time (multiplied by one, the number of time steps that will be consumed). If we knew the \( \mu_k \)'s, a greedy policy approach would be to always play the arm that maximized the expected reward divided by the expected cost. However, since the \( \mu_k \)'s are unknown, we replace these deterministic quantities (expected consumption of resource \( k \), expected reward from playing arm \( k \)) by their confidence-bound adjusted estimates. For the CPI model, we can simplify this and replace the expected consumption of resource \( k \) by 1, since it is known a priori that each play of an arm reduces the remaining budget by exactly 1. We note that the way in which prices are increased has to be carefully chosen, and is a function of the time horizon \( T \). As an implementation detail, we actually track the logarithm of the prices and use the corresponding additive update rule, in order to improve numerical stability.

4.4.3 Numerical results

The regret of each studied algorithm is calculated by averaging its sample-path regret over 4000 independent runs.

First, we investigate the regret \( R^\pi(T) \) as a function of the arm budgets (which determine \( k^* \)). We fix a time horizon of \( T = 1000K = 28000 \). Recall that for large budgets, the problem reduces to the classical bandit problem (and \( k^* = 1 \)). As budgets decrease, \( k^* \) transitions to 2, 3, \ldots, \( K \). We plot the regret of the various algorithms as we change the budget for the CPI model (Figure 4.3) and for the CPC model (Figure 4.4). These results show that B-KL-UCB outperforms the other three algorithms across the entire range of \( k^* \), although our variant of
Next, we investigate the regret $R^u(T)$ as a function of the time horizon $T$. In order to fix $k^*$ while letting time progress, the budgets must grow linearly with time. Instead of restarting the simulation with different budgets and time horizons, for simplicity of simulation we use incremental budgets (by replacing $Tc_k$ with $nc_k$ in the RHS of the CPI and CPC definitions of $c_k(n)$, which removes all dependence on $T$) and a fixed $T = 10^6$. For the CPI model, we present two plots where $k^* = 6$; in Figure 4.5, $\sum_{k=1}^{k^*} c_k = 1$, and in Figure 4.6, $\sum_{k=1}^{k^*} c_k > 1$. Similarly, for the CPC model, we again set $k^* = 6$ and show two plots; in Figure 4.7, $\sum_{k=1}^{k^*} d_k = 1$, and in Figure 4.8, $\sum_{k=1}^{k^*} d_k > 1$. The results confirm that B-KL-UCB and PD-BwK again outperform the other two algorithms, with very similar regrets. Furthermore, despite our upper bound for the regret not being tight in the $\sum_{k=1}^{k^*} d_k = 1$ case, empirically we do not see any degradation in performance, suggesting that perhaps B-KL-UCB is optimal even when the separation assumption is violated. It should be noted that B-KL-UCB performs at least as well as both of the modified BwK algorithms, even though the BwK algorithms require knowledge of the time horizon $T$ and B-KL-UCB does not.

## 4.5 Conclusion

In this chapter we have investigated bandits with budgets, which are a natural model for ad-display optimization encountered in search engines. We use the same approach as in the study of the classical bandit: we provide asymptotic regret lower bounds satisfied by any algorithm, and propose algorithms which match those lower bounds. For general budgets we have shown that it is possible to achieve $O(\log(T))$ regret. For CPI and CPC budgets we have provided regret lower bounds that apply to any uniformly good algorithm. Further, we have shown that the regret of B-KL-UCB, a natural variant of KL-UCB, is asymptotically optimal. Numerical experiments (based on a real-world data set) further suggest that B-KL-UCB outperforms previously proposed UCB-like algorithms (by a significant margin when the time horizon is unknown), so that designing asymptotically optimal algorithms is not purely a theoretical pursuit and yields schemes with good finite-time performance. This is of interest when applying those algorithms to practical problems such as ad-display optimization.

PD-BwK stays a close second.
Figure 4.3: Plot of regret at time $T = 28000$ vs. the budget $T_c$ given to each arm, under the CPI model. The dotted vertical lines demarcate $k^*$ transitions.

Figure 4.4: Plot of regret at time $T = 28000$ vs. the budget $T_c$ given to each arm, under the CPC model. The dotted vertical lines demarcate $k^*$ transitions.
Figure 4.5: Plot of regret vs. time, with $k^* = 6$ and $\sum_{k=1}^{k^*} c_k = 1$, under the CPI model. Each arm is given the same incremental budget per timestep of $1/6$.

Figure 4.6: Plot of regret vs. time, with $k^* = 6$ and $\sum_{k=1}^{k^*} c_k > 1$, under the CPI model. Each arm is given the same incremental budget per timestep of $1/5.5$. 
Figure 4.7: Plot of regret vs. time, with $k^* = 6$ and $\sum_{k=1}^{k^*} d_k = 1$, under the CPC model. Each arm is given the same incremental budget per timestep of 0.00489.

Figure 4.8: Plot of regret vs. time, with $k^* = 6$ and $\sum_{k=1}^{k^*} d_k > 1$, under the CPC model. Each arm is given the same incremental budget per timestep of 0.006.
4.6 Proofs

4.6.1 Concentration inequality

The following concentration inequality derived in [31] is instrumental here.

**Lemma 4.6.1** [31] Consider an i.i.d. Bernoulli sequence \( \{X(n)\}_{n \geq 1} \) with parameter \( \mu \), define \( S_t = (1/t) \sum_{n=1}^{t} X(n) \), then for all \( \delta > 0 \) we have that:

\[
\mathbb{P}\left[ \sup_{1 \leq t \leq T} t I(S_t, \mu) \geq \delta \right] \leq 2e\lceil \delta \log(T) \rceil e^{-\delta}.
\]

By Pinsker’s inequality, \( I(p,q) \geq 2(p - q)^2 \) so that for all \( \delta \geq 0 \):

\[
\mathbb{P}\left[ \sup_{1 \leq t \leq T} \sqrt{t}|S_t - \mu| \geq \delta \right] \leq 4e\lceil \delta^2 \log(T) \rceil e^{-2\delta^2}.
\]

4.6.2 Ordering lemma

We define the ordered majorization property: given \( x \) and \( y \) in \( \mathbb{R}^K \), we write \( x \preceq y \) iff \( \sum_{k=1}^{K} x_k = \sum_{k=1}^{K} y_k \) and for all \( k: \sum_{k'=1}^{k} x_{k'} \leq \sum_{k'=1}^{k} y_{k'} \). In fact, if \( x \) and \( y \) are taken as elements of the simplex of \( \mathbb{R}^K \) (so that they represent probability distributions on \( \{1, \ldots, K\} \)), the ordered majorization property is equivalent to the strong stochastic order (ordering of c.d.f.’s). Also, consider \( a \in \mathbb{R}^K \) with \( k \mapsto a_k \) non-increasing, then we have that \( x \preceq y \) implies: \( \sum_{k=1}^{K} a_n x_n \leq \sum_{k=1}^{K} a_n y_n \).

The result of Lemma 4.6.2 states that if the greedy policy \( \hat{\pi} \) and an arbitrary policy \( \pi \) are run on the same sample path, then vectors \( t^n(n) = (t^n_1(n), \ldots, t^n_1(n)) \) and \( t^{\hat{\pi}}(n) = (t^{\hat{\pi}}_1(n), \ldots, t^{\hat{\pi}}_1(n)) \) satisfy \( t^n(n) \preceq t^{\hat{\pi}}(n) \) at all time instants \( n \). This ordering property has two non-trivial consequences: (i) it allows us to show that the greedy policy is in fact the optimal policy for general budgets (including the CPI and CPC case), and (ii) it constitutes the crux of our regret upper bound in the case of general budgets. Once again we believe that this is a general property in bandit problems (such as sleeping bandits) where the set of available arms is time-varying and might depend on the sample paths, so that Lemma 4.6.2 could be useful in analyzing those problems as well, although we have not explored that possibility here.

**Lemma 4.6.2** Consider an arbitrary policy \( \pi \) and the greedy policy \( \hat{\pi} \), then one has \( t^n(n) \preceq t^{\hat{\pi}}(n) \) a.s. for all \( n \geq 1 \).
Proof. We proceed by induction. Clearly \( t^\pi(0) = (0, 0, \ldots, 0) \preceq \hat{t}^\pi(0) \). Define \( n' = \max\{n : t^\pi(n) \preceq \hat{t}^\pi(n)\} \), and assume that \( n' < \infty \). Since \( t^\pi(n' + 1) \preceq \hat{t}^\pi(n' + 1) \) is false, we must have \( \min A^\pi(n' + 1) > \min A^\hat{\pi}(n' + 1) \). Define \( k = \min A^\hat{\pi}(n' + 1) \), so we must have:

\[
\sum_{k=1}^{K} t^\pi_k(n' + 1) > \sum_{k=1}^{K} t^\hat{\pi}_k(n' + 1),
\]

which implies that there exists \( k' \leq k \) such that \( t^\pi_k(n' + 1) > t^\hat{\pi}_{k'}(n' + 1) \), so that \( k' \in A^\hat{\pi}(n' + 1) \). By definition \( \hat{\pi} \) selects the arm \( \min A^\hat{\pi}(n' + 1) \leq k' \leq k \), which is a contradiction. Hence such an \( n' < \infty \) does not exist, which proves the result.

□

4.6.3 Proof of Proposition 1

Proof. Consider any policy \( \pi \) such that \( k^\pi(n) \) is \( F_{n-1} \) measurable. Define \( Y^\pi_n = X_{k^\pi(n)}(t_{k^\pi(n)}(n)) \) the reward observed at time \( n \) and define \( M^\pi_n = \sum_{t=1}^{n} Y^\pi_n - \sum_{k=1}^{K} \mu_k t^\pi_k(n) \). Then \( (M^\pi_n)_n \) is a Martingale:

\[
M^\pi_{n+1} = M^\pi_n + \sum_{k=1}^{K} 1\{k^\pi(n) = k\}(Y^\pi_n - \mu_k)
\]

\[
\mathbb{E}[M^\pi_{n+1} | F_n] = M^\pi_n + \sum_{k=1}^{K} 1\{k^\pi(n) = k\}(\mu_k - \mu_k) = M^\pi_n.
\]

so that \( \mathbb{E}[M^\pi_T] = \mathbb{E}[M^\pi_0] = 0 \). Hence the expected reward of \( \pi \) can be written as:

\[
\mathbb{E}[r^\pi(T)] = \sum_{k=1}^{K} \mu_k \mathbb{E}[t^\pi_k(T)].
\]

Using Lemma 4.6.2, one has \( t^\pi(T) \preceq \hat{t}^\pi(T) \) a.s. Since \( k \rightarrow \mu_k \) is decreasing we have:

\[
\sum_{k=1}^{K} \mu_k t^\pi_k(T) \leq \sum_{k=1}^{K} \mu_k t^\hat{\pi}_k(T) \quad \text{a.s.}
\]

Taking expectations we obtain that \( \mathbb{E}[r^\pi(T)] \leq \mathbb{E}[r^\hat{\pi}(T)] \). Since the above reasoning is true for all policies we have proven that \( \hat{\pi} \) is the optimal policy which concludes the proof. □
4.6.4 Lower bounds: intermediate results

The following results are instrumental for establishing our regret lower bounds. Lemma 4.6.3 is an inequality derived in [56] (first noted in [27]), which relates the risk of a hypothesis test between two point hypotheses to the KL divergence between them. Here $P$ and $Q$ represent the two probability distributions corresponding to the two point hypotheses, and the test is taken to be $1\{A\}$ with $A$ an arbitrary event.

**Lemma 4.6.3** [[56]] Consider two probability measures $P$ and $Q$, both absolutely continuous with respect to a given measure. Denote by $KL(P||Q)$ the Kullback-Leibler divergence between $P$ and $Q$. Then for any event $A$ we have:

$$P(A) + Q(A^c) \geq (1/2) \exp \left\{ - \min(KL(P||Q), KL(Q||P)) \right\}.$$ 

We will be considering change of measure arguments, and in order to avoid confusion, for a given parameter $\mu$ we denote by $P_\mu$ and $E_\mu$ the probability and expectation under $\mu$. Given an algorithm $\pi$ running on some parametric bandit, Proposition 2 allows us to calculate the KL divergence of the rewards observed by $\pi$, if $\pi$ were run on the same bandit problem with parameters $\mu$ and $\lambda$.

**Proposition 2** Consider a bandit problem where the reward of each arm lies in some parametric family, and denote $I(\cdot, \cdot)$ the corresponding KL divergence. Consider a given algorithm $\pi$ and a given time horizon $T$. Denote by $Y^T = (Y(1), ..., Y(T))$ with $Y(n) = X_{k^\pi(n)}(t_k^\pi(n))$ the reward from the arm drawn at time $n$. Consider two parameters $\mu$ and $\lambda$, and define $P$ and $Q$ to be the distributions of $Y^T$ under parameters $\mu$ and $\lambda$ respectively. Then one has:

$$KL(P||Q) = \sum_{k=1}^K E_{\mu}[t_k^\pi(T)] I(\mu_k, \lambda_k).$$

**Proof:** The proof follows from a straightforward conditioning argument. 

Proposition 3 enables us to lower bound the regret of a given sample path based on the difference on the number of times arm $k$ is selected by the optimal policy and a given policy $\pi$:

**Proposition 3** For all $1 \leq k \leq K$ and all policies $\pi$ we have the following
inequality:

$$\sum_{k'=1}^{K} \mu_{k'}(t^*_{k'}(T) - t^*_{k}(T)) \geq |t^*_{k}(T) - t^*_{k'}(T)| \Delta$$

with $\Delta = \min_{1 \leq k' \leq K-1} (\mu_{k'} - \mu_{k'+1}) > 0$.

**Proof.** Straightforward consequence of majorization. \qed

### 4.6.5 Proof of Theorem 4.3.1

**Proof:** Consider a fixed uniformly good policy $\pi$. Consider $k > k^*$ fixed, $\epsilon > 0$ fixed and define parameter $\lambda$, with $\lambda_k = \mu_{k^*} + \epsilon$, and $\lambda_{k'} = \mu_{k'}$, $k' \neq k$. Define $\bar{c} = \min(c_k, \bar{c})$, and the event $\mathcal{A} = \{t^*_{k}(T) \geq T\bar{c}/2\}$. Denote by $Y^T = (Y(1), ..., Y(T))$ with $Y(n) = X_{k^{*v}(n)}(t^*_{k}(n))$ the reward from the arm drawn at time $n$. Define $P$ and $Q$ the distributions of $Y^T$ under parameters $\mu$ and $\lambda$ respectively. From Proposition 2 we have:

$$KL(P||Q) = \sum_{k=1}^{K} \mathbb{E}_{\mu}[t^*_{k}(T)] I(\mu_k, \lambda_k) = \mathbb{E}_{\mu}[t^*_{k}(T)] I(\mu_k, \mu_k^* + \epsilon).$$

Notice that $1\{\mathcal{A}\}$ is a function of $Y^T$, and apply Lemma 4.6.3:

$$P(\mathcal{A}) + Q(\mathcal{A}^c) \geq (1/2) \exp[-\min(KL(P||Q), KL(Q||P))] \geq (1/2) \exp[-KL(P||Q)],$$

so by taking logarithms:

$$\mathbb{E}_{\mu}[t^*_{k}(T)] I(\mu_k, \mu_k^* + \epsilon) \geq -\log(2) - \log(P(\mathcal{A}) + Q(\mathcal{A}^c)). \quad (4.1)$$

Let us now upper bound $P(\mathcal{A})$ and $Q(\mathcal{A}^c)$. Under parameter $\mu$ we have $t^*_{k}(T) = 0$, and under $\lambda$ we have $t^*_{k}(T) = T\bar{c}$. Applying Proposition 3 we lower bound the sample-path regret as follows:

$$r(T) \geq \Delta t^*_{k}(T) 1\{\mathcal{A}\} \quad \mathbb{P}_\mu \text{- a.s.}$$

$$r(T) \geq \epsilon|\bar{c} - t^*_{k}(T)| 1\{\mathcal{A}^c\} \quad \mathbb{P}_\lambda \text{- a.s.}$$

We apply Proposition 3 twice, once under parameter $\mu$, and another time under parameter $\lambda$ (in this case $\Delta$ equals $\epsilon$). When $\mathcal{A}$ occurs, $t^*_{k}(T) \geq T\bar{c}/2$, and when
\(A^c\) occurs, \(|\bar{c} - t_k^\pi(T)| \geq T\bar{c}/2\), so taking expectations:

\[
\mathbb{E}_\mu[r(T)] \geq \Delta T(\bar{c}/2) P(A)
\]
\[
\mathbb{E}_\lambda[r(T)] \geq \epsilon T(\bar{c}/2) Q(A^c)
\]

Since \(\pi\) is uniformly good, \(\mathbb{E}_\mu[r(T)]\) and \(\mathbb{E}_\lambda[r(T)]\) must be \(O(\log(T))\) so \(P(A)\) and \(Q(A^c)\) are \(O(T^{-1}\log(T))\). In turn \(-\log(P(A) + Q(A^c)) \sim T \rightarrow \infty \log(T)\) and replacing in (4.1) we have that:

\[
\liminf_{T \rightarrow \infty} \frac{\mathbb{E}_\mu[t_k^\pi(T)]}{\log(T)} \geq \frac{1}{I(\mu_k, \mu_k^\star + \epsilon)}.
\]

The reasoning above is valid for any \(\epsilon > 0\), letting \(\epsilon \rightarrow 0\) in the above equation gives the announced result.

\[\square\]

### 4.6.6 Proof of Theorem 4.3.2

**Proof:** We proceed as in the proof of Theorem 4.3.1. Consider a fixed uniformly good policy \(\pi\). Consider \(k > k^\star\) fixed, \(\epsilon > 0\) fixed and define parameter \(\lambda\), with \(\lambda_k = \mu_k^\star + \epsilon\), and \(\lambda_{k'} = \mu_{k'}, k' \neq k\).

Define \(\bar{d} = \min(d_k, d)\), and the event:

\[
\mathcal{B} = \bigcup_{k=1}^{K} \{|Td_k - \tau_k| \leq T\bar{d}/(4K)\}.
\]

From Lemma 4.6.4 (to be proved in the next section), \(\mathcal{B}\) occurs w.h.p. (under both \(\mathbb{P}_\mu\) and \(\mathbb{P}_\lambda\)). On all sample paths where \(\mathcal{B}\) occurs we have the following inequalities:

\[
T - \sum_{k=1}^{k^\star - 1} \tau_k \geq T(\bar{d} - \bar{d}/4) \geq 3T\bar{d}/4,
\]
\[
T - \sum_{k=1}^{k^\star} \tau_k \leq T(1 - \sum_{k=1}^{k^\star} d_k + d\bar{d}/4) \leq T\bar{d}/4,
\]
\[
\tau_k \geq T(d_k - \bar{d}/(4K)) \geq 3T\bar{d}/4.
\]

Define the event \(\mathcal{A} = \{t_k^\pi(T) \geq T\bar{d}/2\}\). Denote by \(Y^T = (Y(1), ..., Y(T))\) with
\( Y(n) = X_{k^*(n)}(t_k^*(n)) \) the reward from the arm drawn at time \( n \). Define \( P \) and \( Q \) the distributions of \( Y^T \) under parameters \( \mu \) and \( \lambda \) respectively. From Proposition 2 we have:

\[
KL(P||Q) = \sum_{k=1}^{K} \mathbb{E}_\mu[t_k^*(T)]I(\mu_k, \lambda_k) = \mathbb{E}_\mu[t_k^*(T)]I(\mu_k, \mu_k^* + \epsilon).
\]

Notice that \( 1\{A\} \) is a function of \( Y^T \), and apply Lemma 4.6.3:

\[
P(A) + Q(A^c) \geq (1/2) \exp[-\min(KL(P||Q), KL(Q||P))] \geq (1/2) \exp[-KL(P||Q)],
\]

so by taking logarithms:

\[
\mathbb{E}_\mu[t_k^*(T)]I(\mu_k, \mu_k^* + \epsilon) \geq -\log(2) - \log(P(A) + Q(A^c)). \tag{4.2}
\]

Let us now upper bound \( P(A) \) and \( Q(A^c) \). First it is noted that

\[
P(A) = P(A \cap B) + P(A \cap B^c) \leq P(A \cap B) + P(B^c) = P(A \cap B) + O(T^{-1})
\]

since \( B \) occurs w.h.p. By the same reasoning \( Q(A^c) \leq Q(A^c \cap B) + O(T^{-1}) \) so we can restrict our attention to events \( A \cap B \) and \( A^c \cap B \).

Applying Proposition 3 we lower bound the sample-path regret as follows:

\[
r(T) \geq \Delta|t_k^*(T) - t_k^*(T)|1\{A \cap B\} \quad \mathbb{P}_\mu-\text{a.s.}
\]

\[
r(T) \geq \epsilon|t_k^*(T) - t_k^*(T)|1\{A^c \cap B\} \quad \mathbb{P}_\lambda-\text{a.s.}
\]

Under parameter \( \mu \), when event \( A \cap B \) occurs, we have \( t_k^*(T) \leq T - \sum_{k=1}^{k^*} \tau_k \leq T \tilde{d}/4 \) and \( t_k^*(T) \geq T \tilde{d}/2 \). Similarly, under \( \lambda \), when event \( A^c \cap B \) occurs, we have \( t_k^*(T) \geq \min(\tau_k, T - \sum_{k=1}^{k^*-1} \tau_k) \geq 3T \tilde{d}/4 \), and \( t_k^*(T) \leq T \tilde{d}/2 \). Replacing in the above inequalities and taking expectations we get:

\[
\mathbb{E}_\mu[r(T)] \geq \Delta T(\tilde{d}/4)P(A \cap B),
\]

\[
\mathbb{E}_\lambda[r(T)] \geq \epsilon T(\tilde{d}/4)Q(A^c \cap B).
\]

Since \( \pi \) is uniformly good, both \( \mathbb{E}_\mu[r(T)] \) and \( \mathbb{E}_\lambda[r(T)] \) are \( O(\log(T)) \), so that \( P(A \cap B) \) and \( Q(A^c \cap B) \) are \( O(T^{-1} \log(T)) \). In turn \(-\log(P(A) + Q(A^c)) \sim_{T \to \infty} \)
log(T) and replacing in (4.1) we have that:

$$\lim_{T \to \infty} \inf \frac{\mathbb{E}_\mu [\tau_k^\pi(T)]}{\log(T)} \geq \frac{1}{I(\mu_k, \mu_{k^*} + \epsilon)}.$$ 

Since the reasoning above is valid for any $\epsilon > 0$, letting $\epsilon \to 0$ in the above equation gives the announced result.

□

4.6.7 Upper bounds: technical results

We present some lemmas which are instrumental for the regret analysis of B-KL-UCB in the 3 cases of interest.

Lemma 4.6.4 For all $k$ and $\epsilon > 0$, we have $\tau_k/T \in [d_k - \epsilon, d_k + \epsilon]$ w.h.p.

Proof: We have to prove that $\mathbb{P}[\tau_k/T \notin [d_k - \epsilon, d_k + \epsilon]] = O(T^{-1})$. Using a union bound:

$$\mathbb{P}[\tau_k/T \notin [d_k - \epsilon, d_k + \epsilon]] \leq \mathbb{P}[\tau_k \leq T(d_k - \epsilon)] + \mathbb{P}[\tau_k \geq T(d_k + \epsilon)]. \quad (4.3)$$

Consider the first term in the r.h.s. of (4.3). The event $\tau_k \leq T(d_k - \epsilon)$ implies:

$$\sum_{i=1}^{T(d_k - \epsilon)} X_k(i) \geq Tc_k,$$

$$\sum_{i=1}^{T(d_k - \epsilon)} (X_k(i) - \mu_k) \geq Tc_k - T(d_k - \epsilon)\mu_k = T\epsilon\mu_k.$$

Applying Hoeffding’s inequality we obtain:

$$\mathbb{P} \left[ \sum_{i=1}^{T(d_k - \epsilon)} (X_k(i) - \mu_k) \geq T\epsilon\mu_k \right] \leq \exp \left( -\frac{2T \epsilon^2 \mu_k^2}{d_k - \epsilon} \right).$$
Consider the second term in the r.h.s. of (4.3). The event \( \tau_k \geq T(d_k + \epsilon) \) implies:

\[
\sum_{i=1}^{T(d_k+\epsilon)} X_k(i) \leq Tc_k,
\]

\[
\sum_{i=1}^{T(d_k+\epsilon)} (X_k(i) - \mu_k) \leq Tc_k - T(d_k + \epsilon)\mu_k = -T\epsilon\mu_k.
\]

Applying Hoeffding’s inequality again we obtain:

\[
P\left[ \sum_{i=1}^{T(d_k+\epsilon)} (X_k(i) - \mu_k) \leq -T\epsilon\mu_k \right] \leq \exp\left( -\frac{2T^2\epsilon^2\mu_k^2}{d_k + \epsilon} \right).
\]

Therefore:

\[
P[\tau_k/T \not\in [d_k - \epsilon, d_k + \epsilon]] \leq \exp\left( -\frac{2T^2\epsilon^2\mu_k^2}{d_k - \epsilon} \right) + \exp\left( -\frac{2T^2\epsilon^2\mu_k^2}{d_k + \epsilon} \right) = O(T^{-1})
\]

so \( \tau_k/T \in [d_k - \epsilon, d_k + \epsilon] \) w.h.p., which is the announced result.

**Lemma 4.6.5**  In the CPC case, we have \( \tilde{k} \in \{k^*, k^* + 1\} \) w.h.p.

**Proof:** Define \( \overline{d} = 1 - \sum_{k=1}^{k^*-1} d_k \). By the definition of \( k^* \), \( \overline{d} > 0 \). Apply Lemma 4.6.4 with \( \epsilon = \overline{d}/(K + 1) \), we have:

\[
\sum_{k=1}^{k^*-1} \tau_k \leq T \sum_{k=1}^{k^*-1} (d_k + \overline{d}/(K + 1)) = T(1 - \overline{d} + \overline{d}(k^* - 1)/(K + 1)) < T \text{ w.h.p.}
\]

so \( \tilde{k} \geq k^* \) w.h.p.

If \( k^* = K \), then \( k \leq k^* + 1 \) trivially. Otherwise, by the same reasoning, define \( \overline{d} = (\sum_{k=1}^{k^*+1} d_k) - 1 \). By the definition of \( k^* \), \( \overline{d} > 0 \). Apply Lemma 4.6.4 with \( \epsilon = \overline{d}/(K + 1) \), we have:

\[
\sum_{k=1}^{k^*+1} \tau_k \geq T \sum_{k=1}^{k^*+1} (d_k - \overline{d}/(K + 1)) = T(1 + \overline{d} - \overline{d}(k^* + 1)/(K + 1)) > T \text{ w.h.p.}
\]

so \( \tilde{k} \leq k^* + 1 \) w.h.p.

Therefore \( \tilde{k} \in \{k^*, k^* + 1\} \) w.h.p. which concludes the proof.

**Lemma 4.6.6**  Consider arbitrary budgets. For any policy \( \pi \), and \( k > k' \), define
the set of instants:
\[ B_{k,k'}^* = \{ n : k(n) = k, \max_{1 \leq n \leq T} \min_{\tau} A_\tau(n) \leq k' \} \]

and consider any event \( A \). Then under policy B-KL-UCB, for all \( 0 < \epsilon < \mu_{k'} - \mu_k \) we have:
\[
\mathbb{E}[|B_{k,k'}|1\{A\}] \leq \mathbb{P}[A] \frac{f(T)}{I(\mu_k + \epsilon, \mu_{k'})} + \epsilon^2 + CK \log(\log(T)),
\]
with \( C > 0 \) a constant.

**Proof:** Consider \( k, k', \epsilon \) and \( A \) fixed. Define \( t_0 = \frac{f(T)}{I(\mu_k + \epsilon, \mu_{k'})} \). Decompose \( B_{k,k'} \) as:

1. \( B_{k,k',1} = \{ n \in B_{k,k'}, t_k(n) \leq t_0 \} \) \hspace{1cm} (i)
2. \( B_2 = \cup_{k'} \hat{B}_{k',2} \), \( \hat{B}_{k',2} = \{ n \leq T : b_{k'}(n) < \mu_{k'} \} \) \hspace{1cm} (ii)
3. \( B_{k,k',3} = \{ n \in B_{k,k'} \setminus B_2, t_k(n) > t_0 \} \) \hspace{1cm} (iii)

and \( B_{k,k'} \subset B_{k,k',1} \cup B_2 \cup B_{k,k',3} \).

At each \( n \in B_{k,k',1} \), \( t_k(n) \) is incremented and \( t_k(n) \leq t_0 \), so \( |B_{k,k',1}| \leq t_0 \) surely.

From Lemma 4.6.1, for all \( k'' \) we have \( \mathbb{E}[|\hat{B}_{k'',2}|] \leq O(\log(\log(T))) \) so that by union bound \( \mathbb{E}[|B_2|] \leq O(K \log(\log(T))) \).

Consider \( n \in B_{k,k',3} \). We are going to prove that we have \( |\hat{\mu}_k(n) - \mu_k| \geq \epsilon \).

First if \( \hat{\mu}_k(n) \geq \mu_{k'} \) we have \( |\hat{\mu}_k(n) - \mu_k| \geq \epsilon \) trivially since \( \epsilon < \mu_{k'} - \mu_k \).

Now assume that \( \hat{\mu}_k(n) < \mu_{k'} \). We have that \( k(n) = k \) and there exists \( k'' \leq k' \) such that \( k'' \in A(n) \) since \( \min A(n) \leq \max_{1 \leq n \leq T} \min A(n) \leq \mu_{k'} \). Hence \( b_k(n) \geq b_{k''}(n) \geq \mu_{k''} \geq \mu_{k'} \) since \( n \notin B_2 \). Furthermore, \( t_k(n) \geq t_0 \). By the definition of \( b_k(n) \), this implies:

\[
t_k(n)I(\hat{\mu}_k(n), \mu_{k'}) \leq f(T)
\]
\[
t_0I(\hat{\mu}_k(n), \mu_{k'}) \leq f(T)
\]
\[
I(\hat{\mu}_k(n), \mu_{k'}) \leq I(\mu_k + \epsilon, \mu_{k'}). \]
By monotonicity of the KL-divergence, this implies \( |\hat{\mu}_k(n) - \mu_k| \geq \epsilon \) in this case as well. We have proven that:

\[
B_{k,k',3} \subset \{ n : k(n) = k, |\hat{\mu}_k(n) - \mu_k| \geq \epsilon \}
\]

so that \( \mathbb{E}[|B_{k,k',3}|] \leq \epsilon^{-2} \) using [49][Lemma B.2].

Putting it all together:

\[
\mathbb{E}[|B_{k,k'}|1\{A\}] \leq \mathbb{E}[|B_{k,k',1}|1\{A\}] + \mathbb{E}[|B_2|1\{A\}] + \mathbb{E}[|B_{k,k',3}|1\{A\}]
\]

\[
\leq \mathbb{E}[t_0 1\{A\}] + \mathbb{E}[|B_2|] + \mathbb{E}[|B_{k,k',3}|]
\]

\[
\leq t_0 \mathbb{P}[A] + O(K \log(\log(T))) + \epsilon^{-2}
\]

which proves the announced result. \(\square\)

**Lemma 4.6.7** Consider algorithm B-KL-UCB.

In the CPI case, for all \( k < k^* \) we have \( t_k(T) = c_k T \) w.h.p.

In the CPC case, for all \( k < k^* \) we have \( t_k(T) = \tau_k \) w.h.p.

**Proof:** First consider the CPC case. Consider \( k < k^* \) fixed, and consider the event \( A = \{t_k(T) < \tau_k\} \). Consider \( k' > k \). Using Lemma 4.6.1 (first statement) with \( \delta = f(T) \) we have that for all \( 1 \leq n \leq T \): \( b_k(n) \geq \mu_k \) w.h.p. Using Lemma 4.6.1 (second statement) with \( \delta = 2 \log(T) \) we have that:

\[
\hat{\mu}_k'(n) \leq \mu_k' + \sqrt{2 \log(T)/t_k(n)} \text{ w.h.p.}
\]

Using Pinsker's inequality:

\[
b_{k'}(n) \leq \hat{\mu}_{k'}(n) + \sqrt{\frac{2 \log(T)}{t_{k'}(n)}},
\]

so that:

\[
b_{k'}(n) \leq \mu_{k'} + \sqrt{\frac{8 \log(T)}{t_{k'}(n)}} \text{ w.h.p.}
\]

Since \( k' \) is only selected at instants \( n \) such that \( b_{k'}(n) \geq b_k(n) \), this implies that:

\[
t_{k'}(T) \leq \frac{8 \log(T)}{(\mu_k - \mu_{k'})^2} \text{ w.h.p. (4.4)}
\]
Define $d = \sum_{k' = 1}^{k^* - 1} d_{k'}$. We have $d < 1$ by the definition of $k^*$. If $t_k(T) < \tau_k$, from Lemma 4.6.4, we have that $\sum_{k' = 1}^{k^* - 1} \tau_{k'} \leq T(1 + \overline{d})/2$ w.h.p. Using (4.4) we obtain that:

$$T = \sum_{k' = 1}^{K} t_{k'}(T) \leq \sum_{k' \leq k} t_{k'} + \sum_{k' > k} t_{k'}(T) \leq \sum_{k' = 1}^{k^* - 1} \tau_{k'} + \sum_{k' > k} t_{k'}(T)$$

$$\leq \frac{T(1 + \overline{d})}{2} + O(\log(T)) < T \text{ w.h.p.}$$

for large $T$, a contradiction (recall that $d < 1$ so that $(1 + \overline{d})/2 < 1$). Therefore $\mathcal{A}$ occurs with small probability, and for all $k < k^*$, $t_k(T) = \tau_k$ w.h.p. which concludes the proof.

The proof in the CPI case follows from the same argument. \qed

4.6.8 Proof of Theorem 4.3.3

**Proof:** Consider $0 < \epsilon < \Delta$ fixed. Define $d(n) = \mu_{k^*}(n) - \mu_{k^*}(n)$, and write the sample-path regret as: $r(T) = \sum_{n=1}^{T} d(n)$. Consider a time instant $n$ such that $d(n) > 0$. Then $1 \leq k^*(n) < k^*(n)$ and $d(n) \leq \mu_1 - \mu_{k^*}(n)$, so that:

$$r(T) \leq \sum_{k \geq 2} (\mu_1 - \mu_k)|B_k|,$$  \hfill (4.5)

with $B_k = \{n \leq T : k^*(n) = k, k^*(n) \leq k - 1\}$. Consider $n \in B_k$. From Lemma 4.6.2, we have that: $t^*(n) \lesssim t^*(n)$, which implies that $\min A^*(n) \leq \min A^*(n) = k^*(n) \leq k - 1$. Therefore we have $\min A^*(n) \leq k - 1$, so that applying Lemma 4.6.6 we obtain:

$$\mathbb{E}[|B_k|] \leq \frac{f(T)}{I(\mu_k + \epsilon, \mu_k - \epsilon)} + \epsilon^{-2} + C \log(\log(T)).$$

Taking expectations and replacing in (4.5) we get the announced result:

$$R^\pi(T) \leq f(T) \sum_{k \geq 2} \frac{\mu_1 - \mu_k}{I(\mu_k + \epsilon, \mu_k - \epsilon)} + K(\epsilon^{-2} + C \log(\log(T)))$$

which concludes the proof. \qed
4.6.9 Proof of Theorem 4.3.4

Proof: Recall that for the optimal policy we have: \( t_k(T) = c_kT \) for \( k < k^* \), \( t_{k^*}(T) = \bar{c}T \), and \( t_k(T) = 0 \) for \( k > k^* \). Therefore the regret of a sample path is:

\[
r(T) = \bar{c}T\mu_{k^*} + \sum_{k=1}^{k^*-1} c_kT\mu_k - \sum_{k=1}^{K} \mu_k t_k(T).
\]

Using statement (i) of Lemma 4.6.7, we have that \( t_k(T) = c_kT \) for \( k < k^* \) w.h.p., therefore \( t_{k^*}(T) = \bar{c}T - \sum_{k>k^*} t_k(T) \) and:

\[
r(T) = \bar{c}T\mu_{k^*} - \sum_{k\geq k^*} \mu_k t_k(T) = \sum_{k>k^*} (\mu_{k^*} - \mu_k) t_k(T) \text{ w.h.p.}
\]

Taking expectations:

\[
R^\pi(T) \leq \sum_{k>k^*} (\mu_{k^*} - \mu_k) \mathbb{E}[t_k(T)] + O(1).
\]

(4.6)

Since \( \sum_{k=1}^{k^*-1} c_kT + \bar{c}T = T \), we have that \( \max_{1 \leq n \leq T}(\min A(n)) = k^* \). Hence applying Lemma 4.6.6, for all \( k > k^* \) we have:

\[
\mathbb{E}[t_k(T)] \leq \frac{f(T)}{I(\mu_k + \epsilon, \mu_{k^*})} + C(\log(\log(T)) + \epsilon^{-2})
\]

with \( C \) a constant. Replacing in (4.6) we obtain the announced result:

\[
R^\pi(T) \leq f(T) \sum_{k>k^*} \frac{\mu_{k^*} - \mu_k}{I(\mu_k + \epsilon, \mu_{k^*})} + KC(\log(\log(T)) + \epsilon^{-2}),
\]

\[
= f(T)\hat{\delta}_{k^*} + KC(\log(\log(T)) + \epsilon^{-2})
\]

which concludes the proof. \( \square \)

4.6.10 Proof of Theorem 4.3.5

Proof: First statement

From Lemma 4.6.5 we have \( \hat{k} \in \{k^*, k^* + 1\} \) w.h.p. Define the following
events:

\[ \mathcal{A} = \{ \tilde{k} = k^* \}, \]
\[ \mathcal{B} = \{ \tilde{k} = k^* + 1, t_{k^*}(T) = \tau_{k^*} \}, \]
\[ \mathcal{C} = \{ \tilde{k} = k^* + 1, t_{k^*}(T) < \tau_{k^*} \}. \]

We decompose the regret according to the occurrence of \( \mathcal{A}, \mathcal{B} \) or \( \mathcal{C} \).

Regret of sample paths in \( \mathcal{A} \)

Consider a sample path in \( \mathcal{A} \). Define \( \tilde{\tau} = T - \sum_{k=1}^{k^*-1} \tau_k \). It is noted that \( \tilde{\tau} \geq 0 \).

The regret of such a sample path is:

\[ r(T) = \tilde{\tau} \mu_{k^*} + \sum_{k < k^*} \tau_k \mu_k - \sum_{k=1}^{K} t_k(T) \mu_k. \]

Using statement (ii) of Lemma 4.6.7 we have \( t_k(T) = \tau_k \) for all \( k < k^* \), therefore \( t_{k^*}(T) = \tilde{\tau} - \sum_{k > k^*} t_k(T) \) so that the regret is:

\[ r(T) = \sum_{k > k^*} t_k(T) (\mu_{k^*} - \mu_k). \]

Since \( \tilde{k} = k^* \) we have that \( \max_{1 \leq n \leq T} (\min A(n)) = k^* \). Taking expectations and applying Lemma 4.6.6:

\[ \mathbb{E}[r(T) 1\{A\}] \leq \sum_{k > k^*} \mathbb{E}[t_k(T) 1\{A\}] (\mu_{k^*} - \mu_k), \]
\[ \leq \sum_{k > k^*} \frac{\mathbb{P}[\mathcal{A}] (\mu_{k^*} - \mu_k) f(T)}{I(\mu_k + \epsilon, \mu_{k^*})} + \epsilon^{-2} + C \log(\log(T)) \]
\[ \leq \mathbb{P}[\mathcal{A}] f(T) \delta_{k^*} + CK \log(\log(T)) + \epsilon^{-2} \]

with \( C \) a constant.

Regret of sample paths in \( \mathcal{B} \)

Consider a sample path in \( \mathcal{B} \). Define \( \tilde{\tau} = T - \sum_{k=1}^{k^*-1} \tau_k \). The regret is:

\[ r(T) = \tilde{\tau} \mu_{k^*+1} + \sum_{k \leq k^*} \tau_k \mu_k - \sum_{k=1}^{K} t_k(T) \mu_k. \]

By the definition of \( \mathcal{B} \) we have \( t_{k^*}(T) = \tau_k \) and using statement (ii) of Lemma 4.6.7 we have \( t_k(T) = \tau_k \) for all \( k < k^* \). Therefore \( t_{k^*+1}(T) = \tilde{\tau} - \sum_{k > k^*+1} t_k(T) \) and
The regret is:

\[ r(T) = \sum_{k > k^* + 1} t_k(T)(\mu_{k^* + 1} - \mu_k). \]

Since \( \bar{k} = k^* + 1 \) we have that \( \max_{1 \leq n \leq T}(\min A(n)) = k^* + 1 \). Taking expectations and applying Lemma 4.6.6:

\[
\mathbb{E}[r(T)1\{B\}] \leq \sum_{k > k^* + 1} \mathbb{E}[t_k(T)1\{B\}] (\mu_{k^* + 1} - \mu_k),
\]

\[
\leq \sum_{k > k^* + 1} \frac{\mathbb{P}[B](\mu_{k^* + 1} - \mu_k)f(T)}{I(\mu_k + \epsilon, \mu_{k^* + 1})} + \epsilon^{-2} + C \log(\log(T))
\]

\[
= \mathbb{P}[B]f(T)\delta_{k^* + 1} + CK(\log(\log(T)) + \epsilon^{-2})
\]

Regret of sample paths in \( C \)

Finally consider sample paths in \( C \). Define \( \bar{\tau} = T - \sum_{k=1}^{k^*} \tau_k \). The regret is:

\[ r(T) = \bar{\tau}\mu_{k^* + 1} + \sum_{k \leq k^*} \tau_k\mu_k - \sum_{k=1}^{K} t_k(T)\mu_k. \]

Using statement (ii) of Lemma 4.6.7 we have \( t_k(T) = \tau_k \) for all \( k < k^* \). Therefore \( t_{k^*}(T) = \bar{\tau} + \tau_{k^*} - \sum_{k > k^*} t_k(T) \). The regret is:

\[ r(T) = \bar{\tau}\mu_{k^* + 1} + \tau_{k^*}\mu_{k^*} - \left( \mu_{k^*} t_{k^*}(T) + \sum_{k > k^*} t_k(T)\mu_k \right), \]

\[ = \bar{\tau}\mu_{k^* + 1} + \tau_{k^*}\mu_{k^*} - \left( \mu_{k^*}(\bar{\tau} + \tau_{k^*} - \sum_{k > k^*} t_k(T)) + \sum_{k > k^*} t_k(T)\mu_k \right) \]

\[ = (\mu_{k^* + 1} - \mu_{k^*})\bar{\tau} + \sum_{k > k^*} t_k(T)(\mu_{k^*} - \mu_k). \]

Using the fact that \( \mu_{k^* + 1} - \mu_{k^*} < 0 \) we have the upper bound:

\[ r(T) \leq \sum_{k > k^*} t_k(T)(\mu_{k^*} - \mu_k). \]

Since \( t_{k^*}(T) < \tau_{k^*} \) we have that \( \max_{1 \leq n \leq T}(\min A(n)) = k^* \). Taking expectations
and applying Lemma 4.6.6:

\[
\mathbb{E}[r(T)1\{C}] \leq \sum_{k > k^*} \mathbb{E}[t_k(T)1\{C}] (\mu_{k^*} - \mu_k),
\]

\[
\leq \sum_{k > k^*} \mathbb{P}[C] (\mu_{k^*} - \mu_k) f(T) \frac{1}{I(\mu_k + \epsilon, \mu_{k^*})} + \epsilon^{-2} + C \log(\log(T))
\]

\[
= \mathbb{P}[C] f(T) \delta_{k^*} + CK (\log(\log(T)) + \epsilon^{-2}).
\]

**Total regret**

Therefore defining \(\alpha(T) = \mathbb{P}[A] + \mathbb{P}[C]\) and noting that \(\mathbb{P}[A] + \mathbb{P}[B] + \mathbb{P}[C] \leq 1\) so that \(\mathbb{P}[B] \leq 1 - \alpha(T)\) we obtain the announced result:

\[
R^\pi(T) \leq f(T)(\alpha(T)\delta_{k^*} + (1 - \alpha(T))\delta_{k^* + 1}) + 3CK (\log(\log(T)) + \epsilon^{-2})
\]

which proves the first statement of the theorem.

**Second statement**

Using Lemma 4.6.4, we have that if \(\sum_{k=1}^{k^*} d_k > 1\), then \(\sum_{k=1}^{k^*} \tau_k > 1\) w.h.p, so that \(\tilde{k} = k^*\) w.h.p. Hence \(\mathbb{P}[B] \rightarrow_{T \rightarrow \infty} 0\) and \(\mathbb{P}[C] \rightarrow_{T \rightarrow \infty} 0\) and letting \(T \rightarrow \infty\) in the first statement of the theorem yields the second statement. \(\square\)
CHAPTER 5
LINEARLY PARAMETRIZED BANDITS

5.1 Introduction

In this chapter, we are motivated by problems in e-commerce related to the recommendation of one or several items from a large number of related items, where the items are distinguished by relatively few features. If the preferences of an individual customer (or cluster of similar customers) for the individual features are known, then we can predict the user’s affinity for each item, and subsequently display the list of items in descending order of relevancy or expected profit. However, we may not know a priori what this preference vector is, so we wish to learn it in an online manner by sequentially presenting the user with an item, observing whether the item is purchased, and then updating an internal estimate of the preference vector. Since we assume that the number of actual features is much smaller than the total number of items, it may be beneficial to learn user preferences for the few individual features rather than for the many individual items. In this way, it is no longer necessary for each item to be investigated in order to estimate the expected reward from that item, reducing the amount of learning required. A key distinction of our model, when compared to previous work on parametrized bandits, is the incorporation of this inherently binary choice customers are faced with: to buy or not to buy.

5.2 Model

Our model consists of a multi-armed bandit with a set $u$ of arms (items) and $n$ underlying parameters (attributes). We will use $u_k$ to indicate the vector of feature weights for item $k$, and thus we will interchangeably treat $u$ as a matrix. Furthermore, we will assume that rank($u$) = $n$. There is also a fixed but unknown
preference vector $z^* \in \mathbb{R}^n$, with $z^* \neq 0$. The quality $u_k^T z^*$ of arm $k$ is a scalar indicating how desirable the item is to a user. We will use the logistic function $f$ to define the expected reward of an arm $k$,

$$
\mu_k = f (u_k^T z^*) = \frac{1}{1 + \exp (-u_k^T z^*)}.
$$

Thus, the expected rewards of all of the arms are coupled through $z^*$. We will assume that the arms are ordered such that $\mu_1 > \sup_{k \neq 1} \mu_k$. At each time-step $t$ up to a finite time horizon $T$, a policy will choose to pull exactly one arm, call this arm $C_t$, and a reward $X_t$ will be obtained, where $X_t \sim \text{Ber} (\mu_{C_t})$. We wish to find policies $\pi$ which maximize the total expected reward, $\sum_{t=1}^{T} X_t$, or equivalently, minimize the expected total regret, $\mathbb{E}[\sum_{t=1}^{T} (\mu_1 - X_t)] = T \mu_1 - \mathbb{E}[\sum_{t=1}^{T} \mu_{C_t}]$.

### 5.3 Lower Bounds

In the subsequent section, we will describe a simple algorithm for this problem, which can be used whether the set $U$ is finite or a continuum of arms, and show a regret upper-bound of $O (K \cdot \log (T) \cdot \log^* (T))$, where $\log^*$ is the iterated logarithm function, which is unbounded but grows far slower than $\log (T)$. This two-phase algorithm is conceptually based on $\epsilon$-greedy algorithms, and the key idea is that we can explore by sampling some rank-$n$ set of arms and performing matrix inversion in order to estimate the preference vector $z^*$. Each time-step in an exploitation phase then greedily plays the best arm, given our current estimate of $z^*$. The choice of scheduling function corresponds to choosing how $\epsilon (t)$ should vary with time, in order to balance the regret incurred from exploration and exploitation. Although UCB-type algorithms have been designed for similar models [61], the technique of KL-UCB does not appear to fit readily into this context, and to the best of our knowledge no work has generated matching upper- and lower-bounds with the same constant, as has been done for the basic multi-armed bandit. In this section, we will provide a lower-bound which we conjecture is tight, using the decision-theoretic technique presented in Chapter 2. Because the upper-bound result follows the technique of $\epsilon$-greedy policies, it does not explore the arms optimally and cannot provide a tight bound, even if we disregard the $\log^* (T)$ factor not present in the lower-bound. However, the simplicity of the
two-phase algorithm allows it to be computationally tractable in real-world applications, and captures the dominant $\log T$ factor in the regret bound, which is already a tremendous improvement over the $O(T)$ regret obtained by A/B testing techniques commonly used in industry.

The following theorem is based on the lower bound shown in Chapter 2, but the correlations between arms introduce some additional complications when calculating the multiplicative constant in front of the $\log T$. Instead of constructing a hypothesis test for each individual arm, we construct hypothesis tests for every direction, i.e., each $v$ on the $(n - 1)$-dimensional unit sphere. That is, instead of defining a new parameter vector $\lambda(v)$ that is “close” to $\mu$ in KL distance, the correlations between arms do not allow us that amount of generality, so we cannot have $\lambda(v)$ be identical to $\mu$ in all but one component. Instead, in this correlated arm model, $\lambda(v)$ is fully determined by the $n$-dimensional parameter $z(v)$ which is itself a scaled version of $v$, i.e., $\lambda(v)_k = f(u_k^T z(v))$. Note that when the system is parametrized by $z(v)$ instead of $z^*$, the rewards of all arms (except the best arm $u_1$, for reasons discussed below) will change in general. This leads to terms in the KL divergence between the distribution of rewards under $\mu$ and $\lambda(v)$ to include terms from all arms except the best arm. Other than handling these extra terms, the proof here is no different than that for uncorrelated arms.

**Theorem 5.3.1** For any problem instance with finite arms, $u_1^T z^* \neq 0$, and $\mu_1 > \max_{k \neq 1} \mu_k$, for any uniformly good policy $\pi$, we have that:

$$\liminf_{T \to \infty} \frac{R_\pi(T)}{\log T} \geq \max_{v \in V} \left\{ \min_k \frac{\mu_1 - \mu_k}{D_{KL}(\mu_k || \lambda_k)} \right\},$$

where $D_{KL}$ is the Kullback-Leibler divergence for Bernoulli random variables:

$$D_{KL}(p, q) = p \log \left( \frac{p}{q} \right) + (1 - p) \log \left( \frac{1 - p}{1 - q} \right),$$

and $V$, $\lambda(v)_k$ are defined below.

**Proof:** By assumption, $z^* \neq 0$ and $u_1^T z^* \neq 0$. We assert there exists a non-empty set of directions:

$$V = \left\{ v \subseteq \mathbb{R}^n : |v| = 1, \text{sgn} \left( u_1^T v \right) = \text{sgn} \left( u_1^T z^* \right), \max_{k \neq 1} u_k^T v > u_1^T v \right\},$$

where the signum condition is satisfied on a half-sphere, and the value of $u_1^T v \to 0$
along the boundary of this surface. Note that for any other arm \( k \) (as long as \( u_1 \) and \( u_k \) are not co-linear), \( u_k^T v \) will also be positive on an overlapping half-sphere, and hence there will be a point in the neighborhood of the first boundary such that \( u_k^T v > u_1^T v \). Since the set of arms is full rank, such an arm \( k \) must exist, and thus \( V \) is non-empty.

We now fix a direction \( v \in V \) and construct a scaled version, \( z(v) = \left( \frac{u_1^T z^*}{u_1^T v} \right) \cdot v \). This choice of scaling is so that \( \lambda_1 = f(u_1^T z(v)) = f(u_1^T z^*) = \mu_1 \).

If this condition were not satisfied, then the \( \sim T \) plays of arm 1 would allow us to easily discern between these two distributions using the empirical reward sequence. Recall that in order to craft the best lower bound, we must choose \( \lambda(v) \) to make it as difficult as possible to discern whether rewards are being generated according to \( \lambda(v) \) or \( \mu \), under the constraint that the index of the best arm differs between \( \lambda(v) \) and \( \mu \); hence we have this \( \lambda_1 = \mu_1 \) constraint.

We now have a well-defined \( \lambda(v) \), where \( \lambda(k) = f(u_k^T z(v)) \) for all \( k \). Next, we write the KL divergence between the distribution of rewards under \( \mu \) and \( \lambda(v) \) (denoted \( P \) and \( Q \), respectively), as:

\[
D_{KL}(P||Q) = \sum_{k \neq 1} E_{\mu}[t_k(T)] \cdot D_{KL}({\mu}_k||{\lambda}(v)_k).
\] (5.1)

Our choice of scaling for \( z(v) \) has removed the dependence on \( t_1(T) \), since \( \mu_1 = \lambda_1 \) and thus \( D_{KL}(\mu_1||\lambda(v)_1) = 0 \). We now construct a hypothesis test to decide between \( H_\mu \) and \( H_\lambda \), whether \( \mu \) or \( \lambda(v) \) is the underlying parameter, respectively. We base the test on the observed number of times arm 1 is played, deciding in favor of \( H_\mu \) if \( t_1^T(T) \geq \frac{T}{2} \), and deciding \( H_\lambda \) otherwise. The probability of errors can then be computed as:

\[
P_e|H_\mu = P_\mu\left(t_1 < \frac{T}{2}\right) \leq \frac{2}{T} \cdot E_\mu\left[\sum_{k \neq 1} t_k\right],
\]

\[
P_e|H_\lambda = P_\lambda\left(t_1 \geq \frac{T}{2}\right) \leq \frac{2}{T} \cdot E_\lambda\left[t_1\right],
\]

where we have used Markov’s inequality and the fact that \( \sum_k t_k(T) = T \). Then,
since \( \pi \) is uniformly good, it follows that
\[
\mathbb{E}_\mu \left[ \sum_{k \neq 1} t_k \right] \in O(\log T), \\
\mathbb{E}_\lambda [t_1] \in O(\log T),
\]

since playing any sub-optimal arm \( k \neq 1 \) under \( \mu \) incurs at least \( \mu_1 - \sup_{k \neq 1} \mu_k > 0 \) regret, and similarly, playing arm 1 under \( \lambda (v) \) also incurs positive regret, as \( v \in V \) implies \( \max_{k \neq 1} u_k^T v > u_1^T v \), and thus \( \sup_{k \neq 1} \lambda (v)_k > \lambda (v)_1 \). Then, combined with the above bounds on the probabilities of error, we have that
\[
T \cdot [\mathbb{P} (e|H_\mu) + \mathbb{P} (e|H_\lambda)] \in O(\log T). \tag{5.2}
\]

Next, we use the Kailath bound [27],
\[
\mathbb{P} (e|H_\mu) + \mathbb{P} (e|H_\lambda) \geq \frac{1}{2} \exp (- \min \{D_{KL} (\mathcal{P}||\mathcal{Q}), D_{KL} (\mathcal{Q}||\mathcal{P})\}),
\]
and by combining (5.1) and (5.2), we have that
\[
\sum_k \mathbb{E}_\mu [t_k] \cdot D_{KL} (\mu_k||\lambda_k) = D_{KL} (\mathcal{P}||\mathcal{Q}) \\
\quad \geq \min \{D_{KL} (\mathcal{P}||\mathcal{Q}), D_{KL} (\mathcal{Q}||\mathcal{P})\} \\
\quad \geq - \log 2 + \log T - \log [T \cdot (\mathbb{P} (e|H_\mu) + \mathbb{P} (e|H_\lambda))] \\
\quad = \log T - O(\log \log T).
\]

Finally, we relate the total regret to \( \mathbb{E}_\mu [t_k] \), namely,
\[
R_\pi (T) = \sum_k \mathbb{E}_\mu [t_k] \cdot [f (u_1^T z^*) - f (u_k^T z^*)] \\
\quad \geq \min_k \left[ \frac{f (u_1^T z^*) - f (u_k^T z^*)}{D_{KL} (\mu_k||\lambda_k)} \right] \cdot \sum_k \mathbb{E}_\mu [t_k] \cdot D_{KL} (\mu_k||\lambda_k).
\]

Combining the above, we have
\[
\frac{R_\pi (T)}{\log T} \geq \min_k \frac{\mu_1 - \mu_k}{D_{KL} (\mu_k||\lambda_k)} - O \left( \frac{\log T}{\log T} \right),
\]
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and then letting $T \to \infty$ and $\epsilon \to 0$, by continuity of the KL divergence,

$$\liminf_{T \to \infty} \frac{R^\pi (T)}{\log T} \geq \min_k \frac{\mu_1 - \mu_k}{D_{KL}(\mu_k || \lambda)}.$$ 

Finally, since this holds for each $v \in V$, we can combine these individual bounds, and thus

$$\liminf_{T \to \infty} \frac{R^\pi (T)}{\log T} \geq \max_{v \in V} \left\{ \min_k \frac{\mu_1 - \mu_k}{D_{KL}(\mu_k || \lambda (v)_k)} \right\}.$$  

\[\square\]

5.4 Upper Bounds

In this section, we shall consider a variant of the previous model, but where the set of arms $U \subseteq \mathbb{R}^n$ is no longer finite, but instead uncountably infinite. In particular, we consider the unit sphere in $n$ dimensions, with every point on the sphere being an arm. While this lacks the full generality of an arbitrary set of arms, this will make the analysis tractable. Since the expected rewards of the arms are coupled through an unknown parameter of dimension $n$, it is no longer necessary or even possible for each arm to be investigated in order to estimate the expected reward from that arm. Instead, we can estimate the underlying parameter; in this way, each pull can yield information about many arms. We present a simple algorithm, as well as bounds on the expected total regret as a function of time horizon when using this algorithm.

5.4.1 Two-Phase Algorithm

We first present an algorithmic description of a policy for the multi-armed bandit problem. This algorithm, which we call the Two-Phase Algorithm, will depend on a scheduling function $g : \mathbb{N}_1 \to \mathbb{N}_0$, such that $g$ is strictly increasing. Since $g$ is not surjective in general, its inverse $g^{-1}$ is not defined over all of $\mathbb{N}_0$; however, we can extend the inverse image in the natural way to preserve monotonicity, by defining $g^{-1} : \mathbb{N}_0 \to \mathbb{N}_1$,

$$g^{-1}(t) = \max \{1 \cup \{l \in \mathbb{N}_1 : g(l) \leq t\} \}.$$  
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Earlier work on the analysis of this algorithm in the case of a finite number of arms, which showed an upper bound on the expected total regret that was independent of the number of arms $m$, can be found in [62]. In Theorem 5.4.2, we present an upper-bound to the expected total regret of this policy for the special case of a unit sphere of arms.

Algorithm 4 Two-Phase Algorithm

<table>
<thead>
<tr>
<th>Require:</th>
<th>Set of all arms $U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Require:</td>
<td>Set of $n$ chosen arms $\Sigma = {\Sigma_1, \ldots, \Sigma_n} \subseteq U$, s.t. $\Sigma$ has rank $n$</td>
</tr>
<tr>
<td>Require:</td>
<td>Scheduling function $g : \mathbb{N}_1 \rightarrow \mathbb{N}_0$, strictly increasing</td>
</tr>
</tbody>
</table>

\[ t \leftarrow 1, \quad l \leftarrow 1 \]
\[ q_u \leftarrow 0, \quad \forall u \in \Sigma \]

**loop**

\[ \text{for } u \in \Sigma \text{ do} \]

\[ \text{Pull arm } C_t \leftarrow u, \text{ obtain reward } X_t \]  
\{Phase 1\}
\[ q_{C_t} \leftarrow q_{C_t} + 1_{\{X_t\}} \]
\[ t \leftarrow t + 1 \]

**end for**

**Form the estimates**

\[ \hat{\alpha}_{u,t} \leftarrow \frac{q_u}{t}, \quad \forall u \in \Sigma \]

**if** \[ \hat{\alpha}_{u,t} \in (0, 1), \quad \forall u \in \Sigma \text{ then} \]

\[ \hat{z}_l \leftarrow \left( \sum^T \right)^{-1} \begin{bmatrix} f^{-1}(\hat{\alpha}_{\Sigma_1,t}) \\
\vdots \\
f^{-1}(\hat{\alpha}_{\Sigma_n,t}) \end{bmatrix} \]

**else**

\[ \hat{z}_l \leftarrow 0_n \]

**end if**

\[ C(l) \leftarrow \text{arbitrary choice from } \arg \max_{u \in U} \alpha_u(\hat{z}_l) \]

**for** $s \leftarrow 1$ **to** $g(l)$ **do**

\[ \text{Pull arm } C_t \leftarrow C(l), \text{ obtain reward } X_t \]  
\{Phase 2\}
\[ t \leftarrow t + 1 \]

**end for**

\[ l \leftarrow l + 1 \]

**end loop**

The algorithm requires a selection of $n$ arms,

\[ \Sigma = \{\Sigma_1, \ldots, \Sigma_n\} \subseteq U, \text{ s.t. } \Sigma \text{ has rank } n. \]

Such a choice exists since we assume $U$ has rank $n$. The algorithm proceeds in epochs; epoch $l$ consists of $n$ exploration pulls (called Phase 1), one for each arm.
Figure 5.1: Given a time horizon $T$, we partition the $T$ time-steps into Phase 1 and Phase 2 time-steps, grouped into a total of $L$ epochs.

<table>
<thead>
<tr>
<th>Number of Timesteps:</th>
<th>$n$</th>
<th>$g(1)$</th>
<th>$n$</th>
<th>$g(2)$</th>
<th>$n$</th>
<th>$g(3)$</th>
<th>$n$</th>
<th>$g(L)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase:</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Epoch:</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

in $\Sigma$, and $g(l)$ exploitation pulls (called Phase 2). In other words, Phase 1 refines our estimate of $z^*$, and Phase 2 repeatedly pulls the best arm given our current estimate $\hat{z}_l$. If we impose a time horizon of $T$, epochs $1, 2, \ldots, L$ are appended until the time horizon $T$ has been reached. The two phases are illustrated in Figure 5.1.

For each timestep $t$ in Phase 1, an arm $k \in \Sigma$ is chosen, and the empirical count of successes $q_k$ is incremented if $X_t = 1$. Prior to each Phase 2 timestep during epoch $l$, there have already been $l$ Phase 1 pulls. We can then form empirical estimates for $\mu_k$ based on the Phase 1 time-steps, namely $\hat{\mu}_{k,l} = \frac{q_k}{T}, \forall k \in \Sigma$. We define $G_l = 1 \{\hat{\mu}_{k,l} \in (0, 1), \forall uk \in \Sigma\}$, where we call an epoch $l$ a “good” epoch if $G_l = 1$, and we can then form the current best estimate for $z^*$,

$$\hat{z}_l = \left(\Sigma^T\right)^{-1} \begin{bmatrix} f^{-1}(\hat{\mu}_{\Sigma_1,l}) \\ \vdots \\ f^{-1}(\hat{\mu}_{\Sigma_n,l}) \end{bmatrix},$$

since $f$ being strictly increasing and continuous implies $f^{-1}$ exists on $(0, 1)$, and since $\Sigma$ being an $n \times n$ matrix with full rank implies $\left(\Sigma^T\right)^{-1}$ exists. Otherwise, we call epoch $l$ a bad epoch, and let $\hat{z}_l = 0_n$. Note that $G_l = 1 \Rightarrow G_{l+i} = 1, \forall i \geq 0$.

Then, choose an arm $C_{(l)} \in \arg \max_k f \left(u_k^T \hat{z}_l\right)$, settling ties arbitrarily, and pull this arm $g(l)$ times to form the current epoch’s Phase 2.

In practice, LU decomposition, instead of matrix inversion, can be used to solve for $\hat{z}_l$. Also, since $f$ is strictly increasing, the estimated best arm in a good epoch $l$ can be computed as

$$C_{(l)} \in \arg \max_k f \left(u_k^T \hat{z}_l\right) = \arg \max_k \left(u_k^T \hat{z}_1\right).$$

We shall point out some of the features of this algorithm. Firstly, we were motivated by the need for computationally tractable algorithms at large scale, for
example in online advertising where \( m \) can on the order of thousands and \( T \) on the order of millions or more. We note that many of the current state-of-the-art algorithms require the solution to an optimization problem at every timestep; even when these are convex, the total number of optimizations needed is \( T \) and potentially intractable. In contrast, the algorithm proposed here requires only \( g^{-1}(T) \) optimizations, which is sub-linear in \( T \). Secondly, the algorithm is defined to run indefinitely; to obtain the total regret for any finite time horizon \( T \), we simply terminate the algorithm when timestep \( T \) has been reached. This achieves the same outcome as an application of the doubling trick, in that the algorithm is not dependent on a time horizon \( T \). Thirdly, in our exploration phases, the choice of arm exploits the correlation model that we have assumed in our problem, allowing us to remove the dependence on \( n \). Finally, as we will see later, the lengths of the exploitation phases are chosen to grow in the epoch number. Thus, as we gain more information and are able to estimate \( z^* \) more accurately, we can spend a greater fraction of time-steps exploiting the arm we think is best; this is achieved by choosing a suitable scheduling function \( g \) to control the ratio of the number of exploitation (Phase 2) pulls versus exploration (Phase 1) pulls, as a function of the epoch number \( l \). Our goal is to find an upper bound on \( R(T) \), the expected total regret. In particular, we are interested in the asymptotic behavior of the upper bound as \( T \to \infty \). The first theorem below can be found in [62], and is presented here as a comparison for the second result.

**Theorem 5.4.1** For any problem instance with finite arms, the two-phase algorithm with a given choice of scheduling function \( g \) s.t. \( g(l) \in \exp(o(l)) \), has that

\[
R(T) \leq O\left(n \cdot g^{-1}(T)\right).
\]

The key idea behind this proof is similar to that behind the epoch-greedy policy, in that the probability of choosing a sub-optimal arm to exploit decreases exponentially with the epoch \( l \). Instead of requiring knowledge of the gap between the best and second-best arms, we simply explore slightly more than required, thus avoiding a dependence on this constant.

**Theorem 5.4.2** For the problem of a continuum of arms, specifically the \((n-1)\)-dimensional unit sphere, the two-phase algorithm, with the choice of scheduling
function $g(l) = l$, has that

$$R^\pi(T) \in O\left(T^{\left(\frac{1}{2}\epsilon\right)}\right), \text{ for any } \epsilon > 0.$$ 

The main idea behind this proof is to consider what the expected regret in a single Phase 2 timestep is, as a function of the epoch $l$. With the choice of epoch length $g(l) = l^{1-\epsilon}$, we can show that the probability of choosing a “bad” arm decreases to 0, even when the set of good arms shrinks with the epoch $l$ and converges asymptotically to the set consisting of just the best arm. Then, the expected regret is a combination of two terms: either playing an arm that is bad, which happens with low probability, or playing an arm which is still sub-optimal but whose regret can be bounded by an $o(1)$ function of the epoch $l$.

5.5 Conclusion

We have proposed a class of parametrized multi-armed bandit problems, in which the reward distribution is Bernoulli and independent across arms and across time, with a parameter that is a non-linear function of the scalar quality of an arm. The real-valued qualities are inner products between the unknown preference and known attribute vectors. Under this model, we are able to capture the fundamentally binary choice inherent in certain online machine learning problems.

Our proposed algorithm achieves an asymptotic expected total regret of $\tilde{O}\left(n\sqrt{T}\right)$ in the infinite arm, unit circle case. This is in contrast to the $\Omega\left(T^{\frac{n+1}{n+2}}\right)$ lower bound of [20]. The assumption of additional structure to the rewards, namely a logistic function of an inner product, instead of the more general Lipschitz condition, can be used to out-perform optimal algorithms which do not account for this structure. We conjecture that the lower bound on our problem is $\Omega(\sqrt{T})$ for the infinite arm case in general; if true, then this simple algorithm’s performance is nearly optimal.

Finally, our algorithm can be implemented very efficiently as there are only $O(n)$ quantities tracked, and this does not scale with either the number of arms or the time-horizon. Also, since the exploration and exploitation phases are decoupled, the only history-dependent part of the algorithm, the optimization to determine which arm to pull, is only performed during $O(\sqrt{T})$ time-steps. In the infinite arm, unit circle case, this optimization itself is simply the normalization of
the current estimate $\hat{z}_l$. The basic idea of increasing the length of epochs is similar to that of UCB1, but because our algorithm uses a global count of the epoch instead of local counts for each arm, we are able to apply it to infinite-armed problems. Finally, we note that several extensions to this work are possible; multiple plays and time-dependent $U$ and $z^*$ would be directly applicable for e-commerce applications.

5.6 Proofs

In order to bound the regret during the exploitation phases, we will use the following idea: if the current estimate of $z^*$, namely $\hat{z}_l$, is “close enough” to $z^*$, then the regret per time-step will be bounded by some function of this distance. If $\hat{z}_l$ lies outside of this set, then the regret will be bounded by unity. In each successive epoch $l$, we reduce the size of this “close enough” set, while ensuring that the probability of lying within this set is close to 1. We bound the total regret during exploitation phases by a summation over epochs of this per-timestep regret, multiplied by the number of time-steps.

$$R_{\text{exploit}}(T) \leq \sum_{l=1}^{L} \left[ \left( 1 \cdot 1\{\hat{z}_l \notin B_{z^*}(\Delta(l))\} + r_{l,\Delta(l)} \cdot 1\{\hat{z}_l \in B_{z^*}(\Delta(l))\} \right) \cdot g(l) \right]$$

$$\leq \sum_{l=1}^{L} \left[ \left( 1\{\hat{z}_l \notin B_{z^*}(\Delta(l))\} + r_{l,\Delta(l)} \right) \cdot g(l) \right], \quad (5.3)$$

where $r_{l,\Delta(l)}$ is the maximum pseudo-regret incurred when $\hat{z}_l \in B_{z^*}(\Delta(l))$, a set which will be defined shortly. Finally we will choose these sequences $g(l)$ and $\Delta(l)$ to obtain the desired bound.

Lemma 5.6.1 If $\hat{z}_l \in B_{z^*}(\Delta(l))$ and $\Delta(l) \leq \sqrt{\frac{\lambda_{\min}(\Sigma^T \Sigma)}{n} \cdot \|z^*\|_2}$, then $r_{l,\Delta(l)} \leq k_3 \cdot [\Delta(l)]^2$, where $k_3 = \frac{\pi^2 n}{36 \cdot \|z^*\|_2 \cdot \lambda_{\min}(\Sigma^T \Sigma)}$.

Proof: Let $\theta_l$ be the central angle between $z^*$ and $\hat{z}_l$. We can immediately bound the regret per time-step when playing the best arm given this estimate:

$$r_{l,\Delta(l)} = f \left( u^T z^* \right) - f \left( \hat{u}_l^T z^* \right) = f \left( \|z^*\|_2 \right) - f \left( \|z^*\|_2 \cdot \cos \theta_l \right)$$

$$\leq \frac{\|z^*\|_2}{4} \cdot (1 - \cos \theta_l) \leq \frac{\|z^*\|_2}{8} \cdot \theta_l^2.$$
Next, we define the region of arms that are “close enough” at epoch \( l \), \( B_{z^*}(\Delta) = \{ z \in \mathbb{R}^n : \| \Sigma^T z - \Sigma^T z^* \|_2 < \sqrt{n} \cdot \Delta \} \), and thus

\[
\hat{z}_l \in B_{z^*}(\Delta(l)) \iff \| \Sigma^T \hat{z}_l - \Sigma^T z^* \|_2 < \sqrt{n} \cdot \Delta(l) \\
\implies \| \hat{z}_l - z^* \|_2 \leq \sqrt{\frac{n}{\lambda_{\min}(\Sigma^T \Sigma)} \cdot \Delta(l)}.
\]

We want to relate this back to the central angle \( \theta_l \), as we know how to compute the regret from there. Now, if we suppose \( \Delta(l) \leq \sqrt{\frac{\lambda_{\min}(\Sigma^T \Sigma)}{n} \cdot \| z^* \|_2} \), then by the previous implication it follows that \( \| \hat{z}_l - z^* \|_2 \leq \| z^* \|_2 \). Now consider \( \theta_l \), and by geometry,

\[
\theta_l \leq \sin^{-1}\left( \frac{\| \hat{z}_l - z^* \|_2}{\| z^* \|_2} \right) \leq \frac{\pi}{2} \cdot \frac{\| \hat{z}_l - z^* \|_2}{\| z^* \|_2} \\
\leq \frac{\pi}{2} \frac{n}{\| z^* \|_2} \cdot \sqrt{\frac{n}{\lambda_{\min}(\Sigma^T \Sigma)} \cdot \Delta(l)}.
\]

Thus, \( r_{l,\Delta(l)} \leq k_3 \cdot [\Delta(l)]^2 \), where \( k_3 = \frac{\pi^2 \cdot 36 \cdot \| z^* \|_2 \cdot \lambda_{\min}(\Sigma^T \Sigma)}{36 \cdot \| z^* \|_2} \).

**Proof of Theorem 5.4.2**

**Proof:** Let \( 0 < \epsilon < 1 \), and choose the sequences \( \Delta(l) = k_4 \cdot l^{-\frac{1}{2}(1-\epsilon)} \) and \( g(l) = l^{(1-\epsilon)} \), where \( k_4 = \sqrt{\frac{\lambda_{\min}(\Sigma^T \Sigma)}{n} \cdot \| z^* \|_2} \). That is, the ratio of exploitation time-steps to exploration time-steps in epoch \( l \) grows roughly linearly, and the set of “good” estimates \( \hat{z}_l \) shrinks roughly as \( \frac{1}{\sqrt{l}} \). Define

\[
\gamma_{\Delta} = \min_{k \in \Sigma} \min \left\{ D \left( f \left( u_k^T z^* - \Delta \right) || \mu_k \right), D \left( f \left( u_k^T z^* + \Delta \right) || \mu_k \right) \right\},
\]

which through the Chernoff bound, characterizes the probability of choosing an arm outside a “good” set. Then, by an intermediate result of [62], we have that

\[
\gamma_{\Delta} \geq 2\Delta^2 \cdot \exp \left( -\frac{\left(\| z^* \|_2 + \Delta \right)^2}{2} \right) \\
\geq 2\Delta^2 \cdot \exp \left( -\frac{\left(\| z^* \|_2 + k_4 \right)^2}{2} \right).
\]
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Thus, we have that \( P (\hat{z}_l \notin B_{z^*} (\Delta (l))) \cdot g (l) k_5 (l) \) and \( r_{l,\Delta(l)} \cdot g (l) \leq k_3 \cdot k_4^2 = \frac{\pi^2 \cdot \|z^*\|_2^2}{36} \), where

\[
k_5 (l) = 2n \cdot l^{(1-\epsilon)} \left[ f (\|z^*\|_2^2)^l + \exp \left( -2k_4^2 l^\epsilon \cdot \exp \left( -\frac{(\|z^*\|_2^2 + k_4^2)}{2} \right) \right) \right]
\]

since \( k_1 = - \log [\max_{k \in \Sigma} \max \{ \mu_k, 1 - \mu_k \}] \geq - \log [f (\max_{k \in \Sigma} \|u_k\|_2 \cdot \|z^*\|_2)] \).

Using (5.3),

\[
R_{\text{exploit}} (T) \leq \sum_{l=1}^{L} \left[ (P (\hat{z}_l \notin B_{z^*} (\Delta (l))) + r_{l,\Delta(l)} \cdot g (l)) \right] \leq k_6 + \left( 1 + \frac{\pi^2 \cdot \|z^*\|_2^2}{36} \right) \cdot L
\]

where \( k_6 = \sum_{l=1}^{L'} k_5 (l) \) and \( L' = \max \{ l : k_5 (l) > 1 \} \). In short, there is some finite number of epochs \( L' \) where we have not explored enough for the incremental regret bound to be small enough. For all \( l > L' \), we can bound the total exploitation regret by a constant. Finally, since, \( T \geq \sum_{l=1}^{L-1} \{ n + g(l) \} \geq \frac{L^{2-\epsilon}}{2} \), we have that

\[
R (T) \leq k_6 + 2 \cdot \left( n + 1 + \frac{\pi^2 \cdot \|z^*\|_2^2}{36} \right) \cdot T \left( \frac{1}{2-\epsilon} \right) = O \left( n T \left( \frac{1}{2-\epsilon} \right) \right).
\]

The choice of scheduling function \( g \) can be made \( \beta l \), where \( \beta \) changes the trade-off between the constant term \( O \left( \beta \cdot \sum_{l=1}^{L'-1} g (l) \right) \) and the time-dependent term \( O \left( \sqrt{\frac{T}{\beta}} \right) \). That is, the asymptotics can be improved at the expense of finite-time performance. Furthermore, if the time-horizon is known in advance, then the scheduling function can be chosen to minimize the sum of these two terms.
CHAPTER 6

FUTURE WORK

In this chapter we mention some possible directions of future work.

Lower Bounds

Our work in Chapter 2 is still in need of a corresponding lower-bound, although there are difficulties due to the interaction between regret and overdraft not present in other multi-armed bandit problems. We have some preliminary results for this problem, but more work is needed. Nonetheless, it may be possible to show that with a strict constraint on the overdraft, a lower-bound on the regret exists. More generally, different policies can lead to different tradeoffs between regret and overdraft, and characterizing what tradeoffs are achievable may also be worthwhile.

Mean Field Equilibrium

In Chapter 2, we have considered the problem of bidding in a repeated game against a field of bidders, and considered the highest bid amongst them to be i.i.d. samples from some fixed distribution. This mean field assumption is useful, but assumes we are the only active player in the system. One extension, then, could be to start with some fixed number of players, although each with differing budgets and valuations, and have each apply stochastic approximation to try and learn their optimal bid. The starting point could be a proof for the existence and uniqueness of a Nash equilibrium in the single stage game, and then perhaps under some conditions (such as valuations not being perfectly correlated between any two players), the under-bidding factors of each player can be shown to converge to the equilibrium values. This would show the mean field assumption is validated and leads to a mean field equilibrium, if all players follow the stochastic
approximation policy, even though individual bids are no longer independent over time.

A further extension would be to allow players to arrive and depart the system, for example with arrivals marked by a Poisson process, and i.i.d. exponential lifetimes, which would generalize the above extension with no arrivals or departures. Despite the lack of a steady-state in the sense that no player stays in the system, it may still be possible to characterize the convergence rate of the under-bidding factor in this dynamic environment, again leading to a regret bound.

Furthermore, if under certain conditions, such an equilibrium is unique, then we have a mechanism that can suggest to players a stochastic approximation policy, and due to the limited information and computational abilities of each player, they are best off following said policy; when all players do this, then all players converge to their optimal under-bidding factor.

Hybrid Learning Systems

For many optimization problems on big data, both online and offline learning algorithms exist, but have tradeoffs in complexity and convergence properties. Online algorithms often yield approximate solutions with larger error, but can allow one to take advantage of incremental data. For example, to run a SVM with quantile loss and incorporate billions of historical datapoints, one might use an offline algorithm that assumes data is generated i.i.d. [63, 64]. When the dataset increases by another million datapoints over one day, the entire regression is re-run. This assumption of stationarity and the slowness to update may cause unmodeled non-stationarities, and in particular, fast time-scale transients, to affect the performance of the algorithm in practice.

Consider the following heuristic in which offline learning is still periodically re-run, but in between those slow updates to the optimization parameters, online learning takes over and fine-tunes the parameters based on the incoming data. This combination of offline and online learning, which we refer to as a hybrid learning system, might have provable performance guarantees that are superior to each individually. Namely, the hybrid system could handle a wider class of models that can include non-stationarities and a fast response to parameter changes, when compared to offline learning, and offer better guaranteed convergence behavior, when compared to online learning.
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