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ABSTRACT

The relationship between physical activity (PA) and cardiovascular disease (CVD) is well
established; however, questions about the appropriate dose of PA to reduce CVD risk still remain
(Blair, LaMonte, & Nichaman, 2004; Pate et al., 199%)e optimal dose and the effects of
intensity, duration, and frequency of R#e not fully understoofHaskell et al., 2007)his
studyconnectobjectively measuePA with a crosssectional measure of CVD risk for an-in
depth analysis dPA patterns that contribute to higher risk of C\@pecifically, this study
applied machine learning algorithms MHANES acelerometer data from the 202606
cohortswith the Reynolds cardiovascular risk score as the outcome.

Using accel erometer data as a proxy for th
disease riskllows the use ofrosssectionaldata when the longitudinal outcome is not known.
A majorbenefit of using accelerometers to objectively measure of PA is that the data is easy and
inexpensive to obtain. Furthermore, most locomotive activities are measured with a high degree
of accuracy. Accelerometers can gather highly detailed informatiotabain i ndi vi dual 0
pattern over extended periods of time. This produces a large amount of data that requires
specialized techniques to analyze. The analysighisistudywas conducted using a variety of
machine learning techniquesidentify individual patterns in the data and evaluateat
contributes most to high CVD risk.

Comparison of machine learning algorithms showsdhatassifiers performvell when
given appropriate featuredsing predefined intensity thresholds to compute @yestime spent
in a PA category yielded good classification results in identifying study particigdnghaand
low risk for CVD (Troiano et al., 2008 Adding PA pattermrrelatedfeatures to thenodel did not

appear to improve classificatiofeatures derivedsing kmeans and the Hidden Markov Model



(HMM) performed on the level of using predefined intensity thresholds, indicating that data
driven methods may be used for feature extraction without relying on prior knowledge of the
data.

In generalthelasso regressiosupport vector machineSYM) andrandom forestRF)
classifiersall performed well on largsets ofdatadriven features, achieving greater than 82%
classification accuracy wheime spent in PA intensity categories was combined kvitieans
and HMM-derivedinputs Neural networks performed well on smaller uncorrelated feature sets,
and decision trees produced consistent results with the most transpardnoterpretability

With respect to physical activity recommendations, the firglindicate that gender and
time spent in lifestyle minutes (76019 intensity counts) play a key role in classifying CVD
risk. Thus, a greatesmphasi®n gender specific recommendations focusing on lifestyle minutes
in addition to moderate and vigorous activity may be necessary. Furthermore, time spent in the
activity categories, not how PA is spread throughout the day andapeelar to be most

important for classification of CVD risk.
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CHAPTER 1 INTRODUCTION

Theconnectiorbetween physical activitfPA) and health outconses a central theme in
kinesiology angublic health researcilhis relationship isvell documentedvith studies
showing thaphysical inactivityleads tancreased risk of altause mortalityis associated with
coronary heart disease, osteoporosis, diabetes and some ¢Bateet al., 199N IH
Consensus Development Panel on Physical Activity and Cardiovascular H&886) PA
offers a wide range of health benefits that include weight control, longevity, reduced risk of
various diseaseand improved mental healfrlebebrand & Hinney, 2015FurthermorePA
has been shown tmprove cardiovascular functiaand reduce the risk of cardiovascular disease,
the number one killer of Americai§o et al., 2014)Given the numerous preventive benefits of
engaging irPA, physicians areecommendindPA to their patientgBlair et al., 2004)

However in order to recommen@dA as a way of improving cardiovascular health and
preventing risk of chronic diseases, appropriate dosage for different populations must be
established. Currently, to enjoy the benefit®af theUS Federal Physic#ctivity Guidelines
recommend at lead60 mirutesof moderate intensity or 75 mitesof vigorous intensityPA,
along with biweekly strength training for aduft$nited States Department of Health and Human
Services., 2008Neverthelessunanswered questions remaioout the appropriate length of
continuousPA bouts, optimal intensifyand the effects of lighHeA (Haskell et al., 2007)The
doseresponse relationship betweleA and varias health outcomes is less understood and
requires further investigatigiiKesaniemi et al., 200.

Measuring Cardiovascular Health Status
A particular interest in studying the benefitsR# is disease prevention. Examining the

impact ofPA on cardiovascular health status as an outcome is a challenge since there is no single



criterion measure of cardiovascular hedltbngitudinal studiesisingmortality rates due to
cardiovascular diseass outcomekave established a number of modifiable andmadifiable
risk factors that may lead to cardiovascular dis¢@ker et al., 1989; Rte et al., 1995)While
age, gendeland family history cannot be changeegular exercisbas been showto havethe
potential to reduce a number of modifiable risk factors that include high blood pressure, poor
glucose tolerangéigh cholesterol, and obesgyD6 Agosti no et al ., 2008)

Thereforecrosssectionaland interventiorstudies measuring cardiovascular health status
as an outcome may focus on specific risk factors such as blood pressure and cholesterol levels.
However, to study a more general representation of cardiovascular health status, it may be of
interestto accounfor several knowmisk factorssimultaneouslyy usinga composite risk score.
Severakardiovascular riskcores have beeatevelopedeginning with the Framingham Heart
Study10 year cardiovascular risk scqreD 6 A g o0 st i n oThese rislascores ain2t@ 0 8 )
representhe percent risk that an individual will have a cardiovisocevent in the next 10 years
and offer a possible solution for representing cardiovascular health status isemtissal data
and intervention studies
Measuring Physical Activity

Accurate and objective measuredéf arealsoimperative forestablishing
recommendatiagifor cardiovascular health improveméBtrath et al., 2013However these
measuresnay bedifficult to obtain.PA takes on various forms and can include exercise with the
intention of improving fitness, playing sports, engaging in leisure actauiy performing
household chores. The choiceRd varies greatly amongst individuals amay bedifficult to

monitor. Multiple methodsncluding questionnaires and direct observaggist to estimate PA



howeverthere is a tradeoff between accuracy and cost effectivéamssvorth & Coleman,
2006)

Recent technological advanaesayoffer a solution to some of teechallenges.

Electronic devices such as accelerometasmrt rate monitorsand GPS trackers provide insight
into when and at what intensity, frequenagd duration the activity was performadevery
preset intervalThese devices provide a very largecaint ofdetaileddata with frequent
readings for each individuafurthermore, accelerometehrgart rate monitorgnd GPS trackers
have becomé&irly inexpensiveand readily availablemaking these useful for a wide range of
studieg(Chen, Janz, Zhu, & Brycht2012)

For example, ecelerometers have become increasingly populBAiand health research
(Troiano, 2006) Studies have used accelerometers to establish the connection Hefnaseh
breast cancecardiometabolic syndromkidney disease, insomnianddepressiorfChasens &
Yang, 2012; Hawkins et al., 2011; Healy, Matthews, Dunstan, Winkler, & Owen, 2011; Lynch et
al., 2011, Vallance et al., 201These findings indicate that the use of these electronic devices is
appropriate in a variety of settings, offering objective and fairly accurate ways of as§¥%ssing
with possible insights into optimal dosage on an individual basis.

At the same time, data ¢ettion using electronic devices creates a new set of problems.
While alarge volume of detailed datairexpensive and relatively easy to obtaipecial
analytic techniques arequiredto derive useful information from the data while retaining its
richnessEach individual has a pattern to bisherdaily PA based oraily habits,occupation
and health statusdentifying the complex n d i v PAlpateerinsdesived by electronic devices

in conjunction with health outcomes may be very helpful for establigtdnguidelines and



recognizing at risk populations. This type e$earch requires a wayadcurately classifying
health outcomes based the individua @A patterns
Machine Learning

Machine learning techniqueseusefulfor analyzng large volumes of dataecognizing
patternsandclassifying outcomes with existing applicationsibroad range of topicslachine
learning is a subsef artificial intelligence that utilizes a collection of algorithms that help
computers learn from the data, predicting a set of outcomes or recognizing patterns, where the
prediction gets better with experienddéese techniquealow for individualizedanalysis, and
while it takes more timat alsoyields more accurate resulEurthermore, advances in
computational technology heifpakethis procesgast.

Applications of machine learning algorithms include speech and handwriting
recognition, DNA sequencing, stock market analysis and rokdtacstie, Tibshirani, &
Friedman, 2009)Machine learning and data mining techniques have been used in various
disciplines to find patterns in accelerometeiadaut have yet to be used to their full potential in
the field of PA and healtlresearchSo far, the maimbjective of accelerometer data analyzed
using machine learninghise en t o r ecogni ze PA(Eenes Radkkayv i dual 6s
Mantyjarvi, & Korhonen, 2008; Fezglson, Lyden, Kozei{eadle, & Staudenmayer, 2011;
Mannini & Sabatini, 2010)These studies are typically conducted in a controlled environment
such as a laboratgrywhere the study participants are asked to perform a choreographed routine
while wearingan accelerometePrediction ofPA type isused to estimatenergyexpenditure
The goal is to accurately predict energy expenditure from accelerometer dgtplications in
heath related research or in engineering to provide feedback to users trackiRé\ tngig

electronic deviceBouten, Koekkoek, Verduin, Kodde, & Janssen, 1997; Long, Yin, & Aarts,



2009; Rothney, Neumann, Béziat, & Chen, 2007; Rothney, Schaefer, Neumann, Choi, & Chen,
2008) Fewstudies havattempted to classify health outconalectly from accelerometer data.
NHANES Accelerometer Data

Health monitoring and research into chronic disease prevention that will further inform
public health policy, prevention strategiaad medical treatment options is of national
importance accordingtot@e nt er of Di GDE€arsssion.Che Ndtiona Health  (
and Nutrition Examination Survey (NHANES)llected for the years 2003004 and 2005
2006 by the CDffers objective raasures oPA of a representative sampletbke US.
population using ActiGraphccelerometersStepcounts are available for each minute of the
week the participants wore tRA monitors.The NHANES data also provides an extensive
number of health related outcome variables and is ideal for establishing a connection between
health status and objectively measuirad

The accelerometers used in the NHANES are an example of how electrocescaé
able to provide highly detailed data for each individual and thus have tremendous potential in
numerous research settings. Though the NHANES data has many advantages, the large volume
of readings provided by the accelerometers and individual wmariaf the participants is also
problematicas discussed abov@o far, studies using the NHANES accelerometer data have
shown connections between objectively derii?édand various health outcomes measured by
the NHANES(Healy et al., 2011; Luke, Dugas, Dura&ovizu, Cao, & Cooper, 2011)
However, these studiedsmpress the detaill accelerometedata into a few data points using
standardized thresholdatienza et &, 2011; Camhi, Sisson, Johnson, Katzmarzyk, & Tudor
Locke, 2011b; Evenson & Wen, 201M)achine learning techniques hayet to beused to

classify individual health statusa PA patterngn this data.



Statement of Problem
Electronic devices such as accelerometers provide large volumes of readings that offer
rich information abouPA patterns. Howevethis datarequires pecial pattern recognition, data
reduction and classification techniques to arrive at meaningful comatuabout the relationship
betweerPA and health outcomes and consequently proRileéecommendations.
Solutions
Utilize machine learning algorithms to analy2a data collected using electronic
devices. These techniques npagve to be useful not only for categorizing the typ@Afbut
also for classifying health outcomes basedPérpatterns.
Purpose
This studyis dedicated to selecting features and applying machine learning algaigthms
find associations and patterns otalerometederived frediving daily PA that can help predict
t he p ar daidievasputamealth status based on cardiovascritk scoresising several
machine learning techniques usihg 20032004 and 20052006 NHANES dataMore
specifically,this studywill attempt to:
1 connectintensity readingrom accelerometer data recoded over the course of atvaek
cardiovascularisk score
1 extract compare and select appropriate features from accelerometer data to use with
machine learninglgorithms
1 predict cardieasculamealth status of an individual based on accelerorueevedPA
using machine learning approaches
1 compare machine learning algorithms for classificatibaccelerometederivedPA by

cardiovascular health status



Significance ofStudy
So far machine learning techniques have bagplied to accelerometeerivedPA data
thatwerecollected in controlled, clinical conditions with a main focus on classifying activity
type, not predicting health status. The NHANESadzters accelerometelerived free-living
PA collected over the course of one week. Previous analysis of this data was either descriptive in
nature or established connections between various health markers and objectively nifasured
by condensing a weéks  w ostepchunts recorded every minute into a single data point.
The analysis of the rich information offered by the NAHNESmonitor data has
tremendous potential in providing valuable feedback on an individual Badtsgurel shows
machindearning algorithmsouldhelp dassify cardiovasculdrealth status based on
acceleromter-derivedPA. Subsequentlyhese findings will helglevelop individualized
interventions and prevention programs. Additionallgsémethod may be successful in
detecting unknown and future health problems, allowegdevelopment d?A
recommendations based on health st&&ughermore, th&lHANES 2011 2012studywill have
PA data usingvaterproofaccelerometers for seven consecutive days without breaks for
swimming, bathing or sleepinthnovative nethods tanalyze this datare needed analill be

proposedn this study.



Figure 1. The potential of using objectively measured PA for prediction of cardiovascular health status, which will in turn
lead to individualized recommendation for PA.

Accelerometer-derived ] f Prediction/ assessment of
physical activity J /L cardiovascular health status

Individualized feedback and physical
activity recommendations




CHAPTER 2 LITERATURE REVIEW

This chaptereviewspotential measures &A andcardiovascular health staf@dhow
accelerometer data has been used to further resed?éhand healthThe challengeand
possible solutionassociated with analyzing large volumes of accelerometendadéscussed.
Specifically, studies utilizinghe NHANESaccelerometer datreexamined in detagibind
machine learning techniques for recogniziypatterns are introduced.
Prevalence ofCardiovascular Disease

Although death rates due to heart disease havmddfrom 2000 to 2010 by 31%,
cardiovascular disease is still the leading cause of death in theilu®y nearly one in three
AmericangGo et al., 2014)increased public awareness, better preventive measures, improved
treatment optionsandquickerresponse times have all contributedhe decrease in
cardiovascular disease death ra@wvever, known ris factors remain poorly controlled.
Although fewer American adults smoKew adults meet the recommendations for body
compositionPA, cholestergland glucose level&o et al., 2014)At the same time, the
financial burden of cardiovascular disease is extremely high, estimated toSoaildd in 2010
in the U.S (Heidenreich et al., 2011)
Forms of Cardiovascular Disease

Cardiovascular disease refers to any disease that affectsrthevascular system.
Although heart diseageanifests itselin many forms, coronary heart disease Kkills the greatest
number of Amecans by faycausing 1 in 6 deati{&o et al., 2014)The next leading killer is
stroke, causing 1 in 19 deaths in the U.S., though death from stroke decreased by 35.8% from
2000 to 201qGo et al., 2014Hypertension affect®9.6% of Americanswhile 48.0% are

successfully controlling the disea&gillespie & Hurvitz, 2013)Othertypes of heartlisease



affecting the US. population ardneart failure, arterial disegsend congenital heart disease
(Kenney, Wilmore, & Costill, 2012)The prevalent types of heart disease with controllable risk
factors are discussed below.

Coronary heart diseaseAs described b¥Xenney et al. (2012Foronary heart disease is
characterizedby narrowingof the arteriesa process known as atherosclerd3amage to the
innermostining of the arterial walleads to an inflammatory response, with platelets, smooth
muscle cells and connective tissue attaching to the affected site and beginning the formation of
plague. Lowdensity lipoprotein (LDL) cholesterol attaches itself to the area, contributing to the
size of the plaquévertime,the plaque grows arldads to restrictedlood flow, or ischemiao
the heartThe plague may become unstable and rupture, forming d blobor thrombusind
eventuallyblockingtheartery.Myocardial infarctionor a heart attackccurs when the heart
muscle is deprived of oxygen due to the impeded blood ({io\w24.

Stroke. Kenney et al(2012)characterizetsokeis thedisease othecerebral arteries
Ischemicstroke occurs when blood flow to the brain is restrictus type of stroke may be the
result of thrombosis, where an artery in the brain is obstructed due to atherosclerosis, or an
embolism, where a thrombus or fat globulednbecome dislodged and traveled to a cerebral
artery, causing blockag8&troke may also result from a hemorrhage in the brain due to a ruptured
artery.An artery may rupture due to atherosclerotic damage to its \Ballk.types of stroke
lead to brairtissuedamaggp. 525.

Hypertension. As explained byKenney et al(2012) blood pressure is the pressure
exerted on the arterial walls by the circulation of bldéigh blood pressure, or hypertension,
means the blood igrculating with greater pressure oretarterial walls that what is considered

nor mal for t he i rHyperensorusgghals that the heast has to puma lyaeder
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to circulate the same amount of blood due to the increased resistance in the @xtertesae,
the heart muscle becees strained and enlargeohd the arteries become less elastic and
damaged. This mechanism eventually leads to atherosclerosis and other cardiovascular diseases
(p.525.

Heart failure. According toKenney et al(2012) when the heart muscle isd weak to
adequately circulate the blood due to hypertension and atherosclé#resisndition is referred
to as heart failure. Thdiseasas characterized by reduced force of contraction, an enlarged heart
muscle, and increased heart rate. Heart fitasults in poor circulation and fluid accumulation,
or edema. When the lungs are affected, heart failure causes shortness of breath and exercise
intolerance(p.526.
Risk Factors of Cardiovascular Disease

Although cardiovascular disease usually presents itsiteradulthood, ltanges that
signal the beginning of atherosclerdsa/e been shown twcur in the early stages of lifgth
some infants exhibiting early formation of plaque in the a@ttanel & Dawber, 1972)0f the
300 autopsied merican soldiersvith average age of 22Killed in the Korean war77.3%
exhibited some signs of atherosclerasithe aortg Enos, Holmes, & Beyer, 1953)he
progress of the decease is determined by genefestyle and environmental factoesd is
largely asymptomatic until later in lif8/hile some factors like genetics, agaed gender could
not be changed, risk of developing heart disease may be significantly reduced by modifying
lifestyle factordGo et al., 2014)

Obesity and overweight.Obesityand overweightlescribehedegree oexcess
accumulabn of body f at tskhealthDye toshe relatige difficubylandicast o n e 6

of measuring body fat directlyp tlassify individuals as overweight or obesea population
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level, thebody massindex (BMI), popularized by Ancéeysin 1972, isused. BMI is an index

of the relationship between the weight and height of an individual, calculated by dividing the
weight in kilograms by the height in meters squdkeslys, Fidanza, Kwonen, Kimura, &

Taylor, 1972) Overweight is defined by a BMI greater than 25 but less than 30, and obesity is
defined by a BMI of 30 and great@giebebrand & Hinney, 2015)

Obesity affects more than a third of theSLpopulation with levels rising from 30.3% in
2000 to 35.9% in 2010 according to the C{iyden, Lamb, Carroll, & Flegal, 2010)he
adverse health effects associated with excess weight dr@osemented and mortality rates
increase exponentig with increases iBMI (Bray, 1985) It has bee shown that excess body
fat leads to impaired bdg functionsand haseen linked to various forms of cardiovascular
disease, diabetesammcer and respiratory problemSpecifically, obesity leads to decreased
oxygenation of the blood, causing hypertensenlargement of the heéand thrombosis
(Kenney et al., 2012) o lower the risk of cardiovascular disease it is recommended that BMI be
kept between 18 and 2broughweightcontrol(Hebebrand & Hinney, 2015)

Inflammation . Inflammation is a naturammunerespons®f the bodyto injury.
Characterized bincrease blood flow that causesiness, heat, swelling and pain at the site of
the injury, inflammationprevents the spread of infection, removes damaged tessdassists
healing(Kenney et al., 2012)nfections or tissue injuries suchsaa cut on the hand or a sprained
ankle areall typesof acute inflammation that mlicited by an external stimulus andhiscessary
to promote the healing process. Howeugtammation may also be chronic in response to
stress, smokingpoor diefandenvironmental factorsChronicinflammation contributes to heart
disease byardening the arterial wadind increasing its permeability, leadinghe formation of

plague(Danesh, 2000; Kaptoge et al., 2010; Medzhit®d8)
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C-reactive protein (CRP) i®leased by the liver in response to inflammation and is
considered to be a relatively néwdicator ofcardiovascular diseasisk (Danesh et al., 2007)
CRP levels are measured by a blood testrefe..0mg/L is considered normal. CRP levels
between 1.0 and 3g/L are indicators of chronic inflammation, whBeD mg/L and greater
indicates digh risk ofheart attackGo et al., 2014; G. L. Myers et al., 2004)

Abnormal lipoprotein levels As described b¥Xenney et al(2012) cholesterol is a type
of lipid molecule, a sterol that carries out a numbasital functions in the bodyCholesterol is
produced by the liveout may also be obtained from foods from animal soufcleslesterol is
essential for building cell membranes and determining cell membrane permeability. Furthermore,
it helps in thgroduction of various hormones including sex hormones and those released by the
adrenal gland. Additionally, cholesterol is used for the priomgdiale, insulating nerve fibers,
converting sunlight exposure to vitamin D, and metabwifat soluble vitanrms(p. 530.

While cholesterol is essential for numerous mechanisms in the body, it also plays a role
in atherogenesis, or plaque formatod6 Agosti no et al ., 2008; Nati
Program (NCEP) Expert Panel, 200Rgcause cholesterol is add¢e substance, it is
transported through the watikased bloodstream by lipoproteiighile low-density lipoproteins
(LDL) help transport cholesterol molecules to the cells,-digimsity lipoproteins (HDL)
transport cholesterol back to the livé/hen the blood vessels are inflameBL containing
cholesterol molecules may permeate and get deposited in the arteridusalbntributing to
plaque formatiorand further inflammatiofKenney et al., 2012he optimal ranges for total

cholesterol, LDL, and HDL are describedTable1below.
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Table 1. Optimal levels of cholesterol from ATP III (National Cholesterol Education Program (NCEP) Expert Panel,
2002)

Total cholesterol Category

Below 200mg/dL Desirable

200239 mg/dL Borderline high

240 mg/dL and above High

LDL cholesterol Category

Below 70 mg/dL Ideal for people at very high risk of heart
disease

Below 100 mg/dL Ideal for people at risk of heart disease

100129 mg/dL Near ideal

130159 mg/dL Borderline high

160-189 mg/dL High

190 mg/dL and above | Very high

HDL cholesterol Category
Below 40 mg/dL (men) | Poor

Below 50 mg/dL
(women)
40-49 mg/dL (men) Better

50-59 mg/dL (women)
60 mg/dL and above Best

Hypertension. Hypertensions a form of cardiovascular disease when the arterial blood
pressure is chronically high, placing additional stmsthe arterial walls and the heg@fenney
et al., 2012) Thereforenot onlyis high blood pressur form of cardiovascular diseaseitit is
also an importantisk factor for coronary heart disease, straed heart failure

According toKenney et al(2012) blood pressure isharacterized bgystolic and
diastolic blood pressure. Systolic blood pressure refers to the maximum force that occurs when
blood i driven out of the heart due to the contraction of the left ventricle. Diastolic blood
pressure occurs when the heart is filling with blatl the ventricle is relaxing. Although blood
pressure depends on body size, for the average adult, the mangalof systolic blood
pressurare shown imMable2 below. Individuals with blood pressure above these ranges are

considered at risk and treatmefaslowering and controlling blood pressure are recommended

(p. 525.
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Table 2. Optimal blood pressure levels (Chobanian et al., 2003)

Blood Pressure Category Systolic mmHg Diastolic mmHg
Normal less than 120 and less than 80
Prehypertension 1207 139 or 807 89

High Blood Pressure Stage 1 1407 159 or 9071 99

High Blood Pressure Stage 2 160 or higher or 100 or higher
Hypertensive Crisis higher than 180 or higher than 110

Diabetesand insulin resistance Diabetes mellitu¢DM) is a health condition
characterized by elevated blood sugar due to either a lack of insulin production (Type | DM) or
insulin resistance (Type Il DM). Insulin is a hormone released by the pancreas that helps regulate
carbohydrate mtabolism. While aidease in itself, Type Il diabet&sa majorcardiovascular
disease riskand is also strongly associated with obefray, 1985) High levels of sugar or
glucose in the blookkad to damage of the arterial veadbntributing to athergenesigKenney et
al., 2012)

Blood ducoseand dycated hemoglobifHbALlc) levelsare used to diagnose diabetes
The ducose toleranctestmeasursthebaseline blood sugar level after an overnight, st the
blood sugar level 2 hours after drinking a glucose solu@Gtycated hemoglobin (HbAlc)
measureshe plasma glucose levels over the past three months (thgdnalfred blood cells)
(Q. Yang et al., 2012 he optimakangesof these indicators of diabetes @resented in the

Table3 below.

Table 3. Optimal Blood glucose and glyated hemoglobin (HbAlc)levels(American Diabetes Association, 2010)

Condition 2 hour glucose Fasting glucose HbA ;.

Unit mmol/l(mg/dI) mmol/I(mg/dI) mmol/mol | DCCT %
Normal <7.8 (<140) <6.1 (<110) <42 <6.0
Impaired fasting glycaemia <7.8 (<140) 876_30%3132%3)1 0) 42-46 6.06.4
Impaired glucose tolerance 07.8 (01| <7.0(<126) 42-46 6.0/6.4
Diabetes mellitus 011.1 (06067.0 (01048 06.5

Smoking. Smokinghas been shown tocrease the risk of heart diseasarly twofold

(Lloyd-Jones, Adams, & Brown, 2018 moking increasdhe inflammatory response of the
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body, contributing to the calcification of theaterial wallsandatherosclerosi(Ambrose &

Barua, 2004)While smoking history may be assessed via a questionmagent exposure to
nicotinemay be measurday blood cotinine level§Caraballo, R. S., Giovino, G. A., Pechacek,
T. F., & Mowery, 2001)Cotinine is a byproduct of metabolizing nicotine and may be detected
days after nicotine exposure. Thagen exposure to second hand smoke may betddteyg a
cotinine testLevels of©010 ng/mL are indicative of some smoking or exposure, while active
smokers will have cotinine levels of 100 ng/mL or gre@fé¢all & Johnson, 1988)

Non-modifiable risk factors. Certain indicators ofardiovascular disease risknnot be
changedAge and gender are strongly associated with cardiovascular disease riskh&here
majority of heart disease relatddaths occur in people over &dmales are at a higher risk of
a cardiovascular evefiVilson et al., 1998)Having a close relative who had cardiovascular
di sease before the age dskasbaBwell DO Agasebsnonebsa
2008) Race has also been shown to be a factor in cardiovascular disease risk with African
Americansat a higher risk thawhite AmericangHozawa, Folsom, Sharrett, & Chambless,
2007)

Thus,recommendations for cardiovascular disgaswention focus on modifiable risk
factors that may be influenced by drugs, daeid exerciséLloyd-Jones, Hong, et al., 2010)
Figure2 shows the factors that influence cardiovascular disease risk and which of these may be
modified byPA.

Reducing Cardiovascular Disease Risk with Physical Activity

Research showtbat PA effects cardiovascular health through a variety of pathways.

Numerous studielsavedemonstrated that engaging in regular exercise has to the potential to

reduce cholesterol and inflammation, lower blood pressure, improve glucose tolerance, and
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change body congsition by increasing bone density and muscle mass while reducing body fat.
These benefits, in turn, contribute to the reduction of cardiovascular diseaddayskJones,
Adams, et al., 2010)

Epidemiological evidence Following World War Il,the development of penicillias a
massproduced drugontributed to a reductian the prevalencef infectious diseasds the
U.S.and EuropeNon-communicable, chronic diseasesesifically cardiovascular disease
emerged athe leading cause of degffiahmood, Levy, Vasan, & Wang, 201&geveral
landmarkepidemiologicaktudiesaround this timéed to the identification of risk tdors of
cardiovascular diseasestablishing a connection betwdeA and various health outcomes.

To promote better understanding gmvdvention of heart disegderesidentarry
Truman signed the National Heart Act of 1948, thus establishing the National Heart Institute,
now known aghe National HeartLung, and Blood Institutd.he Framinghanmheart studyvas
initiated in 1948 by the Institute as ongoing longitudinal study of risk factors of
cardiovasculadiseas€Chapman, 1958)This landmark studinitially recruited 5,209
participants fronFraminghamMA aged 30 to 6%vith a follow up every two yearsn 1971,
children oftheoriginal participants and spousasre recruitedy the studyThe third generation
consisting ofgrandchildren otheoriginal participantsvas recruited in 2002 o reflect a more
diverse population, a@mnicohortwas recruitedn 199, anda second cohort in 2003
(Mahmood et al., 2014)

After six years of follow up, an inverse relationship between leveladnd
cardiovascular disease mortality was ndtednnel, Dawber, Kagan, Revotskie, & Stokes,
1961) SincePA data in the study was collected by attaur history and thstudy population

was generally sedentary, effectsR# were difficult to establisiiKannel & Sorlie, 1979)The
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investigators noted that after 24 years of follow up, the participantsised theiPA levels and
a stronger relationship betweBA and reduced cardiovascular disease risk was observed
(Kannel et al., 1986)

Research into heart disease in Europe was initiatdegyny Morrisvho conducted one
of the first large scale epidemiological studies linki#gand cardiovascular health
(Paffenbarger, Blair, & Lee, 2001Ylorris led the London Transport workers study comparing
the incidence of cardiovascular disease in 31,000 men employed by the London Transport
Executive from 1949 to 1952. The study found that a higher proportion of drivers experienced
coronary heart disease theonductors. The investigata#iributed this difference to the amount
of PA (total energy expenditur@erformed by the two jobs, with rductorsbeingmoreactive
than thesedentaryrivers(Morris, Heady, Raffle, Roberts, & Parks, 1953)

To further study the effects &A on cardiovascular disease, Moreisal. controlled for
PA demands in a professional setting by studying British civil servants with sedentary office jobs
only. The study compared reported weekend leisure time activity in 16,882 male participants
between the ages of 40 and Bhe study revealed that th@ensty of thePA, notthetotal
energy expenditure had tegongeseffect on cardiovascular diseg&have, Morris, Moss, &
Semmence, 1978; Morris et al973)

Numerous largacalelongitudinalstudies followed, confirming the positive health
benefits ofPA. TheHarvard Alumni studyhat wasstarted in 1962ocusedspecifically on the
effects ofPA on cardiovascular disease riglhe data wasollectedvia a simplequestionnaire
from 16,936maleHarvard graduatesindthe researchefsund thatPA lowered the risk of heart
disease even when contiofj for the effects of age, BMiamily history and smoking

(Paffenbarger, Wing, & ke, 1978; Sesso, Paffenbarger, & Lee, 2088bther ongoing
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l ongi tudi nal study, the Nursesd Health Study,
with the aim of identifying chronic disease risk factors specific to wofBelanger, Hennekens,
Rosner, & Speizer, 1978Jhe study found th&A not only reduces risk of coronary heart
disease and stroke but also various types of cd@additz, Manson, & Hankinson, 1997;
Holmes,Chen, Feskanich, Kroenke, & Colditz, 2005)

The Cooper Center Longitudinal studyan ongoing and comprehensive assessment of
the effects oPA onvarioushealth outcomedoundedn 1970by Kenneth Cooper, thiéather
of aerobice and a strong bediver in the importancef physical fithessthe study recruited
10,224male and3,120female participants witan averageightyear follow up(Blair et al.,

1989) Similar to the Harvard study nd t he Nur s énslidgs, the rasearchersSound d y
that participants with higher baseliRé levels had lower altause mortality, cardiovascular
disease and cancer rates even after adjusting for age, smoking statas@rslheart disease

risk factors(Blair et al., 1989)

Exercise training adaptations. While epidemiological studies suggest a relationship
betweerPA and cardiovascular disease risk, intervention studies shed light on the pathways
through whichPA affects cardiovascular fitnesStudies have shown thatdoseresponse
relationshipexists béwveenPA and cardiovascular fitness in children, adwdtsd the elderly
(Haskell et al., 2007; Lloydones, Hong, et al., 201@urthermore, evidence suggests at
offers benefits to fit and unfit populations and has potential of reversing the effects of aging on
the cardiovascular systefBlair et al., 1995)It appears that bemgning an exercise program has
potential of reducing cardiovascular disease risk even inrsglpopulationgChamnan,

Simmons, Sharp, Griffin, & Wareham, 2009; Chobanian et al., 2088kins et al., 2011;

Holmes et al., 2005; Smith, Nolan, Robison, Hudson, & Ness, 2011)
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Engaging inPA has been shown to lead to various cardiovascular adaptations such as
increased maximal oxygen uptake, maximal cardiac output and stroke volume and a decreased
heart ratgBlomqvist & Saltin, 1983)While improving indicators of cardiorespiratory fitness,
PA hasalsobeen shown tdirectly improve specific risk facteof cardiovascular disease.
RegularPA has been shown to redudeotesterolcRPlevels, risk of type Il diabes,and
obesity(Dunn et al., 1999)

Thenumerous benefits ¢1A have been noted in various training protocols. [&/&ieady
endurance aerobic activity has often been recommended for optimal heedtent years,igh
intensity interval trainindnas been shown to produsienilar cardiovascular adaptatioasd
health benefit§NIH Consensus Devgdment Panel on Physical Activity and Cardiovascular
Health, 1996) Engaging in short bursts of vigoroB& has been shown to improve
cardiorespiratory fithess measured by VO2raaxnuch as regular endurance aerobic activity
(Tabata et al., 1996Furthermorehigh intensity interval training has been shown to improve
cardiovascular disease risk factors to a greater degree than moderate intensity steady state
exercisgWislgff et al., 2007)These findings are in line withe BritishCivil Servant Study
conclusion that the intensity of leisure tifA4, not total energy expenditure contributes to a
greater reduction in mortality rigéorris et al., 1973)

Physical activity recommendationslt has been well established tlirsh carries positive
health benefit¢Blair et al., 1989)while physical inactivity may lead to numerous health
problems that include diabetes and cardiovascular digeBsé Agost i no et al .,
2011) Medical professionals are beginning to recognize the importance of recommieAding
for overall health improvement and prevention of chronic disease to pdBéaitset al., 2004)

Consequently, a main focuslahesiology angublic health research includes establishing a
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doseresponse relationship betweleA and various health outcomes to eventually estaBlsh
recommendations for different populations and health conditions.

Although numerous studies successfully shopesitive health effects ¢?A in various
populations, questions A and healtkrelatedresearch remain. Establishing recommendations
for health improvement and disease risk reductioriPias a challengeThe current guidelines
are based on existing findings from longitudinal data and intervention studies establishing a
doseresponse relainship betweeRA and health outcomes. However, the optimal dose and the
effects of intensity, duration, and frequencyP@ remain unclea(Haskell et al., 2007)

Attempts to establish a set of recommendation®fowere initiated by the American
College of Sports Medicine (ACSM) B78. Three to five days a week aerobic exercise at
15/ 60 minutes per sessi@amdan intensity between 50% and 85% of the maximum heart rate
were advisedThe guidelines wergearedoward improving and maintaining cardiorespiratory
fitness and were therefore perceived as highly structueds&iversions of the guidelines
were releaseth 1990 andagainin 1998to emphasizéealth rather than performanogented
fithess The 1998yuidelineswere less rigid, suggestirag least 20 nmutes of aerobic activity
three to five times a wégBlair et al., 2004)

The shift toward prescribing exercise as a way to improve health related outedrtees
more simplified guidelines. THeDC and ACSM released a joint recommendatmrihe
general public to accumulate at least 30 minutes of modiatatesityPA on most days of the
week(Pate et al., 1995 his suggestion was based on epidemiolegides showing an inverse
doseresponse relationship betweleA and disease risklo make the guidelines accessible to the
general population, the researchers focused on the minimum amount of activity necessary to

achieve the greatest health ben@itir et al., 2004)

21



Next, a set oPA guidelines were issued by theS. Department of Health and Human
Servicedn 2008 These guidelines target several populatitwas include children, older adults,
pregnant and pogtartum womerand provide more individualiza@écommendationg:or the
general adult populatigat leastl50minutes of moderate or 75 minutes of vigoraignsity
aerobic activity spread throughout the week are recommended for important health benefits,
however the idea that more activity leads to greater benefits is emphasidadchnally, the
guidelinesstress thahccumulatindlO minute bouts of sustained moderate to vigorous activity
are sufficient to benefit from the activifynited States Department of Health and Human
Services., 2008

SincePA recommendations are geatesvard the general population, focusingtbe
least amount of exercise for the gessd benefit for most people, individual activity patterns are
still overlooked Further studies to examine different patsashPA throughout the dagnd
week the effects of light andighly vigorous intensity activityandcontinuous bout length of
exercise are needed.

Measuring Cardiovascular Disease Risk

Since numerous achanisms through whidhA impacts cardiovascular health have been
identified, summary outcome measures that combine several risk factors have become popular in
PA and health research. Cardiometabolic risk scores that combine risk factors for both
cardiovascular disease and typeilbetes have been used in cresstional and intervention
studies as measures of general health outc¢@ashi et al., 2011b; Holman, Carson, &
Janssen, 2011; Sisson et al., 20HYwever, for explicit study of cardiovascular health

outcomesa summaryscore that combines several know risk factors for cardiovascular disease
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may provide an interesting solution for representing cardiovascular health outcomes-in cross

sectional data.

Figure 2. The relationship between PA andardiovascular risk as mediated by other variables.
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Cardiovascular risk scores.Several cardiovascular risk scores that estimate the risk of

having a cardiovascular event in the next 10 years have been developed and are compared below.

The goal forthis studyis to choose the most appropriate risk score to represent cardiovascular

health of the U.S. adult population using NHANES data.

Framinghanrisk scores (FRS) consist of several models with slightly different outcomes.

The Coronary Heart Disea@gHD) Risk Score controls for gender, age, smoking status, total

cholesterol (TC), HDL cholesterol, systolic blood pressure (SBP), whether the patient is

receiving treatment for high blood pressure (BP) and dialpétgson et al., 1998)This model
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is applicable for patients 30 td ¥ears old and without overt CHD at the baseline examination
Thehard CHD (myocardial infarctionr coronary death) risk score controls for gender, age,
smoking status, TC, HDL, SBP and BP treatment and is appropriatelfeiduals free of CHD,
intermittent claudication and diabetes]j 39 years of ag@\ational Cholesterol Education
Program (NCEP) Expert Panel, 2002he General Heart DiseaResk Score controls for
gender, age, diabetes, smoking, BP, TC, LDL cholesterol and is also applicable to pattents
74 years old and without overt CHD at the baseline examin@tiordo Agosti no et al
Comparison of the FRS withetabolic syndrome (MetSyn) classification showed MatSyn is
better at predicting diabetes while FRS is more successful at prediatoigvascular events
(Wannamethe&shaper, Lennon, & Morris, 2005)

The ReynoldRisk Score was developed to improve prediction of CVD risk in women
and is based ocaninitially healthycohort 0f24,558U.S. women age 45 and oviallowed for a
median of 10.2 yeai®Ridker, Buring, Rifai, & Cook, 2007)A model formen was later
developedased 0r10,724menwith a median follow up of 10.8 yeafRidker, Paynter, Rifai,
Gaziano, & Cook, 2008)he Reynolds risk score controls foe ttame variables as FRS with
the addition of @eactive protein (CRP) levels and family history of mother or father having a
heart attack under the age of 60. Reynolds performed better than FRS when applied to data form
NI H6s mul t i et hn itiativedbsewationa CoHaet avithtth latiermmodel tending
to overestimate CVD risiCook et al., 2012)

There are many other d@ar cardiovascular risk scores that were developed following
the FRS to better fit a specific population. The SC@R¥stematic COronarfRisk Evaluation)
project focused on development of a risk score based on 12 European cohort studies for

Europeans. Calibrated by country, it controls for gender, age, SBP, smoking status and
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cholesterol ratio (TC/HDLJConroy et al., 2003)QRisk2 was developed specifically for
England and Wales, controlling for gender, age, ethnicity, SBP, BMI, esistakus, BP
treatment, type 2 diabetes, rheumatoid arthritis, renal disease, arterial fibrillation, TC/HDL, and
Townsend deprivation score that describes material deprivation based on census data and family
history of CHD(Hippisley-Cox et al., 2008)The SCORE risk score utilizes similar variables as
FRS, but is specifically calibrated for the European population, while QRisk2 includes many
more variables including a measwfesocioeconomic status that is particular to the region the
model was calibrated on.

Gaziancet d. (2008)developed laboratory and ndaboratory based CVD risk
assessment models using NAHNES | follow up study cohort. The laboratory model uses age,
gender, SBP, smoking status, TC, reported diabetes status and treatment for high BP for
prediction vhile the norlaboratory model replaces TC with BMI yielding similar results. This
model is very interesting in practice as the-tedsoratory version does not require a blooaw;
however, the goal of this study is to use the most accurate represeotatodiovascular risk,
not the most practical.

Moraet al.(2007)found that the relationship betweBA (assessed via questionnaire)
and cardiovascular risk is mediated in large part by inflammatory/hemostatic factors, BP,
cholesterol, and BMI and | ess so diabetes bas
mediation effect of homocysteine and creatininele was almost negligible. The only
inflammatory/hemostatic biomarker available in the NHANES is CRP, a variable used in the
Reynolds risk scoréddditionally, studies show thaisk scores such as the FRS and Reynolds

developed on the general populatamwell in predicting CVD risk in diabetig€hamnan et al.,
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2009) Thus, it appears that the Reynolds risk score is a good candidate for the outcome variable
for this study without the need for a separate model for diabetics.
Measuring Physical Activity

PAis bodily movement produced by contracting skeletal muscle that in turn increases
energy expenditurdhis broad definition leads to much confusion and consequent difficulty in
measuring®A. Many forms ofPA exist andmnay be classified bgurpose mode or intensity.
Methods of measuringA strive to assign a number to thA an individual has performed for
comparative purposes.

To better study the dosesponse relationship betweleA and cardiovascular health,
accurate and objective measure®Bfare needed-requency, intensity and duration of fha
areoftenstudiedto identify the optimal dose d?A needed to elicit a positive health benefit and
reduce disease ris€urrently, several gthods of measuringA are used in practice. Since there
is no gold standard measureR#, indirectand direcimeasures are used as estimates. All
methods have advantages and disadvantages and are chosen based on the target population, study
costs and administrative burdékinsworth & Coleman, 2006; Strath et al., 2013)

Indirect measures.These measures are retrospective and are based thiat has
already occurredsome examples of indirect measures include surveys and questionnaires that
ask study participants to recttie amount and type &A performedover a period of time in the
past. These methods are by far the easiest and least expensive to administer to a large number of
participants and are therefore most often used indscgke longitudinal studies.

The main disadvantage$ indirectmeasuresretheir low accuracy and potential bias
the part of both researchers and participdgsause questionnaires rely memory study

participants tend to either overestimatenadequately recall the amountA performed.
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Numerous studies have documented the low correlation efegeftPA questionnaires and
actual activity performe(@Atienza et al., 2011; Clark et al., 2011; Lynch et2011; Troiano et
al., 2008) At the same time, questionnaires may be constructed suchrttegbiapart of
s 0 me oPA & overlookedAn example may be a compendiunmagfivitiesthat does not
includehousehold chores and gardeniAgstudy participant may be physically active, but not
according to the categories provided by the researchers.

Additionally, the intent ofPA questionnaires is to obtain a general picture of an
i ndi v PAlivadrgéssale study. Thushése approachéscus on aggregate measures,
likely ignoring individual PA patternsand specifics regarding frequency, duration and.tdme
avid exerciser who has a sedentary job versus someone who does no exercise at all, but walks all
day due to hisccupatiorhave very differenPA patternsThese ptterns ofPA are highly
individual and lifestyle dependeahd may not be adequately captured waidirect measure
such as guestionnaire.

Direct measures.These measures are collected asthés happeningMethods of
direct measures include diary entries, where the participant recoRIs @meformed, and direct
observation, where aRA performed by the participant is observed and recorded by the
researchemirect measures yield objective and fairly accurate assessmdispafrformed.
Additionally, the measures provide information about the patteRAdhat includes the
frequency, duratigrand intensity. Data obtained with direct measures allows tosfustidy
bout lengthof theactivity. However, the numerous advantages of direct measures carry a much
greater burden than indirect measures.

First, thesanethods arenly accurate for a specified time frame of the study; however,

participants may alteheir behavior in response to having to record their actions or to being
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observedThus, findings may not be representative of the typiéadf an individual. Next, to
obtain detailed direct measuresRA, careful planning, monitoring and training areesoft
required. Additionally, the recorded qualitative data is tomesuming to code and difficult to
score and analyze, making these approaches inefficient for large scale studies. Thus, likely
applications of direct measures are for smaller scale intéowsrand exercise training studies.
Recent technological advances offer a solution to some of the challenges associated with
diary and observation methods. Electronic devices such as accelerometers measure when and at
what intensity, frequency and duratithePA was performed and are continuously becoming
more accurate and less expensive. Furthermore, wearing an accelerometer for a study solves
issues with recall or overestimation while being unobtrusive for the participants. Thus, these
devices offer olgctive and fairly accurate measures that are appropriate fordeafgestudies
and carry little administrative burden.
Accelerometers contain a small mass on a spring that is displaced by the movement of the
case and presses on either a crystal (pieztrét) or a capacitor (capacitative) to convert the
motion into an electric signal. This configuration is only able to measure acceleration in one
plane of motion, so the basic accelerometers are uniaxial. Triaxial accelerometers consist of three
uniaxialaccelerometers measuring acceleration in three different planes of motion. These types
of accelerometerareincluded in many cell phones and fitness devices.
However, these devices are somewhat limited taadi®n of certain activities. Due to
their canstruction, acelerometers are most appropriate for detecting ambulatory activities such
as walking and running. Activities that do not involuelulatingmotionsuch as swimming or
rowing may not be detected by certain types of accelerometers. Also, accelerometer accuracy

varies depending on placement of the device on the body. It has been shown that hip placement
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is more accurate for detectionrabst ambulatorgctivities, while wrist or ankle placement
works better fofiner movement¢Cleland et al., 2013}t also appears that using two
accelerometers on different locations on the body works better for detectioaragjrained
activities(Cleland et al., 2013)

Finally, a major issue research using accelerometimrivedPA data is usability and
interpretability of the findings. Raw accelerometer results are providstéasounts for a preset
interval. Thus, the number of raw readings is usually very large. To render the data useful, the
counts must be summarized in a meaningful way. Often, accelerometer data is reduced using
predetermined intensity thresholds for light,damate and vigorous activity or converted to
energy expenditure using existing mod@thassan & Robinson, 2010; Bouten et al., 1997;
Crouter, Clowers, & Bassett, 2006; Rothney et al., 2008; Troiano, 2006;-Ladke, Johnson,

& Katzmarzyk 2009; Vanhelst, Béghin, Turck, & Gottrand, 2011; Wong, Colley, Connor

Gorber, & Tremblay, 2011Yhess e of cut offs, however, i s a HAc]
statuso and over | oPd&nghe indivedualleve(Agneworthg&oldmarm, n o f
2006) Approaches to extracting useful findings from accelerometer data are still in development

with noteworthy methods discussed below.

Accelerometers in health researchThe use of ecelerometerbas become populan
healthresearcl{Troiano, 2006)Accelerometer data has been used to assess the adhereAce to
recommendations populationbasedstudies and texamine theelationshipbetweerPA anda
variety ofhealth outcomes such eancer, diabete&idney diseaseand cardiometabolic risk
factors(Camhi et al., 2011b; Gerber et al., 2012; Hawkins et al., 2011; Lynch et al. 22010,

Smith et al., 2011; Tuddrocke, Brashear, Johnson, & Katzmarzyk, 2010; Ttdmke et al.,

2009; Wong et al., 2011Additionally, the popularity of accelerometersviaxious handheld
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devices such as smart phones and wristbands has sparkestimtgroviding reatime
feedback to users tracking their oRA for fitness purpose&Cleland et al., 2013; Parkka,
Cluitmans, & Ermes, 2010; Tapia et al., 200ipally, accelerometers have been used to assess
PAin nonhuman subjects, notably cattieth growing interest in assessmenipefs (Guo et al.,
2009; Michel & Brown, 2011; O6Connell, TRBgerse
Robert, White, Renter, & Larson, 2009)
NHANES AccelerometerData

The Natonal Health Survey Act of 1956, signed by President Eisenhower, commenced
an ongoing crosssectional surveyepresentativef the American people, focusing on disease,
injury, impairment, and disability A NHABout the Nati onal Heal t h I
Conducted by the National Center for Health Statistics,i t i al s ur wengestratedh t he
on chronic diseases ithe adult populationin 1970, a new component focusing on nutrition and
its relationship to health outcomes was introduted. t he 1 9 8 éxpasded tin@dudes ur v ey
a major focus on representingnority ethnic groups in thg.S. The current NHANESurvey
began in 1999, collectingumerous health related variables using questionnaires, examinations
and laboratory based te$tsm 7,000 randomly choseékmerican residents eveggar
(ANHARNHEiSst ory, 0 2011)

In 2003, the NHANES introducegtcelerometer® the examinatiorAs described
earlier, gathering frebving PA data is a challenge and a survey may not capture true activity
patterns accurately. Including@elerometers in a larggeale study aimed at gathering an
objective view of frediving PA patterns of a representative sample of US residefittN HA N E S
2003 2004: Physical Activity Monitor Data Documentatip Codebook, and Fr equ

2007) The NHANES 20082004 and 20052006 cyclesiseduniaxialaccelerometer® gather a
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week ofPA readingsThus, he data offers a unique opportunity to objectively stBfypatterns
of a representative sample of theSLpopulation in conjunction with a variety of health
outcomes.

Studies usingNHANES accelerometerdata. One of thegoalsof studies usinghe
NHANES accelerometeatata is to compargeltreported PA measures to thalived by the
ActiGraphPA monitor. Atienza et al. (20113how a large discrepancy between-sefforted and
objectively measureBA and the relationship of the two measures to various biomagteidies
alsouse the NHANES accelerometer datdobk atPA patterns of the general. & adult
population, as well as special populations including childoezgnant women, and cancer
survivors(Belcher et al., 2010; Camhi, Sisson, Johnson, Katzmarzyk, & Tumidke, 2011a;
Clark et al., 2011; Evenson & Wen, 2011; Smith et al., 2011; Troiano et al., 2008;Tootey
Brashear, et al., 2010; Tudbocke et al., 2009; Tuddrocke, Johnson, & Katzmarzyk, 2010,
2011)

Since the NHANES data also offers a variety of headthted outcomes derived both by
guestionnaire and laboratory testing, numerous studies stragtablish a relationship between
accelerometederivedPA and various health outcomd@diese include breast cancer, kidney
disease, noalcoholic fatty liver disease, depressiand insomnigChasens & Yang, 2012;
Gerber et al., 2012; &vkins et al., 2011; Lynch et al., 2010, 2011; Vallance et al., 2011)

Several approaches were used to study cardiovascular health outSomesstudies
focused on ratabolic syndrome defined as havihgeeor morecardiometabolic risk factors that
include large waist circumferendagh levels ottriglycerides,Jow HDL, high blood pressure
and elevatedbsting glucosavhile others concentrated on the risk factors individually adding

high BMI as an outcom@Camhi et al., 2011a; Holman et al., 2011; Luke et al., 2011; Sisson et
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al., 2010) Healy et al. (2011¢onsidered the effects of sedentary time on cardiometabolic and
inflammatory markers using CRP in addition to the outcomes listed ahtweza et al. (2011)
also used skinfold measurggycohemoglobin, €peptide and homocysteine levels as outcomes
to compare selfeported and accelerometer deriv®d No studies using NHANES
accelerometedata used.0-yearcardiovascular risk scores as outcomes.

Reduction of NHANES accelerometer dataThe NHANESPA monitor data provides
readings for evergonsecutivaninute of the week the subject wore the accelerometer. Thus,
10,080 intensity readings are available for every individual included in the study, provided that
thedata is completelechniqies are needed to extract useful information from such a large
volume of datdor further analysisThe majority of the studies using the NHANES
accelerometer data retyn a SAS macro provided by the National Cancer Institute )(MCI
summarize the datnd render iisable.

The approactsuggested by NGhvolves dvidingt he week ds addata i nto
classifyingthe data intontensitycategories defined by predetermined thresholds of intensity
counts(Troiano et al., 2008; Trost, Pate, Freedson, Sallis, & Taylor, 2Q0@e categorized,
the amount of time spent in each category during the day is averaged for each person over the
course of the week. This way, the average time per day spent in low, mpaedategorous
intensity activity is calculated and the continuous reatirthe datas discretized TudorLocke
etal., 2009)Fore x ampl e, every minute of an adultods
categorized as vigorous activiffjotal or average time spent in vigorous activity over the week
would beused for the analysis.

This approach successfully reduces the large volume of data to just one feattieg

three intensity categorigeer person rendering it possible to vsgressionmodels to establish
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the connection betwed?A and health status. Somiidies used slightly different approaches to
categorizatiorsuch as analyzing cadence instead of intewsitysing differenthresholddor a
closer look at lifestylactivity insteadof the low, moderate and vigorous intensity categories
(Camhi et al., 2011a; Tuddiocke, Camhi, et al., 2011\ everthelessthe use of thresholds to
separate accelerometer data iRocategories may be masking some individual differsrbat
may be of interest witrespect to predicting health outcomes of the participants.

The rich details the data may offer are lost due to the data reduction via averaging the
intensityreadingsausing thresholds. Each individual has a unique pattern to hisRlaibased on
daily habits,occupationand heal th status. |l mportant <clues
be averaged out with this technique and remain unnotailtionally, TudorLocke et al.
(2011)suggest that the population estimates are distorted duetwear time at the end of the
day.Furthermore, the use of thresholds may distort the results since these cutoff points are the
same for everyone while moderate intensity for one person may be vigorous intensity for another
who is less fitLoprinzi et al. (2012rompare different thresholds fBA and show that changes
in cut points folPA in both children and adults influenced the resulting adhereriéa to
guidelines and relationship to health outconferlysis of the NHANES accelerometer data
may be improved by using a more individualized approach to data reduction rather than the use
of cutoff scores.

Analysis of NHANES accelerometer dataFollowing the data reduction described
above, widies analyzing the NHANES accelerometer dailezed linear or logistic regression
models to study the relationship betw&ghand health outcomekogistic regression is a type
of regression model where thepg@@dent variable is categoric@his approach wassed when

theoutcomewas codedas a binary variable dependent on average acceleredesteedPA
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(Belcher et al., 2010; Camhi et al., 2011b; Sisson et al., 2010; Smith et al.,[A0&4j
regressiommodels wereised whertontinuous variablesuch as triglycerides dmood glucose
levelswerestudied a®utcome (Atienza et al., 2011; Chasens & Yang, 2012; Clark et al., 2011,
Gerber et al., 2012; Hawkins et al., 2011; Healy et al., 2011; Lynch et al., 2010, 201%; Tudor
Locke, Johnson, et al., 201 Qorrdations coefficients andanalysis of varianceANOVA)
werealso used to study differencesRr levels in various group&hasens & Yang, 2012;
Hawkins et al., 2011; Luke et al., 2011; Tudacke, Camhi, et al., 2011; Van Domelen et al.,
2011)

Studies analyzing NHANE accelerometer data focused on either the adhereRée to
recommendations or establishing the relationship betWéeand various health outcomes.
These approaches to NHANES accelerometer data used standard statistical procedures for
analysis and did not take advantage of machine learning methodology that would allow for a
more tailored approach to recognizing pattemthe dataAlthough prior studies of the
accelerometederivedPA data show a clear relationship with heatttated outcomes measured
by the NHANES, analysis of the data with the help of machine learning techniques may
potentially augment the findingslachine learning techniques may be helpful for extracting
useful information while retaining the individualized and highly detailed nature of the NHANES
accelerometer data.

Analysis of AccelerometerData in Other Settings

Studiesthat usemachine learninglgorithmsfor analysis ofaccelerometederivedPA
largely focus on predicting the modeRA performed in clinical settingBaek, Lee, Park, &

Yun, 2004; Bao & Intille, 2004; Gaura, Rider, Steele, & Naguib, 2001; Mannini & Sabatini,

2010; Parkka et al., 2006; Pober, Staudenmayer, Raphael, & Freedson, 2006; Sprager & Zazula,
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2009; Staudenmayer, Pober, Crouter, Bas&dtreedson, 200950me studies aim to connect
PA patterns tgosture recognition and falketectionbutarealsoconducted in a controlled
environment with known activitig€iansanti, 2006; Gjoreski, Lustrek, & Gams, 2011HSLiu
& Chang, 2009)

Someaccelerometestudiesalso focusing ondivity recognitionhave been conducted in

realistic condition®utside of a clinicaknvironmen{Bao & Intille, 2004; Ermes et al., 2008;
Parkka et al.2006) AccelerometederivedPA patternsn cattle,data thatvascollected in a
free-living environmenthave also been studieding machine leaing algorithmswith the main
focus of classifying cattle movememtso lying, standing, grazing et@Guo et al., 2009;

Martiskainen et al., 2009; Robettal., 2009)

One studydid aim to connect cattle behavior monitored by accelerometers with
reproductive status based on progesterone I¢v€ld Co n n e | |. Tratapplecation, 201 0)
suggestshat machine learning methods nsagcessfullypbeapplied not onlyfor classifying
accelerometederivedPA into activity typesut alsofor recognizingpatterns in movement that
help predict health status

Machine learning algorithms have also been applied to accelerometers dzgriosis
of tremor rel ated dtheslassdfisagon and asbessment oPsaverkyioh s on 6 s
LevodopalnducedDyskinesigaand ecognition of involuntary gestures in babies with cerebral
palsy(Gaura et al., 2001; Keijsers, Horstink, & Gielen, 2003; Keijsers, Horstink, van Hilten,

Hoff, & Gielen, 2000; Singh & Pattersp®010; Tsipouras et al., 2010hus, machine learning
methods show promise in recognizing abnormal movement patterns for classification of disease

status.
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The NHANES accelerometer data offers a look at a we&®oh a natural setting
connected with a variety of healtblated biomarkers of the participarts known studies have
attempted to connect accelerometerivedPA in a freeliving environment and health status in
human participants using machine learning
Classification of Health Status Using Machine L earning

Machine learning algorithms have been successfully used for classification of health
outcomesusing other types of data the medical fieldMachine learning applications include
detection ofbreast cancer from biopsied tisspeediction offunctionalhealth status of
HIV/AIDS patients genetic research using mass spectrometry for detection of various types of
cancersanddetection of pulmonary disease from breath da&uschild & Baumbach, 2012;

Kwak & Lee, 1997; Shipp et al., 2002; Wolberg, Street, & Mangasarian, 1995; Wu et al., 2003)

Studies have shown thatchine learning algorithnshow greater accuracy for
classification of atisk populationsn public health settingwhen comparedith more
traditional methods such as tlogjistic regressioifLemon, Roy, Clark, Friedmann, & Rakowski,
2003) FurthermoreSong, Mitnitski, Cox, anéRockwood (20043how that machine learning
algorithms are superior to traditional methods for predicting heattomes, particularly when
nonlinear relationships between the inputs and outcome variables are pteggdarshat
health status maguccessfullype classified by machine learning, but the method has yet to be
applied to the NHANES accelerometer data.

Machine Learning Methods

There are two major types of problems that machine learning algorithms help solve

supervised and unsupervised. Supervised learning occurs when the outcomes are known and the

machine learns to predict outcomes given new cases. A set of training data, where both inputs
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and outcome variables are known, is used to build a model. The madkdehiapplied to a set of
new test data where the input variables are classified and compared to actual outcome variables.
Supervised learning algorithms incluggressior{for continuous variablegndclassification
(for discrete variablegroblens. Unsupervisedearning problems do not assume a set of specific
outcome variables and the algorithms used are aimed at finding patterns and clusters in the input
variables. In this scenario theachine learsby itself (Hastie et al., 2009%Given a set of
accelerometederivedPA data from the NHANES, the purposetbis studyis to classify the
cardiovascular health status of the participant, a known outcome, thus supervised learning
algorithms are of particular interest.

As described bydastie et al(2009) there are two main approaches to classification in
machine learningdiscriminative and generative. The firsties on the conditional probability of
the outcome given a set of inputs or featufé® goal is to build a decision or boundary to
separate thdatg for example positive and negative cardiovascular health sRiggiminative
algorithms include loigtic regression, decision trees, support vector machanesneural
networks.Generativealgorithms on the other handocus on specifying the distribution from
which the input data is generated. Separate models are estimated for each outcome a&wd each n
cases classified according to which model fits bédgorithms using this approach include
hidden Markov models and naive BayEs.improve the predictive power of all of these
algorithms, ensemble classifiers consisting of multiple models mapalssed

All of themachine learning algorithnmeentioned aboveill be discussed in the context
of accelerometer data and predicting disease outcomes or healthAstigseission oensemble

learning methodwill follow . Finally, becaus¢he choice oalgorithm is secondary to the choice
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of features to be used as inputshe modelthe selection of featusen prior wak related to
accelerometers wiblso be discussed.

Naive Bayeglassifier. Naive Bayes isreothertype ofgenerative algorithrthat is
popular with ext classifications i.e spam filtering(Hastie et al., 2009f he cl assi fi er i
assumes that different features that contribute to classification are independent of each other.
Bayesod6 formula is used to estimate the probahb
category.The Naive Bayes classifier hasdm used for classifying activities in a gym setting
using accelerometers and HR monitQrapia, 2008)

The simplicity of this algorithm yields quick and easy implementation and is therefore a
good starting point for analysidowever, sudies comparing the performance of several machine
learning classifiers on accelerometer data found that other machine learning algorithms described
below performed better than Naive BayBao & Intille, 2004; Bao, 2003; Gjoreski et al., 2011;
Hauschild & Baumbach, 2012; Patel, Mancinelli, Healey, Moy, &&o, 2009; Tapia, 2008)

Penalized bgistic regressionLogistic regression is popular technique that has been
applied to the NHANE&ccelerometedata to classifpinary health outcomes like
cardiometabolic syndrome and cancer sté@ianhi et al., 2011b; Sisson &t 2010; Smith et
al., 2011) However,Song et al(2004)showed that since thedistic regressiorassumes a linear
separation between the observations, it does not perform as well as NN arfdiS\Nagdsifying
binary health outcomeBurthermore, nalticollinearity between the input variables poses a
problem(Hastie et al., 2009)

To prevent overfitting and achieve more accurate classification results in the presence of
highly correlated features,ragularizatiorpenaltyhas been proposé€Briedman, Hastie, &

Tibshirani, 2010) The penalty term, called the least squares abssiuitekage operator (lasso)
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or the L1 regularization, shrinks coefficients not contributing to improved classification to zero.
This method improves classification accuracy of a logistic regressionaid well when there

are correlated predictors in the feature essentially performing variable selectigimiedman et

al., 2010) The lassoagression has been used on accelerometer data for activity recognition in
multiple studiegBai et al., 2014; Trost, Zheng, & Wong, 2014; Zheng, 2012)

Neural networks. Artificial neural networkgNN) areanother type of discriminative
classifier as described bilastie et al(2009) Considering the brain is an advanced learning
machine, neural networks wergginally explorel in an attempt tanimic theneurons in the
brainfor applicationdn artificial intelligence The model consists of inmithat are evaluated by
the neurorand sent out as outpuf®he hidden layer computes a set of new features using some
function of the combination of inputs help classify themn other wordsNN is a rnultistage
regression model that consists of input, oytpot at least one hidden layer (Ségure3
below).VariousNN architectures magontain multiple hidden layers with a second layer

building on the first to compute a more complex funcfidastie et al.2009)

Figure 3. Neural networks chart.
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Popular applications dfiN includehandwritingandhandwrittenzip coderecognition
(Hastie et al., 2009 he algorithm has also been populardstimating energy expenditure and
PA recognition using accelerometer déBaek et al., 2004; Ermes &., 2008; Freedson et al.,
2011; Rothney et al., 2007; Staudenmayer et al., 2009; Trost, Wong, Pfeiffer, & Zheng, 2012)
Other accelerometdrased applications include fall risk assessment in the elderly using self
constructingfuzzy-logic NN andidentification of abnormal gait patterns in patients with
Complexregionalpain syndrome usindgviLP (S. H. Liu & Chang, 20094. Yang et al., 2012)
Comparison studieshow thatMLP outperformedogistic regressiorsingle layeMNN, and
Support vector machines (SVNYr predictinghealth outcomesf atrisk Canadiarsubjects5
and older(Song et al., 2004NN work well with nonlinear hypothes andareflexible when
learning featureshowever they are slower to train than SVM and do not work well with many
features.

Support vector machinesSVM is a discriminative classifier that separates data into
outcomes by maximizing the margin or distance between the data belonging to different
categoriegCortes & Vapnik, 1995)SVM utilizes optimization rather thaearch and is
sometimes referred to as a large margin classifier. If it is not possible to separate the data by a
straight line ashown inFigure4 below, a more complex nonlinear classifier is fitted with the

help of a kernel function.
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Figure 4. Support vector machines chart.
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SVM has been shown to be effective for studies using acceleromet¢Bpedger &
Zazula, 2009)Cow behavior accelerometer derived movement patterns were classified using
SVM with excellent result@Martiskainen et al., 2009)n comparison studies, SVM
outperformed nearest neighbor, decision tree, multilayer percpid?d a type of neural
network discussed bel@vNaive Bayes, and Random Forrest classifiers for activity recognition
of accelerometer da{®@atel et al., 2009; S. W. S. Wang, Yang, Chen, Chen, & Zhang,.2005)
Additionally, SVM was shown to perform better than decision trees, Naive Bayes, nearest
neighbor, and as good as ensemble classifiers such as Random Forests, bagging and boosting for
fall detectionl Lugtr ek & .Kaluga, 2008)

Decision tee madels.Decision trees are a popular type of discriminative algorithm that
originated in psychology to model human decisioaking. This algorithm partitions data
recursively and develops rules for categorizing the data. The classifier begins at a niegésthat
the value of one feature deemed to be most informative. The node then branches the data and the
resulting partitions are tested and classified separately based on new features.

Several studies comparing machine learning classifiers found thabdecees
performed better than decision tables, nearest neighbor instance based learning (IBL), and Naive

Bayes classifiers for activity recognition using acceleroméBas & Intille, 2004; Bao, 2003)
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Parkka et al., (2006pund that custom and automatically generated decision trees outperformed
artificial neural networks discussed below &ativity recognition. Decision trees have also been
successfully used to classify movements based on accelerometer data {Robtlt et al.,

2009) The decision tree is an efficient constructive search algorithm that builds on itself and
may prove to be an excellent starting point for health status classification.

Random forests Numerous machine learniadgorithns existfor the task of pattern
recognitionand many appear to be promising for classifying accelerometer data by
cardiovascular health outcomésstead of focusing on one classifiarcurrent trend in analysis
is to combineseveral classifiersito a single, stronger classifier for improved classification
performanceThese techniques are callsembldearning methodandincludetechniques
such aoosting stacking plurality voting and bootstrap aggregation, often referred to as
bagging Comparison of several ensemblassifiersfor activity recognition using accelerometer
data revealethatplurality voting performed better thdmosting, baggingith stackingcoming
in a close secon(Ravi, Dandekar, Mysore, & Littman, 2005)

An ensemble classifier that shoparticularpromise in classifying accelerometer data is
therandom fores{RF) framework thatonsstsof baggediecision treesRF have been used to
classifyPA andassess functional impairment of fine motor tasks in recovering gtedlents
(Casale, Pujol, & Radeva, 2011; Kozina, Lustrek, & Gams, 2011; Patel et al., 2010)
Additionally, the RF framework has been shown to perform b#itithan Naive Baye$\yN,
SVM, and decision trees for classification of pulmonary disease using bregtfoddetecting
ovarian cancer using mass spectrometer, dathforposture recognition and fall detectiosing

accelerometer dat&joreski et al., 2011Hauschild & Baumbach, 2012; Wu et al., 2003)
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Various machine learning algorithntsave been applied to accelerometer data and for
classification of disease status and health outcomfesse methods have yet to be applied to
accelerometederivedPA dat with the intention of classifying cardiovascular health status.

Based on the success of classification of accelerometer data using machine learning algorithms
in previous studieghe methods described above appear tpromisingfor the purposes dhis

study

Feature Extraction

All of the machine learning algorithms described above require a set of features to be
derived from the raw data as inputs. Feature extraction and selection is the key to successful
classification and will lead to shorteaitning times and reduce overfitting. Studies analyzing
accelerometer data for activity recognition also use mean acceleration value, standard deviation
for the range of acceleration values and correlation of pairs of axes for triaxial accelerometers
(Bao & Intille, 2004; Ravi et al., 2005; B/. S. Wang et al., 2005Pthers also use root mean
square and maximum value, median, peak frequency and sum of varartagerk metric
computed as the root mean square value of the derivative of the accelerati@idataet al.,

2008; Gjoreski et al., 2011; Parkka et al., 2006; Patel et al.,.2010)

A study comparing various features for optimal activity classification with NN found that
mean and standard deviation are best for distinguishing static from dynamic states and between
static states for activity recognition while skewness and kurtosislistisiguish amongst
dynamic stateBaek et al., 2004 Martiskainen et al. (2009sedmean, standard deviation,
skewness, kurtosis, maximum value, and minimum value for activity recognition in cows using
SVM. Smoothing techniges such afast Fourier transforms (FFT), Radon (R) transforms, and

Holt-Winters exponential smoothing have also been applied to accelerometer data for improved
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activity recognitionl EI I e et al ., 2005; J. Liu, Pan, &

Ravi et al., 2005; Tapia, 2008; Y. Wang, Huang, & Tan, 2007)

Selection of accelerometer data features for the purposes of classifying cardiovascular
healthstatus have yet to be conductéde NHANES offers accelerometer readings over the
course of the week, aggregated by one mirAgementioned earlier, the data Heeenprocessed
with methods proposed by N@lying on predetermineitiresholddo categorie the
observationnto PA intensity categorigEvenson, Wen, Metzger, & Herring, 2015; Troiano et
al., 2M8; TudorLocke et al., 2009)Unsupervised learning algoritremay also be used to
cluster the data into groups derive useful feature$hese methods are entirely data driven,
focusing on describing individual PA patterns, and are discussed below.

K-means.K-means is &ype of clustering algorithm that aims to separate the data into k
groups by minimizing the distance of the observations to the group nidesiss a popular
unsupervised learning technigtmat yields a nooverlapping partition othe datgHastie et al.,
2009) Multiple studies have usedrkeans clustering as an intermediate step to process
accelerometer da&hoe, Min, & Cho, 2010; Krause, Siewiorek, Smailagic, & Farringdon,
2003; Laerhoven, 2001; J. Liu et &Q10; Tapia, 2008; Zhang, Chen, & Li, 201This
approach reduces dimensionalifythe large volume of accelerometeadings while retaining
relevant data attributes.

Hidden Markov model. Hidden Markov model (HMM) is a type of generative algorithm
that predicts the unobserved or hidden state of a system using a Markov chain. When the
probability of an outcome or state depends only on the prestates i.e,. theystem has no
memory of the events that preceded the state, the system has a Markov [{Rgdergr, 1989)

HMM has been used to learn from accelerometer data to recognize type of activity based on

44

Xi



intensity readingé Guo et al ., 2009; Mannini & Sabat.i
al., 2006; Reddy, Burke, Estrin, Hansen, & Srivastava, 2@(&)lications of HMM to otlr

fields include speech and gesture recognifbriiu et al., 2010; Pylvanainen, 2005; Rabiner,
1989)

One advantage of the HMM is that it uses the sequential temporal information embedded
in the accelerometer data and is therefore particularity useful in recognizing a sequence of
physical aavities performed. However, HMM may be useful as an intermediate step for feature
extractionas well Figure5 shows a graphical representation of the HMM where X is the

observed accelerometer data and Y is unobserved state to be predicted.

Figure 5. HMM with X as the observed state and Y as the hidden state.
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Principal components analyss. Principal components analygiBCA)is a popular
dimensionality reduction technique thmbduces uncorrelated linear combinations of the data
(Hastie et al., 2009Y his is accomplished by single value decomposition of the feature matrix
that may be interpreted as revealing the underlying structure of thé&3dataise the possible
featuresof accelerometer data described above are likely to be correlated with each other, this
technique is very usefuh ensuring that the feature set contains all of the relevant information
while maintaining full rankFurthermore, the number of features rezbis reducedince the first
principal component explains the largest amount of variance in theMiaig studies rely on
PCA to process accelerometer ddtang et al., 2009; Sprager & Zazula, 2009; Trost et al.,

2000.
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Summary of Needsfor Study

No known stug has attempted to connect accelerometerivedPA in a freeliving
environment and cardiovascular health status in human participants using machine learning.
Machine learning algorithms have been successfully used to predict health outcomes in medical
fields and have been used in various disciplinestbgatterns in accelerometer data but have
yet to be used to their full potential in the fieldRA researchPA patterns have been studied to
predict the activity type of an individual using machine learning, but not health status. Moreover,
many of thee studies were conducted in clinical settings, notliveéeg conditions.

The NAHNESoffersaccelerometer deriveelA datathatwasobtaned in freeliving
conditionsin additionto anextensive number of healtkelated outcome3.he NHANES
accelerometedata hae been processed using a data reduction method that uses uniform
thresholds to summarize the ddtat may miss more subtle individual patterns. fidtationship
between NHANESccelerometedata andrzarious biomarkerbas been established usiugl
logistic regression and not machine learning techniques.

This study attemptto establish a set of features to be used with several machine learning
algorithms and ensemble classifiers to best predict cardiovascular health status via a
cardiovascular sk score using objective measure®#8fin a nationally representative sample.
Using al0-yearcardiovascular risk score as the outcametrols for age, gender, SBP, TC,

HDL, and CRPoy defaulf thuseliminaing the need to control for these variables in the model.
This approach allowsesearcherto focusthe analysi®n feature®f accelerometer data as
inputs Thus, classification algorithms would only use features obtained from the accelerometer

data for pretttion yielding a very versatile model.
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Specific Aims

1. Explore the possibility of using the Reynoldsyiéar cardiovascular risk score &s a
outcomemeasure of cardiovascular health status.

2. Connecintensityreadings from accelerometer data recoded over the course of a week to
aReynoldscardiovascularisk score

3. Extract, compare and select appropriate features from accelerometer data to use with
machine learning algorithnfer classification by Reynolds caodascular risk score.

4. Classify individuals by Reynoldsardiovascularisk score based aaccelerometer
derivedPA using machine learningethods

5. Compare machine learning algorithms for classification of accelerouheteedPA by

Reynoldscardiovascudr risk score
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CHAPTER 3 METHODS

The goal of this studwas toassessnethod for recognizing patterns iRA datathat will
help predict individual healtbutcomesThe methodologyor extracting and selecting features
from freeliving accelerometederivedPA NHANES data to accurately classify cardiovascular
health status characterized by a cardiovascular risk scdigcussed in this chapter
Data

Freeliving PA data obtained using ActiGraph acceleromefiens both the NHANES
2003 2004 and 200582006wasused.The participants wore the activity monitors for seven
consecutivelays and were instructed to remdkie devicdor sleepand wate@ctivitiessuch as
showering and swimmind.0,080 readingsf intensitycounts representing each minute of the
seven day periofibr each individual wore thBA monitorduring the studyvere recorded
(Troiano et al., 2008; Tuddrocke, Johnson, et al., 2011)
Exclusion Criteria

Although data for ages 6 to 8basavailable, only individuals 38nd oldemwereincluded
in the analysisincenone of the risk models apply aoyounger populatiorFurthermore, it has
been shown that c¢hil @dloyd-dodes, Hahg, etal., 2080; Trostetsal., c o n s i
2000) It must be noted that the ages of participargsecensored above 85 years ditegnant
womenwerealso excluded from analysis as gait &#llevels are affected by pregnancy.
Women whowerepregnantvereidentified by urine sample results.

Participants returned the activity monitors by mail following the selagrstudyperiod.
Monitors that were natalibrated when returned were flagged as uncalibratesvarekexcluded
from analysis as the resulting data may be unreliable. Additionally, the National center for

Health Statistics (NCHS) and the National Cancer Institute (NCI) reviewed the data ged flag
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intensity values that were outside a reasonable rarigen t e n s i tThus,thedat2flagyed 7 )
as unreliablevasalso excluded from analysis.

Finally, additional screening for incomplete datasperformed to identify consecutive
wear of theActiGrah monitor for the full weekMasse et al., 2005Farticipants with insufficient
valid datawereexcluded from analysis. As a starting ppthemethodology proposed by the
NCI wasused tadefinenonwear time(TudorLocke, Camhi, & Troiano, 2012Nonwear time
wasdetermined by consecutive intensity counts of O, uninterrupted by either 1 minute of an
intensity count > 100 or 3 consecutive intensity counts between 1 anddl@Dwear timewas
summarizedor each participant and those not meeting the crjtéritays ofat least 10 hours of
wear timewereexcluded(Luke et al., 2011; Massa al., 2005)Participants with missing values
for the outcomerariables used ithe analysisvereexcluded as well
Measures

Due to the large number of variables collected for the participants in the NHANES in
addition to accelerometer derivBd\, the choice of variables to be used as outcomassot
straightforward. Studies that assessed the relationship between health outcomes and
accelerometer data in the NHANES focused on cardiometabolic and inflammation biomarkers
available in the dat&Classification of cardiovascular health statuasdifficult since the
NHANES is not a longitudinal data set. A potential solution explorékisnstudyis the

Reynoldsl0-year cardiovascular risk scofeidker et al., 2007)
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Reynolds risk score womenh:
10-year CVD risk [%] = [1- 0.98634"(exp[B 22.325])] x 100 [1]
whereB = 0.0799*age + 3.137*In(systoliBP (mmHg) + 0.180*In(CRP (mg/L)) +
1.382*In(total cholesteroimgdL)) - 1.172*In(HDL-C (mg/dL)) + 0.134*HbA1c (if diabetic) +
0.818 {f smokej + 0.438 (f family history).
Reynolds risk score meh:
10-year CVD risk [%]= P =[1- 0.8990"(exp[B 33.097])] x 100 [2]
whereB = 4.385*In(age) + 2.607*In(systoliBP (mmHQ) + 0.102*In(CRP (mg/L)) +
0.963*In(total cholesteroimgdL)) - 0.772*In(HDL-C (mgdL)) + 0.405 {f smoker) + 0.541i{
family history).
*CVD = cardiovascular disease; BP = blood pressure; CRIReadative protein; HDLC = high
density lipoprotein cholesterol

Reynolds risk scoreserecalculated using gender, age, smoking status, SBP, TC, HDL
CRP and fanty history of the mother or father having a heart attack before the age(Bid&r
et al., 2007) Smoking status/ascategorized according to sertoatinine levelsand
guestionnairéWall & Johnson, 1988)10 year cardiovascular disease risH @ and above
wasconsi dered high ri sk and 1®adseotsdeaes lovirisio whi | e
and c od ¢€dokatal, DT heresultingbinary variable of cardiovascular rigkas
used for classification.

Additionally, the major cardiovascular diseassk factorsthat make up the Reynolds
risk scorewereassessed individuallgystolic blood pressuyéotal cholesterol, HDIcholesterol,

cRPlevelswerecoded as binary variables accordingtable4db el ow, with #A1l0 beinr
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high risk and Auedadooteome measkigsl-reported questioanaire data

wascombined with blood serum levels to determine diabetes and smoking status.

Table 4. Cardiovascular disease risk factors as individual outcomes.

Cardiovascular Disease Risk Factors Low Risk ("0") High Risk ("1")
Systolic blood pressure (mm Hg) <140 O 140
Total cholesterol (mg/dL) <240 O 240
HDL cholesterol(mg/dL) men O 40 <40

HDL cholesterol (mg/dL) women O 50 <50

cRP levels (mg/L) <1 0 1
Diabetes measured by HbA1c (%) <6.5 O 6.5
Diabetes (selfeported) No Yes
Smoker status measured by cotinine (hg/mL) <10 O 10
Smoker status (setbported) No Yes
Family history of myocardial infarction before age 607? No Yes
Features

Prior to applying any of the machine learning algorithieaturedrom the accelerometer
data were identified to be usediaguts The NHANES accelerometer data contairtgnsity
readings for every minute of the week the participants wore the accelerometer and thus contains
redundant and uninformative data, for example;wear periods. As discussed earlier, the
NHANES accelerometer data was originally processed usiaghblds and the features used for
classification included mean and total minutes at a low, moderatejorous intensityPA.
Many studies using accelerometer data focus on activity recognition and therefore utilize by the
second intensity readings for precisigtozina et al., 2011)r'he NHANES datan the other
hand focuseon health outcomes and only by the minatensityreadings are provided@hus,
the NHANES acelerometer data poses a unique problem of feature extractiavaesatplored
in this study

Certain features used for activity recognition from accelerometemgatnot applicable

to the data available from the NHANES. For example, Actigraphitors used in NHANES
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wereuniaxial and therefore correlatioaf accelerations of axis pairs of triaxial accelerometers
such as byravi et al. (2005)verenot applicable. Also, the mean, root mean square, standard
deviation and other featureserederived over sliding or overlapping windows of arowsnd
seconddy Gjoreski et al(2011)wereagain not applicable for tHgy minute readings in the
NHANES data Featureselection for this data focedon representing a general patterriPéfof
an individual over the course of the week, not concentrating on the type of activity performed.
Feature extraction. Multiple featuresetswereextracted for this studyirst, NCI based
features that focus on time spent in each intensity categirged inTable5 were computed
(Freedson, Bales, Troiano, & Haskell, 2012; Tudtwocke et al., 2012)eatureghatfurther
describehe pattern of PA throughout the week, including number of 10 minute bouts of
moderate and vigorous activity (MVPARe number of sedentary bouts greater 8@aminutes,
andthedifference in lifestyle and MVPAninutes and boutsetween weelkndweekendlays

were also considered.

Table 5. Thresholds for PA intensity categories.

Activity type | Intensity counts
Sedentary <100
Light 100- 759
Lifestyle 760- 2019
Moderate 2020- 5998
Vigorous 0509 |

Feature extra@n usingclustering algorithmsvasalso exploredK-means antHMM
were appliedo the datagrouping theaccelerometer readis@f each individual study
participantinto five categoriesFive categories were chosen to correspond tvbd®A
intensity categorieased for the NCI featureMeans, variances, skewness, and kurtosis were

computed for the distribution of each cluster group for beatielans and HMMAdditionally,
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the probability of each individual transitioning between the five sta#éssestimated by the
HMM and used as features for classification

Feature selectionFirst, each set of features was checked for full rank and linear
combinations were eliminated. Next each feature set was reduced using a high correlation filter
with a threshold of 0.7. Thus, subsets of the N&hdans and HMM derived features sets were
created to only contain features whose absolute correlation coefficient with any other feature in
the setwasless than 0.7. A subset of the NCI features was also manually chosen to accomplish
the task of creating a low correlation subdkixt, each featerset was broken down into
principal components. Th&incipalcomponents that explain at least 90% of the variarere
chosen and used as features. Finally, the three feaetssgere combine@nd used for model
trainingall togetherBecause the Reyhod 6s r i sk score was developed
women, gender was included as a control variable in all feature sets.
Classification

Lasso penalized logistic regression, neural networks, SVM, decision trees, and random
forest classifiers were trainech theaccelerometederived feature setdescribed abovehe
binary outcomes used for classification wire Reynold<VD risk score as well as its
individual componentssystolic BP, cRP, total and HDL cholesterolpadiined inTable4. Due
to the difference itheR e y n o | d 0 sbhetweersn&n aisdavomerhe classifiers were also
trained separately by gender.
Comparisonand Validation

The classifiersveretrained using randomly select8d% of the datandtested on the
rest of the datal'he models were compared usseyeral performance indicators. First,

classificationaccuracythe model prediction agreement with thee outcomewas computed
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Because the sample contailmore low risk than high risk cases, the outcome measase
imbalancedTherefore relying solely on classification accuracy for model assessment would be
misleading. To account for bias, the kappafticient was also computed, thus adjusting the
observed agreement rate by the expected agreement due to theaittoer. the false positive or
the false negative rate was heavily favorbdkappa coefficient would be lower than if the
misclassificatio was more balanced.

Another measure ghodelperformanceisedwas the ar@under theeceiver operating
characteristicROC) curve, or AUC. The ROC curve plots the false positive (laspecificity)
against the true positive rafgensitivity) Thereforethe AUC represents the probability of
correctly identifyng a randomly selecteaigh riskparticipantover a randomly selected low risk
participant The AUC ranges from 0.5 to Wnlike classification accuracthis measure is not
biased by annbalanced samplédditionally, performance of the machine learnialgorithms
wasassessed usirggnsitivity(proportion of correctly identified positivesgpecificity
(proportion of correctly identifiedegativey, false negativandfalse positiverates(Bao, 2003;
Loprinzi et al., 2012; Patel et al., 2009; Song et al., 2004)

Software

All analysiswasperformed using R statistical softwgf Core Team, 2014The
penalized logistic regression was fit using dhennebpackageFriedman et al., 2010The
neural networkvith thedhnet p a Mermlges & Ripley2002) random forestlassifierwith
t h mndamForesipackaggLiaw & Wiener,2002) decision trees witthedpar®d pac k ag e
(Therneau, Atkinson, & Ripley, 2015ndSVM witht h &07® p a ¢Meyeqg Rimitriadou,

& Hornik, 2015) Model tuningwas conducteditht h earetiifkuhn, 2008)and&e107H
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packages depending on the model; visualizations were credkethe @ygplo6(Wickham,

2009) ccorrploB(Wei & Simko, 2016)a n thbplod p a c(keangkes& Jonge, 2012)
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CHAPTER 4 RESULTS

This chapter describes the results of the analysis described in Chapter 3 to meet the
specific aims of this study. First, the characteristics of the study participants, including the
Reynolds 16year cardiovascular risk score are suanized. Next appropriate features from the
accelerometer data are extracted, compared and selected. Then, individuals are classified by their
binary Reynolds cardiovascular risk score using the various feature sets. Finally, the machine
learning algorithra used for classification are compared.
Summary Statistics

As a result of filtering the 2003006 NHANES data by the exclusion criteria outlined in
Chapter 3, data for 4,236 individuals remained and was used in thisBaly6 shows the
characteristics of the remaining participants, including demographics and CVD risk factors. The
sample data consists of 2029 women and 2207 men with an average age of 56.24.@GM = 15
The aver age Rewasddolwith@ standardsldviatiorcod1i3%. However, the
distribution of this measumgaspositivelys k e wed, wi t h a maxi mum compu

score of 96% in the samplws4d%t he medi an Reynol

Table 6. Summary statistics of study participants.

Cardiovascular Disease Risk Factors Mean SD Median | Min Max

Age 56.24 15.67 55 30 85
BMI 28.65 5.82 27.85 13.36 63.87
Systolic blood pressure (mm Hg) 129.39 21.4 126 80 270
Total cholesterol (mg/dL) 203.12| 40.93 200 84 458
HDL cholesterol (mg/dL) 54.3 15.96 52 17 154
CRP levels (mg/L) 0.43 0.78 0.21 0.01 18.5
HbA1c (%) 5.7 1.02 5.5 3.9 14
Reynoldbés risk sco 0.09 0.13 0.04 0 0.96

Next, the summary statistics are presenteddnder inTable7. Theredid not appear to
be any notable differences between men and women in this study except for HDL, HbAlc and
Reynol déds ri sk adtobavea highdtoHDEe (6.49ang/gLe ana Allc
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(60.05%), and a | ower Reynoldés risk score (6
respectively).Figure6i | | ustrates the CVD risk factors par

risk score presented separatelyigure?.

Table 7. Summary statistics of study participantsby gender.

Female (N = 2029) Male (N = 2207)

Cardiovascular Disease Risk Factors Mean SD Mean SD

Age 56.41 15.57 56.09 15.77
BMI 28.94 6.53 28.38 5.08
Systolic blood pressure (mm Hg) 129.92 23.82| 128.91 18.91
Total cholesterol (mg/dL) 206.73 4054 | 199.79 41
HDL cholesterol (mg/dL) 60.05 16.29 49.01 13.68
CRP levels (mg/L) 0.49 0.71 0.38 0.83
HbAlc (%) 5.67 0.95 5.73 1.07
Reynol ddés risk scag 0.06 0.11 0.11 0.14
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Figure 7. Reynol dé smatei(gsekn) ana fenrale (cdray) participants

gender

density
- (=]

sk

Table8 summarizeshe CVD risk factors in terms of high and low risk (with the
thresholds for high risk describedTable4 in Chapter 3). 28.38% of the participantsl ha
Reynol dds risk scor e of riskdf &camdiovasgutaeesentéenrthe i ndi c
next 10 years. More than half of the participants démily historyof myocardial infarction,
and less than 10%ereconsideedat a high risk based on their cRP levels. Interestingly, the
selfreported smoking statwgasslightly lower than that determined by serum cotinine levels,
while the seHreported diabetes statussslightly higher than the one based on HbAlc levels.

Figure8 shows the CVD risk factors by high and low CVD risk score. The most apparent
differencebetween high and low risk categorigasin age. Unsurprisingly, participants who
wereat a high risk of CVD, appeadlto be older. Another risk factor that appeiio be
different for the high and low risk categori@asBP. Again, since high Basin itself a form

of CVD, those at high risk of CVD appeaito have high BP. The rest of the risk factors,
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including TC, HDL, cRP and Hbaleddot appear to be different between the high and low risk

categories.

Table 8. Binary CVD risk factors.
Cardiovascular Disease Risk Factors Low Risk High Risk | % High Risk
Systolic blood pressure (mm Hg) 3088 1148 27.10%
Total cholesterol (mg/dL) 3519 717 16.93%
HDL cholesterol (mg/dL) 3137 1099 25.94%
cRP levels (mg/L) 3829 407 9.61%
Diabetes measured by HbAlc (%) 3777 451 10.67%
Diabetes (selfeported) 3719 517 12.20%
Smoker status measured by cotinine (ng/mL) 3276 955 22.57%
Smoker status (seteported) 3412 824 19.45%
Family history of myocardial infarction before age 60 1835 2401 56.68%
Reynold's Risk score >= 10% 3034 1202 28.38%

Figure 8. Individual CVD risk factors grouped by high (green) and low (coral) CVD risk score.
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Figure9 shows a visual representatiohthe binary risk factors for CVDThe first bar
represents the outcome measure basedason t he

ordered according to high and low risk CVD category of the outcome meAgain, here did
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not appear to ba difference between the amount of smokers, people with diabetes, high cRP,
total and HDL cholesterol in high and low risk categories. Howeverethd appear to be more

participants with high blood pressure in the high CVD risk category.

Flgure 9. Binary CVD risk factors ordered by high and low rlsk categories
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Table9 showsthe CVD risk factors separated by gender. Thezeefewer female

smokers, and the discrepancy betweeri sgtiorted and cotinifiglerived smoking status
appeaedonly in men.Slightly more women seesdto have high systolic BP and cRP levels
thanmen.Not ably, the percentage of participants a
risk score diffeedby almost 20% between men and women, with more men at high risk.

Counts ofparticipantdan high and low risk categories based on CVD factors that make up
the Reynol dbés r iTablel0sWhitenoeonedrrtre sasnplethalhsix risk
factors flagged, three participants, one male and two femdlfivezof the six risk factors. There

did not appear to be a gender difference in terms of the number of CVD risk factors.
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Table 9. Binary CVD risk factors by gender.

Gender Female (N = 2029) Male (N = 2207)
High % High Low High % High
Cardiovascular Disease Risk Factors Low Risk | Risk Risk Risk Risk Risk
Systolic blood pressure (mm Hg) 1419 610 30.06% 1669 538 24.38%
Total cholesterol (mg/dL) 1639 390 19.22% 1880 327 14.82%
HDL cholesterol (mg/dL) 1463 566 27.90% 1674 533 24.15%
cRP levels (mg/L) 1763 266 13.11% 2066 141 6.39%
Diabetes measured by HbAlc (%) 1820 209 10.30% 1957 242 11.01%
Diabetes (seifeported) 1783 246 12.12% 1936 271 12.28%
Smoker status measured by cotinine (ng/m| 1702 324 15.99% 1574 631 28.62%
Smoker status (seteported) 1709 320 15.77% 1703 504 22.84%
Family history of myocardial infarction
before age 607? 844 1185 58.40% 991 1216 55.10%
Reynold's Risk scor 1660 369 18.19% 1374 833 37.74%
Table 10. Count and percentageof participants having a combination of CVD risk factors.

Number of
CVD risk
factors 0 1 2 3 4 5

N % N % N % N % N % N %
Female 334 16.46| 718 35.39| 636 31.35| 285 14.05 54 266| 2 0.10
Male 412 18.67| 812 36.79| 683 30.95| 261 11.83 38 172 1 0.05
All 746| 17.61| 1530| 36.12| 1319| 31.14| 546| 12.89| 92| 217| 3 0.07

Overall, theredid not appear to be a gender effect for the individual CVD risk factors.
Whil e the aver agdidnBtappeaotd bk substantially different lmetween men
and women, therwerea | most 20% more men with a Reynol doés
sanple. These findings are a strong indicator tfextder should be controlled for when udling
Reynol ddéds risk score as the outcome measur e.
Features

The features extracted from the accelerometer data are discussed in this section. Three
categories of faares were chosen for this study, those based on the established PA intensity
thresholdgTroiano et al., 2008Yhose derived bk-meanslustering and those based on the

HMM.
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NCI methods. The methods proposed by NCI to process the NHANES accelerometer
data andhe thresholds proposed byoiano et al. (2008)ere used to establish the first set of
features in this study. The average number of minutes spent in each PA intensity category is
presented iTable11. The participants spent the most time in sedentary and light categories. At

the same time, it appears thadividuals spent less than a miaun vigorous activity, on

average.

Table 11. NCI PA categories.
PA type minutes Mean SD Median | Min Max
Sedentary 494.89| 124.81| 492.15 67.5| 1088.33
Light 258.68 69.71| 257.67 31 608
Lifestyle 81.62 50.73 73.86 0.67 393.2
Moderate 19.26 21.41 12.29 0 208.5
Vigorous 0.63 2.93 0 0 63.4

Table12 shows the breakdown of minutes spent in various PA categories by gender.

While sedentary and light minutes appebo be similar, heredid appear to ba difference in

the amount of lifestyle and moderate activity performed by men and women. The activity

categories separated by genderidustrated inFigure10.

Table 12. NCI PA categories by gender.

Female (N = 2029) Male (N = 2207)
PA type minutes Mean SD Mean SD
Sedentary 491.31 117.13 498.19| 131.42
Light 268.47 68.38 249.68 69.73
Lifestyle 72.46 45.11 90.05 54.05
Moderate 13.88 15.62 24.2 24.59
Vigorous 0.42 2.26 0.82 3.42
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Fiaure 10. Time spent inNCI PA cateaoriesbv male (areen) and female (coral) participants
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ntensity features separated

presented iTablel3 and illustrated irfFigure11. Thoseat high risk of CVD appeadto have

spentmoretime in the sedentary category dadstime in lifestyle and moderate activity.

Table 13. NCI PA categories by CVD risk.

Low CVD Risk High CVD Risk
PA type minutes Mean SD Mean SD
Sedentary 475.12 121.2 544.8| 119.81
Light 269.36 66.98 231.71 69.21
Lifestyle 92.99 49.88 52.94 40.5
Moderate 23.25 22.61 9.19 13.57
Vigorous 0.83 3.41 0.12 0.76

by
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Figure 11. Time spent in NCI PA categories separated by high (green) and low (coral) CVD risk.
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Finally, Table14 shows the PA intensity categories by gender and CVD risk. Tere
not appear to be a gender effect for sedentary and light time, with men and women spending
roughly the same amount of tiffier the high and low risk categorigsor both high and low

CVD risk categorieswomen spent less time in lifestyle and moderate PA than men

Table 14. NCI PA categories by gender and CVD risk.

Low CVD Risk High CVD Risk

Female Male Female Male
PA type
minutes Mean SD Mean SD Mean SD Mean SD
Sedentary]  478.11| 112.62 471.52| 130.76 550.7 118.75 542.19 120.25
Light 275.95| 64.28 261.4| 69.31 234.83 75.84 230.33 66.06
Lifestyle 80.61| 43.74 107.95| 52.69 35.83 30.74 60.52 41.98
Moderate 15.98| 16.06 32.02| 26.02 4.42 8.5 11.3 14.81
Vigorous 0.5 2.47 1.23 4.25 0.07 0.81 0.14 0.74

In addition to the NCI PA categories, features that account for howd2Apread

throughout the day and week were calculated. The features stitl valthe NCI methods

64



(TudorLocke et al., 2009nd thresholds outlined ifable5. Thefeatures includéthe amount

of time spent in sedentary bouts of one hour or longer, the number of times per day the
participant engaged in at least 10 minute bouts of MVPA, the number of days per week with 2 or
more bouts if MVPA, and the difference beemethe number of MVPA bouts accumulated

during the week and the weekend. Also, the total minutes spent in lifestyle and MVPA categories
per daywereincluded for the top four days for each participant. The summary of all NCI

features, along with the degutibns of each variable gesented iTable15.

K-means clustering.To further explore variouBA activity patterns, the data was
clustered into categories for each participant usingelns. With this method, thresholds for
each participant would vary given the activity levels recorded throughout the week. The data was
divided into five clusters toorrespond to the five PA intensity levels established by Troiano
(2008)and used as part of the NCI fieee setTable16 sunmarizes the results of applying a k
means cluster to the data.

HMM clustering. The accelerometer data was also clustered using the HMM. Similar to
k-means, the data was clustered into 5 categories; however, in addition to computing the
distributions for the categories for each participant, the probabilities of transitioning betveen t
categories were also estimated. In order to fit HMM, the zero readings were removed from the

data.Table17 shows a summary of the HMM features.
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Table 15. NCI PA pattern features.

Variable Name Variable Description Mean SD Median Min Max

sed_min Sedentary minutes per day 494.89 124.81 492.15 67.5| 1088.33

light_min Light minutes per day 258.68 69.71 257.67 31 608

life_min Lifestyle minutes per day 81.62 50.73 73.86 0.67 393.2

mod_min Moderate minutes per day 19.26 21.41 12.29 0 208.5

vig_min Vigorous minutes per day 0.63 2.93 0 0 63.4
Sedentary minutes accumulated i

sed_bouted_60min bouts of | ength 21.66 35.66 10.71 0 441.57
Number of MVPA

num_mvpa_bouts 10 0.29 0.6 0 0 7.67
Number of vigorous bouts per da

num_vig_bouts 010 0.02 0.15 0 0 3.29
MVPA minutes accumulated in

mvpa_bouted bouts of | ength 5.72 12.46 0 0 141.83
Vigorous intensity minutes
accumul ated in

vig_bouted 10 min 0.36 2.49 0 56.4

tot_ mv_bouts Total week MVPA bouts 1.79 3.64 0 46

tot_mv_min Total week MVPA Minutes 120.27 136.41 74 0 1251

tot_|li_min Total week Lifestyle Minutes 494.85 317.29 442 4 2332

wk_mv_dif bout Week- weekend MVPA bouts 0.07 0.64 0 -7.5 6.4
Average week weekend MVPA

avg_wk_mv_dif_min minutes 5.29 21.04 1.8 -186.5 194.8
Average week weekend lifestyle

avg_wk_li_dif min minutes 15.54 49.54 7.5 -178.67 393.2
Total week- weekend MVPA

tot wk_mv_dif min minutes 68.12 95.18 35 -266 974
Total week- weekend lifestyle

tot_wk_li_dif_min minutes 264.06 222.13 213 -178 1966

perc_wk_mv Percent week MVPA minutes 0.77 0.19 0.8 0 1

perc_we_mv Percent weekend MVPHinutes 0.23 0.18 0.2 0 1

perc_wik_li Percent week lifestyle minutes 0.76 0.13 0.76 0.16 1

perc_we_li Percent weekend lifestyle minute 0.24 0.13 0.24 0 0.84
Number of days with at least two

mv_wk2 MVPA bouts >= 10 0.4 0.99 0 7

top_mv.1 Highest MVPAminutes in one day 37.46 38.95 26 365
Second highest MVPA minutes in

top_mv.2 one day 26.57 30.11 16 0 278
Third highest MVPA minutes in

top_mv.3 one day 20.56 24.92 11 0 257
Fourth highest MVPA minutes in

top_mv.4 one day 15.85 20.59 8 0 194
Highest lifestyle minutes in one

top_li.1 day 123.32 72.65 112 2 470
Second highest lifestyle minutes

top_li.2 one day 99.71 62.4 90 0 445
Third highest lifestyle minutes in

top_li.3 one day 85.6 56.35 75 0 441
Fourth highest lifestyleninutes in

top_li.4 one day 72.81 50.06 64 0 340
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Table 16. K-means clustering features.

Variable Name | Variable Description Mean SD Median Min Max
min.1 Minutes in category 1 8223.14 560.5 8254.5 5858 9805
min.2 Minutes in category 2 1042.16 290.55 1027 168 2657
min.3 Minutes in category 3 517.03 196.84 502.5 36 1394
min.4 Minutes in category 4 223.24 115.93 208 889
min.5 Minutes in category 5 74.43 55.91 63 550
threshold.1 Threshold for category 1 198.5 82.81 185 40 806
threshold.2 Threshold for category 2 649.44 278.35 598 143 3979
threshold.3 Threshold for category 3 1346.05 648.01 1218 315 11364
threshold.4 Threshold for category 4 2745.86 2096.29 2273 564 32767
threshold.5 Maximum for category 5 5856.37 3526.98 4981.5 1192 32767
center.1 Centers of category 1 16.11 8.88 14.26 1.25 77.98
center.2 Centers of category 2 379.9 158.25 354.72 76.24 1552.91
center.3 Centers of category 3 916.57 401.67 844.21 203.86 6579.47
center.4 Centers of category 4 1763.67 891.05 1580.99 417.43 15664.24
center.5 Centers of category 5 3517.13 2565.77 2898.34 707.2 32767
variance.l Variance of category 1 1770.91 1695.23 1278.12 28.47 20808.17
variance.?2 Variance of category 2 18711.43 18699.16 13575.72 803.5 351468.19
variance.3 Variance of category 3 44559.42 105371.38 28547.3 2226.8| 5795191.63
variance.4 Variance of category 4 137420.87 409281.55| 71276.34| 4885.76| 13800445.2
variance.5 Variance of category 5 869534.31| 3715371.22| 313846.95 0 105947456
skewness.1 Skewness of category 1 2.95 0.62 2.88 1.13 7.18
skewness.2 Skewness of category 2 0.39 0.16 0.38 -0.51 1.72
skewness.3 Skewness of category 3 0.44 0.21 0.41 -0.56 2.73
skewness.4 Skewness of category 4 0.62 0.4 0.56 -2.32 5.35
skewness.5 Skewness ofategory 5 1.41 1.13 1.29 -4.83 11.65
kurtosis.1 Kurtosis of category 1 8.62 4.46 7.76 -0.08 57.04
kurtosis.2 Kurtosis of category 2 -0.98 0.22 -1.03 -1.31 2.67
kurtosis.3 Kurtosis of category 3 -0.88 0.43 -0.97 -1.41 9.78
kurtosis.4 Kurtosis ofcategory 4 -0.43 1.48 -0.75 -1.91 35.63
kurtosis.5 Kurtosis of category 5 3.55 7.66 1.36 -2.75 146.24
Table 17. HMM clustering features.
Variable Name Variable Description Mean SD Median | Min Max
min.1 Minutes in category 1 735 245.76 702.5 126 4628
min.2 Minutes in category 2 920.06| 263.75 893.5 0 2175
min.3 Minutes in category 3 1083.65| 312.39 1057 0 2501
min.4 Minutes in category 4 975.99| 348.99 951.5 0 2800
min.5 Minutes in category 5 347.21| 230.47 295 0 1661
trans_prob.1 Transition probability from category 1 to 1 0.49 0.09 0.48 0 0.84
trans_prob.2 Transition probability from category 1 to 2 0.27 0.05 0.27 0 0.47
trans_prob.3 Transition probability from category 1 to 3 0.14 0.05 0.14 0 0.42
trans_prob.4 Transition probability from category 1 to 4 0.08 0.04 0.08 0 0.31
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Table 17(cont.)

trans_prob.5 Transition probability from category 1 to 5 0.01 0.01 0.01 0 0.14
trans_prob.6 Transition probability from category 2 to 1 0.2 0.05 0.2 0 0.42
trans_prob.7 Transition probability from category 2 to 2 0.48 0.08 0.48 0 0.92
trans_prob.8 Transition probability from category 2 to 3 0.21 0.05 0.21 0 0.44
trans_prob.9 Transition probability from category 2 to 4 0.08 0.04 0.08 0 0.28
trans_prob.10 Transitionprobability from category 2 to 5 0.02 0.02 0.01 0 0.22
trans_prob.11 Transition probability from category 3 to 1 0.08 0.03 0.08 0 0.31
trans_prob.12 Transition probability from category 3 to 2 0.18 0.05 0.18 0 0.38
trans_prob.13 Transition probabilityfrom category 3 to 3 0.52 0.09 0.52 0 0.94
trans_prob.14 Transition probability from category 3 to 4 0.19 0.05 0.19 0 0.4
trans_prob.15 Transition probability from category 3 to 5 0.03 0.02 0.02 0 0.14
trans_prob.16 Transition probability from categoryto 1 0.05 0.02 0.05 0 0.21
trans_prob.17 Transition probability from category 4 to 2 0.08 0.03 0.07 0 0.29
trans_prob.18 Transition probability from category 4 to 3 0.21 0.06 0.2 0 0.46
trans_prob.19 Transition probability from category 4 to 4 0.59 0.09 0.58 0 0.98
trans_prob.20 Transition probability from category 4 to 5 0.08 0.05 0.08 0 0.32
trans_prob.21 Transition probability from category 5 to 1 0.02 0.02 0.01 0 0.26
trans_prob.22 Transition probability from category 5 to 2 0.03 0.03 0.03 0 0.28
trans_prob.23 Transition probability from category 5 to 3 0.08 0.05 0.07 0 0.41
trans_prob.24 Transition probability from category 5 to 4 0.22 0.1 0.22 0 0.78
trans_prob.25 Transition probability from category 5 to 5 0.65 0.14 0.64 0 0.99
center.1 Ceneter of category 1 7.72 5.26 6.47 0 119.86
center.2 Ceneter of category 2 52.26 33.46 44.95 0 798.98
center.3 Ceneter of category 3 210.08| 117.18| 182.63 0 1342.5
center.4 Ceneter of category 4 651.38| 330.67| 585.54 0 3617.77
center.5 Ceneterof category 5 1918.42| 1353.81| 1534.42 0 24706.97
variance.l Variance of category 1 52.13| 201.77 22.14 0 9913.77
variance.2 Variance of category 2 1287.84| 3983.14| 670.27 0 | 218373.75
variance.3 Variance of category 3 15182.79| 21054.2| 8577.43 0 | 334599.18
variance.4 Variance of category 4 124407.8] 147885| 78043.9 0 | 2023938.2
variance.5 Variance of category 5 1255096| 5073612| 555482 0 | 123735091
skewness.1 Skewness of category 1 0.64 0.3 0.63 0.14 13.89
skewness.2 Skewness of category 2 0.58 0.12 0.59 0 1.1
skewness.3 Skewness of category 3 0.5 0.14 0.51 -0.18 1.1
skewness.4 Skewness of category 4 0.57 0.22 0.56 -0.51 2.21
skewness.5 Skewness of category 5 1.17 0.97 1.05 -2.43 10.38
kurtosis.1 Kurtosis of category 1 -0.45 6.93 -0.64 -1.22 381.05
kurtosis.2 Kurtosis of category 2 -0.54 0.21 -0.56 -1.16 1.04
kurtosis.3 Kurtosis of category 3 -0.48 0.22 -0.5 -1.11 0.9
kurtosis.4 Kurtosis of category 4 -0.02 0.48 -0.11 -0.89 11.35
kurtosis.5 Kurtosis of category 5 4.17 7.71 2.15 -2.33 181.66
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Feature Selection

The results of applying several feature selection methods are presented here. The derived
feature subsets are summarized for each of the feature set&-i€ansand HMM.

NCI features. For this feature set, the first subset was selected manually to be a basic set
of PA activity descriptors, the average time spent in each of the five intensity categories. This
subset is summarized in Table® @nd represents the classic approach toeagding
accelerometer data using PA intensity thresholds.

The matrix of all features was checked for full rank, and no linear combinations were
found. Next, highly correlated features were identified and removed, creating a new subset of
NCI features witHow correlation. The correlation matrices of the full feature set and the low
correlation subset are visualymmarizedn Figure12 andFigurel13.

Becauséhe features describing the patterns of PA throughout the week were chosen to
provide a more detailed description of time spent in PA categories, the basic features,
particularly lifestyle and moderate minutesrehighly correlated with the PA patterrafares.

The low correlation subseid not include lifestyle, moderate, and vigorous PA minutes, but
instead includé the average number of vigorous activity bouts, the difference in MVPA during
the week and weekend, and the highest number of minutesirsfiezgtyle activity during one
day.

Since the choice of low correlation set variables was automated, another subset of NCI
features was chosen manually. The aim was also to reduce the correlation between variables.
Figure14 showsthe resulting correlation plotike in Figure13, thecorrelationsof the features
in the subset were under |Pable18 summarizeshe sets of NCI based features to be used for

classification.
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Figure 12. Correlation plot of all NCI features, with dark blue indicating strong positive correlation and dark red

indicating strong negative correlation
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Figure 13. Correlation plot of NCI low correlation subset, with dark blue indicating strong positive correlation and dark

red indicating strong negative correlation.
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Figure 14. Correlation plot of NCI manually chosen variables subsetvith dark blue indicating strong positive correlation
and dark red indicating strong negative correlation.
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Table 18. Subsets of NCI features.

BasicSet Full Set Low Corr | Chosen
NCI features (N=7) (N=32) (N=10) (N=11)

gender X X X X

sed_min X X

light_min X X

life_min

mod_min

X X |[X X |X

vig_min

sed_bouted_60min

num_mvpa_bouts

num_vig_bouts

mvpa_bouted

vig_bouted

tot_mv_bouts

tot_mv_min

tot_li_min

wk_mv_dif bout

avg_wk_mv_dif_min

avg_wk_li_dif_min

tot_wk_mv_dif_min

tot_ wk_li_dif min

perc_wk_mv

perc_we_mv

perc_wk_li

perc_we_li

mv_wk?2

top_mv.1

top_mv.2

top_mv.3

top_mv.4

top_li.1

top_li.2

top_li.3

XX X [X X X X X X X X XX XXX X X XXX XXX XXX [X X [X [X
x

top_li.4

K-meansfeatures. The features derived by clustering the accelerometer readings into
five categories were produced using a purely data driven technique. The feature selection process
also relied on a data driven method by applying an automated high correlation filtee thelik

NCI features, no manual feature sets weresenFigurel5 andFigurel6illustrate the

72



correlationplots of the all features and those chosgthie filter, respectively. The full set of 30
features waseduced to 11Table19 summarizeshe two feature sets.

Figure 15. Correlation plot of k-means full set of featureswith dark blue indicating strong positive correlation and dark
red indicating strong negative correlation.
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Figure 16. Correlation plot of k-means low correlation subset, with dark blue indicating strong positive correlation and
dark red indicating strong negative correlation.
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Table 19. Subsets of kmeans features.
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Table 19(cont.)
variance.2

variance.3

variance.4

variance.5

skewness.1

X X |X |X |X

skewness.2

skewness.3

skewness.4

skewness.5

kurtosis.1

kurtosis.2

kurtosis.3

kurtosis.4

X X X [X | X X [X [X [|[X |X [X |X |X [X

kurtosis.5

HMM features.The matrix of all HMM features wasot full rank and three variable
were identified to be linear combinations of each other and were renfivathr to thek-
meandeature set, the HMM set was reduced using an automated high correlation filter. The
correlation plots for the full set and the low correlation subsets are presektgdrgil7 and
Figurel8, respectively. Unlike the NCI arldmeandeature sets, the HMM set did not have as
many highly correlated variables, hence many remained in the low correlation subset. The full
set of 46 variables was reduced to 36. The summary of the two HMM feature sets is presented in

Table20.
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Figure 17. Correlation plot of HMM full set of features, with dark blue indicating strong positive correlation and dark
red indicating strong negative correlation.

76






































































































































































































