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ABSTRACT

The Finite Difference (FD) and the Boundary Integral (BI) Method have been used extensively to model spontaneously propagating shear cracks in a variety of engineering and geophysical applications. While FD has a large computational cost as it requires the discretization of the whole volume of interest, it can handle a greater variety of problems in comparison with BI, including bulk nonlinearities and heterogeneities. On the other hand, the BI method eliminates the necessity of simulating the wave propagation in the whole elastic medium by leveraging space-time convolutions with the source on the fault surface. The spectral implementation of the BI in particular is faster and much more computationally efficient than other bulk methods such as FD. However, the spectral boundary integral (SBI) formulation is restricted to linear elastic bulk and planar faults. This study proposes a new method, referred to herein as the “Hybrid Method”, in which the two methods are combined. Benefiting from the flexibility of FD and the efficiency of BI, this method is capable of solving a wide range of problems in a computationally efficient way.

In the Hybrid Method, nonlinearities or heterogeneities may be confined to a virtual narrow strip that includes the fault or the wave source. This strip, then, is discretized using a FD scheme in space and time while the virtual boundaries of the strip are handled using the SBI formulation that represents the two elastic half spaces outside the strip. Modeling the elastodynamic response in these two halfspaces needs to be carried out by an Independent Spectral Formulation before joining them to the strip with the appropriate boundary conditions. Dirichlet and Neumann boundary conditions are imposed on the strip and the two half-spaces, respectively, at each time step to propagate the solution forward. We illustrate the accuracy and
efficiency of the method using several examples. This approach is more computationally efficient than pure FD and expands the range of applications of SBI beyond the current state of the art.
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CHAPTER 1

INTRODUCTION

Earthquake rupture is a highly nonlinear phenomenon with spatiotemporal complexity at multiple scales. The nonlinearity originates primarily from the nature of the friction operating on fault surfaces which introduces a discontinuous stick slip condition at the tips of the propagating rupture. Even in the case of continuously sliding interfaces governed by rate and state laws, the friction depends nonlinearly on the slip rate and its history, creating complex feedback between the traction boundary conditions on the fault interface and the unknown field variables.

The multiscale nature of the rupture process exists in both space and time. Space-wise, a moderate size earthquake typically propagates over tens of kilometers. However, the physical processes governing the rupture propagation operates within a narrow region at the rupture tips, called the process zone, which may not exceed few millimeters in size if realistic laboratory-based friction parameters are used. Thus, at least six orders of magnitude of spatial scales need to be resolved. Time-wise, the problem is even more challenging. An earthquake episode, where rapid slip occurs, only lasts for few to tens of seconds. The time required for the rupture tip to cross a distance equivalent to the process zone is less than millisecond. However, the time required for stress buildup and the attainment of the right condition for the initiation of the friction instability during the interseismic period may be tens to hundreds of years. In that sense, to resolve the full seismic cycle, it is necessary to devise numerical and observational protocols that are capable of resolving temporal scales over nine orders of magnitudes (milliseconds to years). This is a fundamental challenge in earthquake source physics.
Earthquakes have been recorded systematically during the last hundred years. Great progress has been made since the last half of the twentieth century with the development of the reliable strong ground motion seismometers as well as the deployment of seismic arrays across critical regions in the globe. However, a hundred years on geological time scale is just minuscule and for large earthquakes, in particular, we still lack a sufficient number of records that may enable carrying out reliable statistics for hazard calculation. An attractive route to complement observational seismology and expand on the current library of records is to perform numerical simulations for earthquake cycles and generate plausible rupture scenarios that may fill the gap in our recorded seismic history.

However, for the computational models of earthquake cycles to gain credibility, they must be informed with physics-based models of the frictional, material and geometric complexity that exist in fault zones. Furthermore, the models should be able to resolve several orders of magnitude of spatial and temporal scales as discussed above. This is one of the most enduring challenges in computational mechanics and a daunting task for most supercomputers that currently exist.

A breakthrough in approaching the spatiotemporal complexity of earthquake ruptures came with the development of a special spectral boundary integral equation framework by Lapusta et al., (2000). The boundary integral formulation enabled reducing the spatial dimension of the problem by one, transforming 2D problems into 1D and 3D problems in 2D. Furthermore, Lapusta et al. (2000) devised accurate adaptive time stepping algorithms and truncation of convolution integrals that enabled the simulation of a long sequence of events combining rapid slip during earthquake ruptures and slow deformation during the interseismic periods. The
algorithm developed by Lapusta et al. (2000) built upon prior work by Cochard and Madariaga (1994), and Geubelle and Rice (1995) and added several novel features in handling the convolutions and numerical integration as discussed above. Nonetheless, the method, being a boundary integral formulation, is only limited to homogeneous linear elastic bulk as it is founded on the representation theorem and the existence of an analytical expression for the Green’s function. While the method may be applied, in principle, to heterogeneous linear elastic material but the lack of a closed form representation of the Green’s function makes it less computationally attractive. Furthermore, the superior performance of the spectral approach and its computational efficiency is only possible for planar interfaces. This precludes the representation of rough and nonplanar faults.

Meanwhile, numerical methods based on bulk discretization such as the finite difference and finite element have been used in simulating earthquake ruptures since mid-70s and early 80s with the pioneering works of Boore, Larner and Aki (1971), Andrews (1976), Das and Aki (1977), Archuleta and Day (1980), Day (1982), Virieux and Madariaga (1982) and others. These methods are more general than boundary integral approaches and do handle heterogeneities, nonlinearities, and fault geometry complexities. Low order formulations of these methods, however, do suffer from some numerical problems such as artificial dispersion and numerical dissipation. However, in the recent years, highly accurate formulations were introduced including the spectral finite element (Komatitsch & Tromp, 1999), the discontinuous Galerkin method (Kaser & Dumbser, 2006), and higher order finite difference schemes (Kozdon, Dunham, & Nordstrom, 2013). The main computational challenge of these methods is the need to discretize the whole bulk which increases the computational burden by at least one order of magnitude compared to the integral formulation. Furthermore, due to the impracticality of
discretizing the whole earth, the computational domain must be truncated at a sufficient distance from the fault surface in such a way that it would not affect the physical solution. This motivated the introduction of several widely-used absorbing boundary conditions such as boundary viscous damping (Lysmer and Kuhlemeyer, 1969), perfectly matching layers (Berenger, 1994), and infinite elements (Bettess, 1977). However, in all these methods artificial reflections exist to varying degrees and the absorbing surface has to be taken sufficiently far from the fault surface to ensure solution accuracy. Moreover, attempts to perform cycle simulations using these volume-based methods are rare. This is partially due to the tremendous computational cost compared and the lack of a systematic approach to handle both dynamic and quasidynamic calculations in the same framework to enable simulating both earthquake rupture events and intersesismic slow deformation.

There is, thus, a need to develop a numerical algorithm that is capable of long time simulation of earthquake cycles in a bulk that may have material heterogeneity, material nonlinearity or fault surface complexity. To that end, this work proposes a novel hybrid numerical scheme that combines the finite difference method and the spectral boundary integral equation method to enable treating fault zone nonlinearities and heterogeneities with unprecedented resolution and in a more computationally efficient way. The main idea of the method is to enclose the inhomogeneities in a virtual strip that is introduced for computational purposes only. This strip is discretized using a volume-based numerical method, chosen here to be the finite difference method just for simplicity. The top and the bottom boundaries of the virtual strip are handled using the independent spectral boundary integral formulation (Geubelle & Rice, 1995) with matching discretization. The coupling between the two methods is achieved as follows. The finite difference solution of the strip provides the traction to the spectral
boundary method at each virtual interface. The spectral scheme is then used to predict the boundary displacements. These displacements are in turn applied to the strip to advance the solution to the next time step. The algorithm is described in details in the following sections. We will show some preliminary results demonstrating the accuracy and the potential of the hybrid method for simulating several classes of elastodynamics in homogeneous and heterogeneous media.

The remainder of this thesis is organized as follows. In Chapter 2, we describe the various numerical algorithms used. Chapter 3 summarizes the results of the hybrid scheme, in comparison with a pure finite difference implementation, for a number of problems including wave propagation and rupture dynamics in homogenous and heterogeneous media with possible material nonlinearity. Chapter 4 contains further discussion of the results, conclusions and future work.
CHAPTER 2

METHODOLOGY

2.1. Theoretical formulation

We consider two sets of 2-D antiplane shear problems. In the first set, we treat a linear elastic, isotropic, infinite space with a volumetric source acting at its center (Figure 2.1.a). In the second set, the same infinite space is studied with a fault plane embedded within it across which the displacement may have discontinuity (Figure 2.1.b).

![Figure 2.1](image)

Figure 2.1- (a) Configuration of the linear-elastic, isotropic infinite space with a source at its center.(b) Configuration of the linear-elastic, isotropic infinite space with a fault surface embedded within it.

Considering a Cartesian coordinate, the equations of motion are written as

\[ \rho \frac{\partial^2 u_i}{\partial t^2} = \frac{\partial}{\partial x_j} \tau_{ij} + \rho b_i \] (2.1)

Where \( \rho \) and \( b \) denote the mass and body force densities, respectively and the indices represent each component or direction in the coordinates.

The strain is defined as
\[ \varepsilon_{ij} = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \]  (2.2)

The constitutive relation between the stress and strain is

\[ \tau_{ij} = c_{ijkl} \varepsilon_{kl} \]  (2.3)

and

\[ c_{ijkl} = \lambda \delta_{ij} \delta_{kl} + \mu \left( \delta_{ik} \delta_{jl} + \delta_{il} \delta_{jk} \right) \]  (2.4)

where \( \delta_{ij} \) is the Kronecker delta.

Therefore,

\[ \tau_{ij} = \lambda \delta_{ij} u_{k,k} + \mu (u_{i,j} + u_{j,i}) \]  (2.5)

Substituting Equation (2.5) in (2.1) and restricting it to the 2-D antiplane problem at hand yields

\[ \rho u_{3,tt} = \mu u_{3,\alpha\alpha} \quad \alpha = 1,2 \]  (2.6)

which is the scalar wave equation.

Various numerical methods such as the Finite Difference Method (FD) and the Boundary Integral Method (BI) have been used extensively to solve problems of this kind. However, both of these methods have some limitations as explained previously. The idea is to introduce a new numerical scheme, referred to as the Hybrid Method, in which the two methods are combined in order to benefit from the flexibility of FD and the computational efficiency of BI simultaneously.

The Finite Difference and the Hybrid Method have been used to solve the abovementioned sets of problems in this work. The numerical schemes used will be explained thoroughly in the following sections.
2.2. Numerical schemes

2.2.1. Finite difference method

The finite difference scheme has been widely used since the 1970s to solve seismic wave propagation problems in elastic and inelastic media due to its simple formulation and easy implementation. Although it is the simplest scheme for modeling the seismic wave propagation and it has a high computational cost for large-scale problems, it has often proved satisfactory for exploring the earthquake dynamics and consequent ground motions (Aochi, Ulrich, Ducellier, Dupros, & Michea, 2013).

Two different finite difference schemes, each of which will be explained next, are used in this work to study the two sets of problems explained previously.

2.2.1.1. Volumetric source in a linear elastic medium

The FD scheme used in this section is explicitly explained in Appendix A.

2.2.1.2. Slip-weakening crack embedded in a linear elastic medium

A shear crack with a certain initial shear stress that is propagating spontaneously under a specified friction law is a simplified, yet useful, model of a natural earthquake. The rupture problem is highly nonlinear in its nature even when considered in its simplest form, i.e. as a discontinuity surface embedded in a linear-elastic medium. This nonlinearity is due to the fact that the problem is a mixed boundary value problem in which the time-dependent domains of displacement and traction boundary conditions depend themselves on the displacement and stress fields (Day, Dalguer, Lapusta, & Liu, 2005).

Several finite difference methods such as the Traction at Split-Node (TSN) and the inelastic-zone methods – including the Thick-Fault method (Madariaga, Olsen, & Archuleta,
1998) and the Stress-Glut method (Andrews, 1976) – have been used to solve the spontaneously-propagating shear crack problem. One of the factors influencing the accuracy of these methods is the way that the displacement discontinuity and traction is handled on the fault plane (Day et al., 2005). Here, a simpler FD method has been used which does not require using a staggered grid.

We consider a slip-weakening crack embedded in an infinite space that is isotropic and linearly elastic. The crack may be considered as a surface across which the displacement is discontinuous while the shear traction has to be continuous. The jump condition at the interface requires that 1) the shear traction be bounded by the current value of frictional strength and 2) any nonzero slip rate be opposed by an antiparallel traction (Day et al., 2005).

The frictional strength should generally evolve following a constitutive functional which may depend on the slip rate and one or more state variables. However, in this case a slip-weakening friction law, first introduced by Ida (1972) and Palmer and Rice (1973), is considered for simplicity. In the slip-weakening friction law, $\mu$ (the friction coefficient) is given by

$$
\mu = \begin{cases} 
\mu_s - (\mu_s - \mu_d) \frac{\delta u}{D_c} & \delta u < D_c \\
\mu_d & \text{otherwise}
\end{cases}
$$

where $\mu_s$ and $\mu_d$ are coefficients of static and dynamic friction, respectively and $D_c$ is the critical slip-weakening distance. The friction parameters are considered to be constant along the fault.

2.2.1.2.1. Formulation

Each of the domains above and below the crack is discretized with $N_{ele_x}$ elements in the $x_1$ and $\frac{N_{ele_y}}{2}$ elements in the $x_2$ direction such that the whole domain is discretized with $N_{ele_x} \times$
$N_{ele,y}$ elements. $i$ and $j$ represent node numbers in the $x_1$ and $x_2$ directions, respectively. Node-numbering in the $x_2$ direction for each of the lower and upper domains starts from the left-most node at the bottom at $j = 0$ and ends with $j = \frac{N_{ele,y}}{2}$. In seismology, a finite volume of the earth is usually extracted for studying. Therefore, we choose the dimensions of the strip large enough so as to avoid having any artificial reflections from the model boundaries during the simulation period (Aochi et al., 2013).

The following variables are introduced and used throughout the formulation of the problem.

$u_{i,j}^{+k}$: displacement value at $x_i = i \Delta x$ and $y_j = j \Delta y$ at time $t = k \Delta t$ in the upper domain

$u_{i,j}^{-k}$: displacement value at $x_i = i \Delta x$ and $y_j = j \Delta y$ at time $t = k \Delta t$ in the lower domain

$\delta u_i^k$: slip along the crack at $x_i = i \Delta x$ on the interface at time $t = k \Delta t$

Therefore,

$$\delta u_i^k = u_{i,0}^{+k} - u_{i,N_{ele,y}/2}^{-k} \quad i = 0, ..., N_{ele,x} \quad (2.8)$$

We approximate the shear stress on the crack in both domains by using a first-order finite difference estimate

$$\tau_{i,0}^{+k} = \tau_{i,0}^0 + \frac{\mu}{\Delta y} \left( u_{i,1}^{+k} - u_{i,0}^{+k} \right) \quad (2.9)$$

$$\tau_{i,N_{ele,y}/2}^{-k} = \tau_{i,N_{ele,y}/2}^0 + \frac{\mu}{\Delta y} \left( u_{i,N_{ele,y}/2}^{-k} - u_{i,N_{ele,y}/2-1}^{-k} \right) \quad (2.10)$$
To facilitate the representation of the formulae, $\tau_{i,0}^+ k$ and $\tau_{i,N_{ele}y}^- k$ are respectively represented by $\tau_{i}^+ k$ and $\tau_{i}^- k$ from now on in the text. Similarly, $\tau_{i,0}^0$ and $\tau_{i,N_{ele}y}^0$ will be replaced by $\tau_{i}^0$ and $\tau_{i}^- 0$.

Rearranging the terms, we get

$$u_{i,0}^+ k = u_{i,1}^+ k - \left(\frac{\tau_{i}^+ k - \tau_{i}^0}{\mu}\right)\Delta y$$  \hspace{1cm} (2.11)

$$u_{i,N_{ele}y}^- k = u_{i,N_{ele}y}^- k + \left(\frac{\tau_{i}^- k - \tau_{i}^- 0}{\mu}\right)\Delta y$$  \hspace{1cm} (2.12)

By the continuity of shear along the interface,

$$\tau_{i}^+ k = \tau_{i}^- k = \tau_{i}^k$$  \hspace{1cm} (2.13)

Therefore, subtracting equations (2.11) and (2.12) yields

$$\delta u_{i}^k = \left(\frac{u_{i,1}^+ k - u_{i,N_{ele}y}^- k}{2}\right) + 2\Delta y \left(\frac{\tau_{i}^0 - \tau_{i}^k}{\mu}\right)$$  \hspace{1cm} (2.14)

In a slip-weakening friction law, $\mu$ (the friction coefficient) is given by (2.7) where $\mu_s$ and $\mu_d$ are the coefficients of static and dynamic friction, respectively and $D_c$ is the critical slip-weakening distance. Assuming that the friction coefficients do not vary along the fault, we can, then, write the frictional shear strength as

$$\tau_f = \begin{cases} 
(\mu_s - (\mu_s - \mu_d)\frac{\delta u}{D_c})\sigma & \delta u < D_c \\
\mu_d \sigma & \text{otherwise}
\end{cases}$$  \hspace{1cm} (2.15)

Therefore, in discretized form we have
\[
\tau_i' = \begin{cases} 
\left(\mu_s - (\mu_s - \mu_d) \frac{\delta u_i}{D_c}\right) \sigma_i & \delta u_i < D_c \\
\mu_d \sigma_i & \text{otherwise} \end{cases}
\] (2.16)

In the beginning, each arbitrary node \(i\) along the crack will be at rest unless \(\tau_i^0\) exceeds the static frictional strength \(\mu_s\sigma_i\). As time goes by, the crack starts propagating and determining the regions at which it will evolve or become arrested will depend on the history of slip and tractions at that node.

At the nodes that slip is accumulating, the frictional shear strength should be equal to the shear stress on the interface and at the nodes that the crack is locked (no slip accumulation), the shear stress varies with time and can be different than the frictional strength but does not exceed the static friction (the first requirement of the jump condition). When the shear stress value does reach the static friction, the node will be on the verge of moving and slip starts to accumulate.

Having this mechanism in mind, an updating scheme is presented in the following section.

2.2.1.2. Updating scheme

Assuming that all field variables are known for all nodes in the upper and lower domains at time \(t\),

1. Set \(t = t + \Delta t\)

2. Update the value of displacement for all internal nodes (all nodes except those on the edges of the two domains). For a more detailed explanation, see the derivation of Equation (A.8) in Appendix A.
\[ u_{i,j}^{+k+1} = 2 u_{i,j}^+ - u_{i,j}^{+k-1} \]  
(2.17a)  
\[ u_{i,j}^-{k+1} = 2 u_{i,j}^- - u_{i,j}^{-k-1} \]  
(2.17b)  
\[ + r^2 \left( u_{i+1,j}^+ + u_{i-1,j}^+ + u_{i,j+1}^+ + u_{i,j-1}^+ - 4 u_{i,j}^+ \right) \]
\[ + r^2 \left( u_{i,j}^- + u_{i,j}^- + u_{i,j+1}^- + u_{i,j-1}^- - 4 u_{i,j}^- \right) \]

In the above formulae, \( i \) ranges from 1 to \( N_{ele} - 1 \) and \( j \) ranges from 1 to \( \frac{N_{ele} - 1}{2} \).

3. Impose zero boundary conditions to all edge nodes except the ones on the frictional interface. Notice that assuming fixed edges will not have an effect on our simulation, because we choose the dimensions of the strip big enough to avoid reflections during the simulation period.

\[ u_{i-1,j}^+ = 0 \quad i = 0, ..., N_{ele} \]  
(2.18a)  
\[ u_{i,j}^- = 0 \quad j = 0, ..., \frac{N_{ele} - 1}{2} \]  
(2.18b)

Next, in order to update the value of displacement at the nodes on the frictional interface, we follow step 4 for all nodes along the crack.

4. Determine \( V_i^k \) the slip rate at each node using a backward difference scheme

\[ V_i^k = \frac{\delta u_i^k - \delta u_i^{k-1}}{\Delta t} \]  
(2.19)
Assuming $V_i$ to be constant and equal to $V_i^k$ in $[t, t + \Delta t]$, if $V_i^k \leq 0$, the crack is locked at this point; therefore, no additional slip accumulates and we will have

$$\delta u_i^{k+1} = \delta u_i^k$$

(2.20)

- Using Equation (2.14), calculate the shear stress on the interface in terms of slip at time $t + \Delta t$

$$\tau_i^{k+1} = \tau_i^0 + \frac{\mu}{2\Delta y} \left( u_{i,1}^+ - u_{i,N e l e y}^+ k^1 - \delta u_i^{k+1} \right)$$

(2.21)

- Compare the shear stress value with the static frictional strength.

If $\tau_i^{k+1} < \mu_s \sigma_i$, the point remains at rest and the calculation for slip (Equation 2.20) is valid.

If $\tau_i^{k+1} \geq \mu_s \sigma_i$, the point is on the verge of sliding and therefore the calculation for slip and shear stress (Equations 2.20 and 2.21) are not valid. In this case, we have to set the shear stress equal to the frictional shear strength. The value of the frictional strength, however, is determined by the value of slip itself and depending on whether slip is greater or less than the critical slip-weakening distance, different expressions should be used for determining the frictional strength. Since we do not have the slip value yet, we assume that the accumulated slip is less than $D_c$. This assumption will be checked later on.

$$\tau_i^{k+1} = \tau_i^f$$

(2.22)

Therefore,

$$\tau_i^0 + \frac{\mu}{2\Delta y} \left( u_{i,1}^+ - u_{i,N e l e y}^+ k^1 - \delta u_i^{k+1} \right) = \left( \mu_s - (\mu_s - \mu_d) \frac{\delta u_i^{k+1}}{D_c} \right) \sigma_i$$

(2.23)
Rearranging the terms, we get

\[
\delta u_i^{k+1} = \frac{(u_{i,1}^{k+1} - u_{N_e}^{k+1}) + 2\Delta y \frac{(\tau_i^0 - \mu_s \sigma_i)}{1 - \frac{2 \Delta y \sigma_i (\mu_s - \mu_d)}{D_c}}}{\mu} 
\]  \hspace{1cm} (2.24)

Checking the assumption: if \( \delta u_i^{k+1} \geq D_c \), set

\[
\tau_i^0 + \frac{\mu}{2\Delta y} \left( u_{i,1}^{k+1} - u_{N_e}^{k+1} - \delta u_i^{k+1} \right) = \mu_d \sigma_i 
\]  \hspace{1cm} (2.25)

Rearranging the terms, we get

\[
\delta u_i^{k+1} = \left( u_{i,1}^{k+1} - u_{N_e}^{k+1} \right) + \frac{2\Delta y}{\mu} \left( \tau_i^0 - \mu_d \sigma_i \right) 
\]  \hspace{1cm} (2.26)

- If \( V_i^k > 0 \), the point is sliding; therefore, the value of slip can be calculated by going through Equations (2.23) to (2.26).

5. Update the displacement values on the frictional interface using Equations (2.11) and (2.12).

\[
u_i^{k+1} = u_{i,0} + \frac{\left( \tau_i^{k+1} - \tau_i^0 \right)}{\mu} \Delta y 
\]  \hspace{1cm} (2.27)

\[
u_{i,N_e}^{k+1} = u_{i,N_e} + \frac{\left( \tau_i^{k+1} - \tau_i^0 \right)}{\mu} \Delta y 
\]  \hspace{1cm} (2.28)
2.2.2. Hybrid method

Although the finite difference method can handle a great variety of problems, including bulk nonlinearities and heterogeneities, that cannot otherwise be treated with boundary integral methods, and proves to be satisfactory for modeling unsolved physical problems due to its simple formulation and easy implementation (Aochi et al., 2013), it has a large computational cost as it requires the discretization of the whole volume of interest. Whereas the boundary integral methods, which have been widely used to study spontaneous propagation of cracks in elastic media, are faster and much more computationally efficient since they eliminate the necessity of simulating the wave propagation in the whole elastic medium by leveraging space-time convolutions with the source on the fault surface (Day et al., 2005). Therefore, the Hybrid Method, which is the combination of both and benefits from the flexibility of FD and the computational efficiency of BI, can be exploited to study a wider spectrum of problems that are difficult to explore otherwise.

In the Hybrid Method, nonlinearities or heterogeneities may be confined to a virtual narrow strip that includes the fault or the wave source. This strip, then, is discretized using a FD scheme in space and time while the virtual boundaries of the strip are handled using the SBI formulation that represents the two elastic half spaces outside the strip. Modeling the elastodynamic response in these two halfspaces needs to be carried out by an Independent Spectral Formulation before joining them to the strip with the appropriate boundary conditions (Breitenfeld & Geubelle, 1998). Dirichlet and Neumann boundary conditions are imposed on the strip and the two half-spaces, respectively, at each time step to propagate the solution forward.

As it was mentioned above, one of the core concepts in this method is the use of the Independent Spectral Formulation as was introduced by Geubelle and Rice (1995). We use a
velocity formulation and implement convolution integral truncation and time step updates as discussed in Lapusta et al. (2000). The derivation of the method is included in Appendix B for completeness. Interested readers may also refer to Geubelle and Rice (1995) and Breitenfeld and Geubelle (1998) for more extended discussions.

2.2.2.1. Updating scheme

In this formulation, the Boundary Integral Equation Method (BIEM) is used to model the response of the two half-spaces and the Finite Difference Method (FD) is used to model the response of the virtual strip.

The general configuration of the model is shown in Figure 2.2. It is assumed that the strip has a width equal to “a” and a thickness equal to “b” with a much greater than b. There are $N_{ele_x}$ elements in the x direction and $N_{ele_y}$ elements in the y direction. Square-shaped elements are considered in the strip to keep the error in the FD scheme uniform. The element size is dictated by the properties of the BIEM model.

Figure 2.2- General configuration of the problem for the coupled formulation with a volumetric source at the center of the strip.
Consider the initial distribution of displacement at \( t = 0 \). This distribution will cause some initial shear stress on the interfaces of the strip and the two halfspaces. We know that

\[
\tau_{yz} = \mu \frac{\partial u_x}{\partial y}
\]  

(2.29)

Therefore, using a one-sided second-order finite difference, we have, in discrete form

\[
\tau_{i,0}^0 = \mu \frac{-u_{i,2}^0 + 4u_{i,1}^0 - 3u_{i,0}^0}{\Delta y} \quad i = 0, ..., N_{ele_x}
\]  

(2.30a)

\[
\tau_{i,N_{ele_y}}^0 = \mu \frac{3u_{i,N_{ele_y}}^0 - 4u_{i,N_{ele_y}-1}^0 + u_{i,N_{ele_y}-2}^0}{\Delta y} \quad i = 0, ..., N_{ele_x}
\]  

(2.30b)

These values are imposed as the initial tractions on the edges of the two half-spaces.

Note that the nodes defined for the BIEM formulation are actually not at the same location as the nodes defined in the FD algorithm (Figure 2.3). In the BIEM formulation, calculations are based on the values of the field variables at the cell centers whereas in the FD formulation, the nodes are located at the cell corners.

Figure 2.3- Configuration of the edge nodes for the FD and BIEM algorithms. The red and orange nodes show the FD and BIEM nodes respectively.

Therefore, in order to determine the initial tractions, interpolation is required

\[
\tau_i^+ = \frac{1}{2}(\tau_{i-1,N_{ele_y}}^0 + \tau_{i,N_{ele_y}}^0) \quad i = 1, ..., N_{ele_x}
\]  

(2.31a)

\[
\tau_i^- = \frac{1}{2}(\tau_{i-1,0}^0 + \tau_{i,0}^0) \quad i = 1, ..., N_{ele_x}
\]  

(2.31b)
\( \tau_i^+ \) is the traction at the cell center of the \( i^{th} \) cell on the upper half plane and \( \tau_i^- \) is the traction at the cell center of the \( i^{th} \) cell on the lower half plane. Since we have the values of the displacements at \( t = 0 \) based on the Gaussian source (or whatever other initial distribution of displacement that’s being used), calculation of the stress functionals \( f^+, f^- \) and therefore the values of the initial shear stress on the two interfaces \( \tau^+, \tau^- \) will be possible with the following formulae

\[
\tau^+(x, t) = \tau_0^+(x) + f^+(x, t) - \frac{\mu}{c_s} V^+(x, t) \quad (2.32a)
\]

\[
\tau^-(x, t) = \tau_0^-(x) + f^-(x, t) + \frac{\mu}{c_s} V^-(x, t) \quad (2.32b)
\]

In discrete form we have

\[
\tau_i^+(t) = \tau_i^{0+} + f_i^+(t) - \frac{\mu}{c_s} V_i^+(t) \quad (2.33a)
\]

\[
\tau_i^-(t) = \tau_i^{0-} + f_i^-(t) + \frac{\mu}{c_s} V_i^-(t) \quad (2.33b)
\]

Assume that the values of displacement are known at time \( t \).

1. In the Finite Difference algorithm, calculate the values of shear stress on the edge nodes using the following formulae

\[
\tau_{i,N_{ele,y}}^k = \mu \frac{3u_{i,N_{ele,y}}^k - 4u_{i,N_{ele,y} - 1}^k + u_{i,N_{ele,y} - 2}^k}{\Delta y} \quad i = 0, ..., N_{ele,x} \quad (2.34a)
\]

\[
\tau_{i,0}^k = \mu \frac{-u_{i,2}^k + 4u_{i,1}^k - 3u_{i,0}^k}{\Delta y} \quad i = 0, ..., N_{ele,x} \quad (2.34b)
\]
2. Interpolate and make the required adjustments to determine the tractions on the edges of the two half-planes.

\[
\tau^+_i(t) = -\frac{1}{2} (\tau^k_{i-1,Nele} + \tau^k_{i,Nele}) \quad i = 1, ..., N_{ele_x} \tag{2.35a}
\]

\[
\tau^-_i(t) = \frac{1}{2} (\tau^k_{i-1,0} + \tau^k_{i,0}) \quad i = 1, ..., N_{ele_x} \tag{2.35b}
\]

3. Determine the values of velocities at time \( t \) using the following formulae.

\[
\tau^+_i(t) = \tau^0_i + f^+_i(t) - \frac{\mu}{c_s} V^+_i(t) \quad i = 1, ..., N_{ele_x} \tag{2.36a}
\]

\[
\tau^-_i(t) = \tau^-_0_i + f^-_i(t) + \frac{\mu}{c_s} V^-_i(t) \quad i = 1, ..., N_{ele_x} \tag{2.36b}
\]

4. Make first predictions for the values of displacement at time \( t + \Delta t \), based on known values at time \( t \), as

\[
u^+_i(t + \Delta t) = u^+_i(t) + V^+_i(t) \Delta t \quad i = 1, ..., N_{ele_x} \tag{2.37a}
\]

\[
u^-_i(t + \Delta t) = u^-_i(t) + V^-_i(t) \Delta t \quad i = 1, ..., N_{ele_x} \tag{2.37b}
\]

5. Make a corresponding first prediction \( f^+_i(t + \Delta t) \) and \( f^-_i(t + \Delta t) \) of the functionals, using displacement predictions from the previous step and treating the slip rates as if they were constant through the time step \( \Delta t \) and equal to \( V_i(t) \). To implement this in the spectral formulation, we first compute the Fourier coefficients of \( V^+_i(t) \), \( V^-_i(t) \) and \( u^+_i(t + \Delta t) \) and \( u^-_i(t + \Delta t) \). To represent FFT operations, we use the following relations.
For the upper half plane, we have

\[ \dot{D}_n^+(t) = \sum_{i=1}^{N_{ele}} V_i^+(t) W_N^{(i-1)(n-1)} \]  
(2.38a)

\[ D_n^+(t + \Delta t) = D_n^+(t) + \Delta t \dot{D}_n^+(t) \]  
(2.39a)

\[ F_n^+(t + \Delta t) = -\mu |k_n| \left[ D_n^+(t + \Delta t) \right. \]
\[ - \int_{\Delta t}^{t+\Delta t} W(|k_n|c_s t') \dot{D}_n^+(t + \Delta t - t') dt' \]
\[ \left. - \dot{D}_n^+(t) \int_{0}^{\Delta t} W(|k_n|c_s t') dt' \right] \]  
(2.40a)

\[ f_i^+(t + \Delta t) = \frac{1}{N_{ele}} \sum_{n=1}^{N_{ele}} F_n^+(t + \Delta t) W_N^{-(i-1)(n-1)} \]  
(2.41a)

For the lower halfplane, we have

\[ \dot{D}_n^-(t) = \sum_{i=1}^{N_{ele}} V_i^-(t) W_N^{(i-1)(n-1)} \]  
(2.38b)

\[ D_n^-(t + \Delta t) = D_n^-(t) + \Delta t \dot{D}_n^-(t) \]  
(2.39b)
\[
F_n^-(t + \Delta t) = \mu |k_n| \left[ D_n^-(t + \Delta t) 
- \int_{t}^{t+\Delta t} W(|k_n|c_s t') \hat{D}_n^-(t + \Delta t - t') dt' 
- \hat{D}_n^-(t) \int_{0}^{\Delta t} W(|k_n|c_s t') dt' \right]
\]

(2.40b)

\[
f_i^-(t + \Delta t) = \frac{1}{N_{ele}} \sum_{n=1}^{N_{ele}} F_n^-(t + \Delta t) W_N^{-(i-1)(n-1)}
\]

(2.41b)

Here, \( W_N = e^{\frac{-2\pi i}{N_{ele}}} \) where \( i = \sqrt{-1} \) and \( W \) is the convolution kernel for the velocity formulation in the 2-D antiplane case (Lapusta, Rice, Ben-Zion, & Gutuan, 2000).

6. Use the displacement values obtained in step 4 to calculate the displacement values at the FD nodes.

\[
u_{i,n+1}^{k+1} = \frac{1}{2} \left( u_i^+(t + \Delta t) + u_{i+1}^+(t + \Delta t) \right) \quad i = 1, ..., N_{ele} - 1
\]

(2.42a)

\[
u_{i,0}^{k+1} = \frac{1}{2} \left( u_i^- (t + \Delta t) + u_{i+1}^- (t + \Delta t) \right) \quad i = 1, ..., N_{ele} - 1
\]

(2.42b)

7. Use the displacement values calculated in the previous step and repeat steps 1 to 3 to predict an estimate for \( V_i^+(t + \Delta t) \) and \( V_i^-(t + \Delta t) \).

8. Calculate the final prediction of displacement at time \( t + \Delta t \) by

---

1 It should be noted that the value of the displacement at the first and last FD nodes cannot be found by interpolation with the BIEM field values since the number of BIEM nodes (cell centers) is less than that of the FD. This, however, is not a problem because the displacement values at these nodes are already set to zero as part of the boundary conditions for the FD.
\[
\begin{align*}
    u^+_{i}(t + \Delta t) &= u^+_i(t) + \frac{\Delta t}{2} [V^+_i(t) + V^+_i(t + \Delta t)] \quad i = 1, ..., N_{ele} \\
    u^-_{i}(t + \Delta t) &= u^-_i(t) + \frac{\Delta t}{2} [V^-_i(t) + V^-_i(t + \Delta t)] \quad i = 1, ..., N_{ele}
\end{align*}
\]

9. Make a corresponding prediction \( f^+_i(t + \Delta t) \) and \( f^-_i(t + \Delta t) \) of the functional, using the \( u^+_{i}(t + \Delta t) \) and \( u^-_{i}(t + \Delta t) \) and assuming velocities as if they were constant and equal to \( \frac{1}{2} [V^+_i(t) + V^+_i(t + \Delta t)] \) and \( \frac{1}{2} [V^-_i(t) + V^-_i(t + \Delta t)] \) throughout the time step. This is consistent with updating the slip in step 8. Updating the functionals is similar to what was done in step 5.

10. Use the corrected displacement values obtained in step 8 to calculate the displacement values at the FD nodes and get a more accurate estimate of \( \tau^+(t + \Delta t) \) and \( \tau^-(t + \Delta t) \) on the boundary.

11. Make final predictions \( V^+_i(t + \Delta t), V^-_i(t + \Delta t) \) of the velocities, similar to step 7.

12. Set the values of the field quantities \( u^+_i(t + \Delta t), u^-_i(t + \Delta t), V^+_i(t + \Delta t), V^-_i(t + \Delta t) \) equal to the predictions with the superscript double asterisks.

The updating scheme proposed above can also be used for the case of a slip-weakening crack embedded in a linear elastic bulk with some modifications in handling the shear stress on the boundaries and updating the FD scheme in each time step.
CHAPTER 3

RESULTS

In this chapter, the results of five problems that have been solved with both methods are presented to show that the finite difference and the hybrid method yield similar results. Each problem statement is fully explained and the accuracy of the hybrid method against a sole Finite Difference algorithm is tested.

3.1. Volumetric source in a linear elastic homogeneous bulk

Consider two linear elastic, homogeneous halfspaces with a shear modulus of \( \mu = 30000 \text{ MPa} \) and a width of \( a = 8 \text{ km} \) (Figure 3.1).

![Figure 3.1](image)

Figure 3.1- (a) Configuration of the problem in the Hybrid method. (b) Configuration of the problem in the FD method.

We choose a virtual strip of thickness 0.39 km in between. Notice that the thickness of the strip “\( b \)” is chosen to be way smaller than its width “\( a \)” which means that the waves arrive at the interfaces with the halfspaces way sooner than they reach the other two boundaries of the strip. Therefore, we do not have to worry about reflections that will appear once the waves hit the boundaries of the strip in the \( x_2 \) direction with zero displacement boundary conditions.
In the FD method, we attempt to solve the following boundary value problem on the strip.

\[
\begin{align*}
\frac{\partial^2 u}{\partial t^2} &= c_s^2 \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) \\
&
\begin{cases}
u(0, y, t) = u(a, 0, t) = 0 \\
u(x, 0, t) = u(x, b, t) = 0 \\
u(x, y, 0) = f(x, y) \\
u_t(x, y, 0) = 0
\end{cases}
\end{align*}
\]  

where \( c_s = \sqrt{\frac{\mu}{\rho}} \) is the shear wave speed and \( f(x, y) \) represents the volumetric source.

In the hybrid method, the same formulation is considered except that the boundary conditions on the interfaces are dictated by the elastodynamic response of the halfspaces calculated through BIEM.

### 3.1.1. Gaussian source

In this case, \( f \) in Equation (3.1) is a 2-D Gaussian source.

\[
f(x, y) = A \exp \left( - \left( \frac{x - x_0)^2}{2 \sigma_x^2} + \frac{(y - y_0)^2}{2 \sigma_y^2} \right) \right)
\]  

Where \( A \) is the amplitude, \((x_0, y_0)\) is the center, and \( \sigma_x, \sigma_y \) are the \( x \) and \( y \) spreads of the blob. We have chosen \( A = 1, \sigma_x = 0.1 \) and \( \sigma_y = 0.05 \). \((x_0, y_0)\) will always be the center of the strip depending on the strip dimensions and the origin of the Cartesian coordinates (Figure 3.2).

Square elements are used in the Finite Difference model to keep the error uniform. The size of the elements is dictated by the properties of the BIEM model. The shear wave speed is assumed to be \( 3 \text{ km/s} \) and CFL conditions are imposed. If adoptive time stepping is used (see Lapusta et al. 2000), we have to make sure that the time step is identical in both models in order to have a fair comparison of the results.
Three sets of meshes \( (N_{ele_x} = 1024, N_{ele_x} = 2048 \text{ and } N_{ele_x} = 4096) \) are used to discretize the strip and study the effects of refinement on the results in both methods and assess convergence. An error analysis is also carried out to study the effect of mesh refinement on the absolute error.

Figure 3.2 - Contour for the Gaussian source.

Figure 3.3 shows the time history of a point right at the middle of the strip and a point at the center of the boundary for the finest mesh. As expected, the displacement time history for the point at the center of the strip starts at 1 (m) which is the peak value used for the Gaussian source and diminishes to zero as the waves get further away. The displacement time history for the point at the middle of the virtual boundary, though, starts at zero – since the waves have not reached the boundary yet –, reaches its peak at some point and again decreases to zero as the waves move...
away from the boundary. It can be seen that the time history of these points are identical in both methods meaning that the coupled formulation is able to predict the response quite accurately.

Figure 3.3- Time history plots. Top: Time history of a point at the middle of the strip. Bottom: Time history of a point at the center of the boundary.

Next, we will also look at the spatial distribution of the displacement fields for the finest mesh as a complement to the time history plots. In Figure 3.4, the displacement profiles along a line parallel to the $x_1$ axis at the center of the virtual strip are compared every 100 time steps. Figure 3.5 shows a similar comparison of displacement values along a line parallel to the $x_1$ axis on the boundary of the virtual strip. It is evident from the figures that the results are identical.
Figure 3.6 compares the absolute errors in the three different meshes used. The absolute error is defined as the difference between the displacement values obtained from the two methods. It can be seen that the error decreases with mesh refinement which guarantees convergence.

Figure 3.4- Comparison of the displacement profile along a line parallel to the $x_1$ axis and at the middle of the strip for the two methods. The displacement plots are provided every 100 time steps with time increasing as the maximum peak values decrease.
Figure 3.5- Comparison of the displacement profile along a line parallel to the $x_1$ axis and at the boundary of the strip for the two methods. The displacement plots are provided every 100 time steps with time increasing as the peaks move from the center to the sides.
Figure 3.6- Error analysis plots. Top: error values for a point at the center of the strip. Bottom: error values for a point at the middle of the boundary.
3.1.2. Square source

Next, we consider the same problem as in section 3.1.1 but now with a square source as shown in Figure 3.7. The initial displacement is 0.1 (m) in the square region shown below and zero everywhere else.

![Image of contour for the Square source](image)

**Figure 3.7- Contour for the Square source.**

The model properties are the same as what was explained in the previous example. Three meshes are used as before and an error analysis is carried out at the end.

The results for the finest mesh are shown in Figures 3.8 through 3.10. The plots for displacement along lines parallel to the $x_1$ axis are made every 200 time steps and are shown in different subplots since the oscillations in the solutions can make it difficult to discern the solutions at different times. It can be seen from the figures that the Hybrid method gives a slightly smoother solution than the FD in this case.
Figure 3.8- Time history plots. Top: Time history of a point at the middle of the strip. Bottom: Time history of a point at the center of the boundary.
Figure 3.9- Comparison of the displacement profile along a line parallel to the $x_1$ axis and at the middle of the strip for the two methods. The displacement plots are provided every 200 time steps.
Figure 3.10- Comparison of the displacement profile along a line parallel to the \( x_1 \) axis and at the boundary of the strip for the two methods. The displacement plots are provided every 200 time steps.
Figure 3.11- Error analysis plots. Top: error values for a point at the center of the strip. Bottom: error values for a point at the middle of the boundary.
The figures show that even in the case of a discontinuous wave source, the two methods agree to a very good extent and the levels of error are low. Also, the Hybrid method can be a better choice in such cases since the finite difference method generally shows a more oscillatory behavior with discontinuous sources. Figure 3.11 also shows that the error decreases with mesh refinement which guarantees convergence.

3.2. Antiplane shear crack with constant friction

Consider an 8 km crack with a specified initial normal stress distribution (Figure 3.13) embedded in a homogeneous, linearly elastic medium with a shear modulus of 30000 MPa and a density of 2670 kg/m³. A high normal stress is considered outside the mid-region. This serves as a barrier and prevents the crack from expanding beyond the middle region, which has a relatively lower normal stress (100 MPa). The configuration of the problem for both methods is shown in the figure below.

![Figure 3.12](image)

Figure 3.12- (a) Configuration of the problem in the Hybrid method. (b) Configuration of the problem in the FD method.

A constant friction coefficient $\mu_s = \mu_d = 0.6$ is assumed along the crack. The critical slip-weakening distance $D_{c}$ is set equal to 0.4 meters. The problem is solved once with the Finite
Difference Method and another time with the coupled formulation. The results are presented in the figures that follow for the finest mesh.

Square elements are used in the Finite Difference model to keep the error uniform with the size of the elements dictated by the properties of the BIEM model. CFL condition is imposed.

Figure 3.13- normal stress distribution for an antiplane shear crack with constant friction.

Three sets of meshes \((N_{ele_x} = 1024, N_{ele_x} = 2048 \text{ and } N_{ele_x} = 4096)\) are used to discretize the strip and study the effects of refinement on the results in both methods and assess convergence. An error analysis is also carried out to study the effect of mesh refinement on the absolute error.
Figure 3.14- Time history plots. Top: Time history of a point at the middle of the crack on the lower halfplane. Bottom: Time history of a point at the center of the lower boundary of the strip.
Figure 3.15- Comparison of the slip profiles along the crack for the two methods. The plots are provided every 100 time steps with time increasing as the maximum peak values increase.
Figure 3.16: Comparison of the displacement profiles along a line parallel to the $x_1$ axis and on the lower boundary of the strip for the two methods. The displacement plots are provided every 100 time steps with time increasing as the absolute peak values increase.
Figure 3.17- Error analysis plots. Top: absolute error of the slip values for a point at the center of the crack. Bottom: absolute error of the displacement values for a point at the middle of the boundary.
3.3. Antiplane shear crack with a slip-weakening friction law

In this section, a more complicated version of the previous problem is studied to verify our results. While the configuration of the problem is as shown in Figure 3.12, the normal stress outside the mid-region is reduced to 120 MPa to allow the crack to expand. Also, a slip-weakening friction law is used, which is more realistic than the assumption of a constant friction along the crack. In the slip-weakening friction law, \( \mu \) (the friction coefficient) is given by

\[
\mu = \begin{cases} 
\mu_s - (\mu_s - \mu_d) \frac{\delta u}{D_c} & \delta u < D_c \\
\mu_d & \text{otherwise}
\end{cases}
\]  

(3.3)

where \( \mu_s \) and \( \mu_d \) are coefficients of static and dynamic friction, respectively and \( D_c \) is the critical slip-weakening distance. Here, \( \mu_s = 0.6 \), \( \mu_d = 0.33 \) and \( D_c = 0.4 \) (\( m \)). Other model properties are the same as the previous example. Three sets of meshes are used as before to study the problem. The results for the finest mesh are presented in the figures that follow.
Figure 3.18- Time history plots. Top: Time history of a point at the middle of the crack on the lower halfplane. Bottom: Time history of a point at the center of the lower boundary of the strip.
Figure 3.19- Comparison of the slip profiles along the crack for the two methods. The plots are provided every 100 time steps with time increasing as the maximum peak values increase.
Figure 3.20 - Comparison of the displacement profiles along a line parallel to the $x_1$ axis and on the lower boundary of the strip for the two methods. The displacement plots are provided every 100 time steps with time increasing as the absolute peak values increase.
Figure 3.21- Error analysis plots. Top: absolute error of the slip values for a point at the center of the crack. Bottom: absolute error of the displacement values for a point at the middle of the boundary.
3.4. Linear elastic heterogeneous material with a Gaussian source

A strip of 8 km width with a Gaussian source at its center is considered. The mid-region of the strip is assumed to have a shear modulus of 30000 MPa while the two remaining regions have a shear modulus of 33000 MPa and are attached to two half-spaces with the same shear modulus. The softer material has been placed closer to the crack since this is normally the case in real faults. The geometry of the strip is shown in Figure 3.22.

![Figure 3.22](image)

Figure 3.22: (a) Configuration of the problem in the Hybrid method. (b) Configuration of the problem in the FD method.

The rest of the model properties are the same as in the previous examples.

It is quite evident from the figures that follow, that even with heterogeneity, the two methods yield similar results and show very low levels of error. This is of high significance since it proves that with the hybrid method, we will be able to explore problems with heterogeneity by isolating the inhomogeneities in a virtual strip.
Figure 3.23- Time history plots. Top: Time history of a point at the middle of the strip. Bottom: Time history of a point at the center of the boundary.
Figure 3.24: Comparison of the displacement profile along a line parallel to the $x_1$ axis and at the middle of the strip for the two methods. The displacement plots are provided every 100 time steps with time increasing as the maximum peak values decrease.
Figure 3.25- Comparison of the displacement profile along a line parallel to the $x_1$ axis and at the boundary of the strip for the two methods. The displacement plots are provided every 100 time steps with time increasing as the peaks move from the center to the sides.
Figure 3.26- Error analysis plots. Top: error values for a point at the center of the strip. Bottom: error values for a point at the middle of the boundary.
3.5. Slip-weakening crack with low velocity fault zone

The configuration of the problem is similar to the one in section 3.3 except that the bulk is no longer entirely homogeneous. A slip-weakening law is considered along the crack and the same model properties as before are used.

Figure 3.27- (a) Configuration of the problem in the Hybrid method. (b) Configuration of the problem in the FD method.

Figures 3.28 through 3.30 show the results for the most refined mesh. As it can be seen, the results match and show very low levels of error and the errors decrease with further mesh refinements.
Figure 3.28- Time history plots. Top: Time history of a point at the middle of the crack on the upper halfplane. Bottom: Time history of a point at the center of the upper boundary of the strip.
Figure 3.29- Comparison of the slip profiles along the crack for the two methods. The plots are provided every 100 time steps with time increasing as the maximum peak values increase.
Figure 3.30: Comparison of the displacement profiles along a line parallel to the $x_1$ axis and on the upper boundary of the strip for the two methods. The displacement plots are provided every 100 time steps with time increasing as the peak values increase.
Figure 3.31- Error analysis plots. Top: absolute error of the slip values for a point at the center of the crack. Bottom: absolute error of the displacement values for a point at the middle of the boundary. It can be seen that the error is decreasing as the mesh becomes finer.
CHAPTER 4

CONCLUSIONS AND FUTURE WORK

Although there has been great progress in resolving the spatiotemporal complexities of earthquake ruptures, there’s still a need to develop a numerical algorithm that is capable of long time simulation of earthquake cycles in a bulk that may have material heterogeneity, material nonlinearity or fault surface complexity. To that end, this work proposes a new hybrid numerical scheme in which the finite difference method and the boundary integral equation method are combined. This new method benefits from the flexibility of FD as well as the computational efficiency of BIEM and aims to enable treating fault zone nonlinearities and heterogeneities with unprecedented resolution.

The accuracy and credibility of this method can be assessed from the results presented in chapter 3 for the various problems studied. The first problem which examines a Gaussian source embedded in a linear elastic homogeneous medium serves as a simple example to put the Hybrid method to test by comparing the results with a pure FD scheme. It can be seen from figures 3.3 through 3.6 that the results match and the levels of error are low. The second example, aims to assess how the methods compare when the source has sharp discontinuities. A square source has been chosen for this purpose in the same setting as the previous example. It is concluded that the results are still compatible with the Hybrid method offering a somewhat smoother solution than the FD leading us to posit that the Hybrid method may be a better choice in comparison with FD when it comes to discontinuous wave sources. The levels of error are still low and they decrease with further mesh refinement. The third and fourth examples look at the problem of a spontaneously propagating shear crack embedded in a linear elastic homogeneous medium. One studies a shear crack with constant friction and the other uses the more realistic assumption of a
slip-weakening friction law. The results of both examples confirm the accuracy and convergence of the Hybrid method. The last two examples, which are of more significance, implement the idea of isolating heterogeneities—both in the presence and absence of a discontinuity surface—in a virtual strip and coupling this strip with two half-spaces through modeling their elastodynamic response by the independent spectral boundary method. It is established from the results presented in chapter 3 for these two cases that the hybrid and the pure FD methods yield very similar results and the levels of error in the hybrid approach are low. Furthermore, mesh refinement proves beneficial in reducing errors which guarantees convergence.

From what has been explained above, it can be concluded that the Hybrid method has proved to be successful in modeling various problems—from volumetric sources in linear elastic media to cracks embedded in a continuum with heterogeneities. This is very promising since it provides us with a tool for exploring new problems such as modeling faults with plasticity or multiple cracks.

This method can also provide us with the means of looking into problems with nonplanar fault segments, which have not been rigorously studied except for a few recent solutions proposed in the works of Cruz-Atienza and Virieux, 2004, Kase and Day, 2006, Zhang et al., 2004; Dunham et al., 2011. The Hybrid method can also be a harbinger for coupling the boundary integral method with the Finite Element method instead of FD in an attempt to improve numerical performance.

Last but not least, one of the most important problems to look into will definitely be cycle simulations of earthquakes in a bulk containing material heterogeneity, material nonlinearity or fault surface complexity. We believe that the hybrid method provides us with an unprecedented
tool to address this problem for two primary reasons. First, the independent spectral boundary integral formulation enables accurate near field truncation of the wave field eradicating the need for discretizing a significant portion of the bulk and thus leading to significant computational saving. Furthermore, compared to other known absorbing boundary conditions or layers, the integral formulation is accurate in both dynamic and quasidynamic limits and thus will be capable of handling both the dynamics and interseismic portions of the seismic cycle. Second, adopting the spectral formulation will enable us to leverage the infrastructure developed by Lapusta et al. (2000) regarding mode truncation and adaptive time stepping, after being properly adapted to the hybrid approach, allowing efficient simulation of the seismic history.
APPENDIX A

We attempt to solve the following boundary value problem on a strip of width $a$ and thickness $b$.

$$
\begin{aligned}
\begin{cases}
\ddot{u} = c_s^2 (u_{xx} + u_{yy}) \\
u(0, y, t) = u(a, 0, t) = 0 \\
u(x, 0, t) = u(x, b, t) = 0 \\
u(x, y, 0) = f(x, y) \\
\dot{u}(x, y, 0) = 0
\end{cases}
\end{aligned}
$$

(A.1)

where $c_s = \sqrt{\frac{\mu}{\rho}}$ is the shear wave speed and $f(x, y)$ represents the volumetric source.

In seismology, a finite volume of the earth is usually extracted for studying. Therefore, we choose the dimensions of the strip large enough so as to avoid having any artificial reflections from the model boundaries during the simulation period (Aochi et al., 2013).

**Discretization of the 2-D equation**

A rectangular grid is introduced to discretize the strip as it can be seen in Fig.(A.1).

$$
\begin{aligned}
x_i = i \Delta x & \quad i = 0, \ldots, N_{ele_x} \\
y_j = j \Delta y & \quad j = 0, \ldots, N_{ele_y}
\end{aligned}
$$

(A.2)

(A.3)

Time is also discretized such that

$$
t_k = k \Delta t & \quad k = 0, \ldots, N_{ele_t}
$$

(A.4)

Here, $N_{ele_x}$ and $N_{ele_y}$ represent the number of elements in the $x$ and $y$ directions respectively and $N_{ele_t}$ shows the number of time steps.

---

2 The node numbering starts from the left-most node at the bottom, which coincides with the origin of the coordinate system.
The approximate derivatives using 2nd order central differences are as follow

\[ u_{tt}(x_i, y_j, t_k) \approx \frac{u_{i,j}^{k+1} - 2u_{i,j}^k + u_{i,j}^{k-1}}{\Delta t^2} \]  \hspace{1cm} (A.5)

\[ u_{xx}(x_i, y_j, t_k) \approx \frac{u_{i+1,j}^k - 2u_{i,j}^k + u_{i-1,j}^k}{\Delta x^2} \] \hspace{1cm} (A.6)

\[ u_{yy}(x_i, y_j, t_k) \approx \frac{u_{i,j+1}^k - 2u_{i,j}^k + u_{i,j-1}^k}{\Delta y^2} \] \hspace{1cm} (A.7)

Defining \( r = c_s \frac{\Delta t}{\Delta x} \) and plugging the above equations into (A.1) yields the following discretized formulation for the problem

\[ u_{i,j}^{k+1} = 2u_{i,j}^k - u_{i,j}^{k-1} + r^2 \left( u_{i+1,j}^k + u_{i-1,j}^k + u_{i,j+1}^k + u_{i,j-1}^k - 4u_{i,j}^k \right) \] \hspace{1cm} (A.8)

where \( i \) and \( j \) represent node numbers in the \( x \) and \( y \) directions, respectively and \( k \) shows discretization in time.
**Initial conditions**

There are two initial conditions that can be written as follows in discrete form. The initial conditions on velocity will help us determine the displacement values at the ghost points.

\[
\begin{align*}
    u(x, y, 0) &= f(x, y) \quad \rightarrow \quad u_{i,j}^0 = f(x_i, y_j) \quad i = 0, \ldots, N_{ele_x} \quad j = 0, \ldots, N_{ele_y} \\
    u_t(x, y, 0) &= 0 \quad \rightarrow \quad \frac{u_{i,j}^0 - u_{i,j}^{-1}}{\Delta t} = 0 \quad \rightarrow \quad u_{i,j}^{-1} = u_{i,j}^0 \quad i = 0, \ldots, N_{ele_x} \quad j = 0, \ldots, N_{ele_y}
\end{align*}
\]

(A.9)  

Fig. (A.2)- Computational molecule (stencil) in (x, y, t) space.

The \( u_{i,j}^{-1} \) ghost points are determined in this manner.

**Boundary conditions**

As it can be seen from Equation (A.1), the displacement values are set to zero on the boundaries, but the plate dimensions are chosen large enough to avoid reflections from the fixed boundaries.

**Updating scheme**

1. Define variables \( u_{i,j}^+, u_{i,j}^-, u_{i,j}^{+1}, u_{i,j}^{-1}, u_{i,j}^{k+1} \) for \( u_{i,j}^k, u_{i,j}^{-1}, u_{i,j}^{k-1} \)

2. Set \( t = 0 \) and \( r = c_s \frac{\Delta t}{\Delta x} \)

3. Set initial conditions
\[ u_{i,j} = f(x_i, y_j) \quad i = 0, \ldots, N_{ele_x} \quad j = 0, \ldots, N_{ele_y} \quad \text{(A.11)} \]

4. Set \( u_{i,j}^- = u_{i,j} \)

5. While \( t < t_{stop} \)
   - \( t = t + \Delta t \)
   - Update all inner points by Equation (A.8) obtained in the previous section:
     \[ u_{i,j}^+ = 2u_{i,j} - u_{i,j}^- + r^2 \left( u_{i+1,j} + u_{i-1,j} + u_{i,j+1} + u_{i,j-1} - 4u_{i,j} \right) \quad \text{(A.12)} \]
   - Set the boundary conditions:
     \[
     \begin{align*}
     u_{0,j}^+ &= 0 & j &= 0, \ldots, N_{ele_y} \\
     u_{N_{ele_x},j}^+ &= 0 & j &= 0, \ldots, N_{ele_y} \\
     u_{i,0}^+ &= 0 & i &= 0, \ldots, N_{ele_x} \\
     u_{i,N_{ele_y}}^+ &= 0 & i &= 0, \ldots, N_{ele_x} \\
     \end{align*}
     \quad \text{(A.13)}
     \]
   - Update variables for next round:
     \[ u_{i,j}^- = u_{i,j} ; \quad u_{i,j} = u_{i,j}^+ \quad \text{(A.14)} \]
APPENDIX B

The spectral representation is based on a Fourier representation, in spatial coordinates along a fracture plane in an infinite homogeneous, linearly elastic body, of the tractions and relative displacements (opening and shear). The formulation embodies an exact elastodynamic representation of the relation existing between the Fourier coefficients for the tractions and corresponding displacement discontinuities (Geubelle & Rice, 1995). There are two versions of spectral algorithms: in the first approach, referred to as the independent spectral formulation, the elastodynamic response of each halfspace is studied separately and then the two halfspaces are connected by imposing appropriate boundary conditions on the interface. In the second approach, referred to as the combined spectral formulation as suggested by Breitenfeld and Geubelle [1998], the formulation of the problem is written in a way to combine the elastodynamic analysis of the two halfspaces into one. The two approaches are based on the same principles and often yield similar results. However, they do have minor differences in their formulation and implementation and show different stability characteristics when it comes to in-plane modes (Breitenfeld & Geubelle, 1998). Here, we proceed to explain the derivation of the independent spectral formulation, which was first introduced for three-dimensional fracture problems by Geubelle and Rice [1995], for a simpler 2-D antiplane case.

Define the Cartesian coordinates such that the fracture plane coincides with \( x_2 = 0 \). Therefore, \( x_1 \) and \( x_3 \) are coordinates in the plane of the crack and elastodynamic fields will exist in the two halfspaces \( x_2 > 0 \) and \( x_2 < 0 \).

Consider the propagation of an antiplane 2-D shear crack in \( x_3 \) direction. The only nonzero component of displacement, in this case, is \( u_3 \) and we have
\[ c_s^2 u_{3,\alpha\alpha} = u_{3,tt} \quad \alpha = 1, 2 \quad (B.1) \]

\[ c_s^2 \Delta u_3 = u_{3,tt} \quad (B.2) \]

Let’s examine one particular spectral component,

\[ u_3(x_\alpha, t) = e^{i q x_1} \Omega(x_2; t; q) \quad (B.3) \]

The Laplace transform in the time domain is

\[ \hat{f}(p) = L[f(t)] = \int_0^\infty e^{-pt} f(t) \, dt \quad (B.4) \]

Rewriting Equation (B.2), we get

\[ c_s^2 \left( \frac{\partial^2 u_3}{\partial x_1^2} + \frac{\partial^2 u_3}{\partial x_2^2} \right) = u_{3,tt} \quad (B.5) \]

Applying the Fourier transform,

\[ c_s^2 \left( -q^2 \Omega + \frac{\partial^2 \Omega}{\partial x_2^2} \right) = \Omega_{tt} \quad (B.6) \]

Applying the Laplace transform,

\[ c_s^2 \left( -q^2 \hat{\Omega} + \frac{\partial^2 \hat{\Omega}}{\partial x_2^2} \right) = p^2 \hat{\Omega} \quad (B.7) \]

Define \( \hat{\Omega}'' = \frac{\partial^2 \hat{\Omega}}{\partial x_2^2} \). Equation (7) can be rewritten as a second order ODE.

\[ \hat{\Omega}''(x_2, p; q) = q^2 \left( 1 + \frac{p^2}{q^2 c_s^2} \right) \hat{\Omega}(x_2, p; q) \quad (B.8) \]

Introduce,
\[ \alpha_s = \sqrt{1 + \frac{p^2}{q^2 c_s^2}} \]  \hspace{1cm} \text{(B.9)}

Equation (B.8) can be rewritten as,

\[ \tilde{\Omega}''(x_2, p; q) = q^2 \alpha_s^2 \tilde{\Omega}(x_2, p; q) \]  \hspace{1cm} \text{(B.10)}

The PDE is now reduced to a 2\textsuperscript{nd} order ODE that we can solve.

\[ \text{characteristic equation:} \quad r^2 - q^2 \alpha_s^2 = 0 \quad \rightarrow \quad r = \mp |q| \alpha_s \]  \hspace{1cm} \text{(B.11)}

Considering the radiation condition for the upper half-space and ignoring the unbounded solution, we will get

\[ \tilde{\Omega}(x_2, p; q) = \tilde{\Omega}_0(p; q)e^{-|q| \alpha_s x_2} \]  \hspace{1cm} \text{(B.12)}

where \( \tilde{\Omega}_0(p; q) = \tilde{\Omega}(0, p; q) \).

We are only concerned with the tractions along the fracture plane \( x_2 = 0 \) and the resulting displacements. Therefore, define the Fourier coefficients by

\[ u_3^+(x_1, x_2 = 0^+, t) = U_3^+(t; q)e^{iqx_1} \]  \hspace{1cm} \text{(B.13)}

Use Equations (B.3) and (B.12) to get

\[ \hat{u}_3(x_3, p) = e^{iqx_1} \tilde{\Omega}_0 e^{-|q| \alpha_s x_2}, \]

\[ \hat{u}_3(x_3, x_2 = 0^+, t) = \tilde{\Omega}_0 e^{iqx_1}, \]

\[ \hat{u}_3(x_3, p) = e^{iqx_1} \tilde{u}_3^+(p; q)e^{-|q| \alpha_s x_2} \]  \hspace{1cm} \text{(B.14)}

Writing \( \tau_j(x_1, t) \) for the traction component of stress along the fracture plane

\[ \tau_3^+(x_1, t) = \sigma_{23}^+(x_1, x_2 = 0^+, t) = T_3^+(t; q)e^{iqx_1} \]  \hspace{1cm} \text{(B.15)}

\[ \text{66} \]
We know,

\[ \sigma_{ij} = \lambda \delta_{ij} u_{k,k} + \mu (u_{i,j} + u_{j,i}) \]  \hspace{1cm} (B.16)

where \( \lambda \) and \( \mu \) are Lamé constants.

\[ \sigma_{23} = \mu (u_{2,3} + u_{3,2}) = \mu u_{3,2} \]

\[ \hat{\sigma}_{23} = \mu (\hat{U}_3)_{,2} = -\mu |q| \alpha_s e^{i \alpha_1 x_1} U_3(p; q) e^{-|q| \alpha_s x_2}, \]

\[ \hat{\tau}_3^+(x_1, t) = \hat{\sigma}_{23}^+(x_1, x_2 = 0^+, t) = T_3^+(p; q) e^{i \alpha x_1}, \]  \hspace{1cm} (B.17)

And,

\[ \hat{\sigma}_{23}^+(x_1, x_2 = 0^+, t) = -\mu |q| \alpha_s \tilde{U}_3(p; q) e^{i \alpha x_1} \]  \hspace{1cm} (B.18)

Therefore,

\[ T_3^+(p; q) = -\mu |q| \alpha_s \tilde{U}_3(p; q) \]  \hspace{1cm} (B.19)

The right-hand side of this equation can be rewritten by explicitly extracting the instantaneous response \(-\frac{\mu p}{c_s} \tilde{U}_3(p; q)\).

Hence,

\[ T_3^+(p; q) = -\frac{\mu p}{c_s} \tilde{U}_3(p; q) - \mu |q| \left( \alpha_s - \frac{p}{|q| c_s} \right) \tilde{U}_3(p; q) \]  \hspace{1cm} (B.20)

Back in the time domain, we have

\[ \tau_3^+(x_1, t) = \tau_3^{0+}(x_1, t) - \frac{\mu}{c_s} \hat{u}_3^+(x_1, t) + f_3^+(x_1, t) \]  \hspace{1cm} upper half space  \hspace{1cm} (B.21)
Following a similar procedure for the lower halfspace and imposing the radiation condition for $x_2 < 0$, will similarly lead to

$$
\tau_3^-(x_1, t) = \tau_3^0-(x_1, t) + \frac{\mu}{c_s} \hat{u}_3^-(x_1, t) + f_3^-(x_1, t) \quad lower \ half \ space \quad (B.22)
$$
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