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Scheduling and resource allocation in cloud systems is of fundamental importance to system efficiency. The focus of this thesis is to study the fundamental limits of the scheduling and resource allocation problems in clouds, and design provably high-performance algorithms.

In the first part, we consider data-centric scheduling. Data-intensive applications are posing increasingly significant challenges to scheduling in today’s computing clusters. The presence of data induces an extremely heterogeneous cluster where processing speed depends on the task-server pair. The situation is further complicated by ever-changing technologies of networking, memory, and software architecture. As a result, a suboptimal scheduling algorithm causes unnecessary delay in job completion and wastes system capacity. We propose a versatile model featuring a multi-class parallel-server system that readily incorporates different characteristics of a variety of systems. The model has been studied by Harrison, Williams and Stolyar, respectively. However, delay optimality in heavy traffic with unknown arrival rate vectors has remained an open problem. We propose novel algorithms that achieve delay optimality with unknown arrival rates. This enables the application of proposed algorithms to data-centric clusters. New proof techniques are required including construction of an ideal load decomposition. To demonstrate the effectiveness of the proposed algorithms, we implement a Hadoop MapReduce scheduler and show that it achieves more than 10 times improvement over existing schedulers.

The second part studies the resource allocation problem for clouds that provide infrastructure as a service, in the form of virtual machines (VMs). Consolidation of multiple VMs on a single physical machine (PM) has been advocated for improving system utilization. VMs placed on the same PM are subject to resource “packing constraint,” leading to stochastic dynamic bin packing models for the real-time assignment of VMs to PMs in a data center.
Due to finite-sized pools of servers, incoming requests might not be fulfilled immediately, and such requests are typically rejected. Hence a meaningful metric in practice is the blocking probability for arriving VM requests. We analyze the power-of-d-choices algorithm, a well-known stateless randomized routing policy with low scheduling overhead. We establish an explicit upper bound on the equilibrium blocking probability, and further demonstrate that the blocking probability exhibits distinct behaviors in different load regions: doubly-exponential decay in the heavy-traffic regime and exponential decay in the critically loaded regime.
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CHAPTER 1

INTRODUCTION

Cloud computing is becoming an essential resource for endeavors in all aspects, including healthcare, education and science. With the large-scale infrastructure provided by data centers, an increasing variety of services are now hosted on clouds, exemplified by search, online social networking, e-commerce, video streaming, database services and storage services [1, 2, 3, 4].

Over the past decade, data centers that host cloud computing services have grown significantly in size, containing tens to hundreds of thousands of commodity servers. Advanced technologies of networking, memory and software architecture have greatly improved the computing capability of these systems. Techniques like containerization and visualization are employed to support resource sharing across multiple tenants. However, despite these efforts, the performance of data centers is far from optimal. For instance, data centers are still operated at quite low utilization, typically in the range of $10^{-30\%}$ [5, 6].

Various factors account for low performance of data centers. In particular, as an important component of the software stack, the scheduling and resource allocation mechanism affects the system performance substantially. The scheduling and resource allocation mechanism determines when and which resources from a shared resource pool (e.g., servers, storage and services) are allocated to each incoming job. Suboptimal resource management could be extremely wasteful with throughput, cause long delays, consume an unnecessarily large amount of power and lack robustness. Hence it is imperative to design an optimal scheduling and resource allocation mechanism.

The metrics used to evaluate the performance of a scheduling algorithm vary a lot across cloud systems that provide different services. In addition, cloud services exhibit diverse characteristics, which pose significantly different challenges on scheduling and resource allocation. The focus of this thesis is to study the fundamental limits of the scheduling problem in various cloud
systems, and design provably high-performance algorithms.

1.1 Two Typical Scheduling Problems in Clouds

A variety of systems have been designed and built to provide cloud services, and most of them fall into one of the following two main types: data-centric clusters, and clusters providing infrastructure as a service. For the first type, task scheduling is imposed with data-locality constraint. The large-scale data stored in the underlying distributed file system results in an extremely heterogeneous cluster, where the processing rate depends on the task-server pair. An example is the map task scheduling in the MapReduce framework [7]. For the second type, incoming jobs are resource requests submitted by customers, in the form of virtual machines. The system must make resource allocation decisions in a way that satisfies the resource requirements of incoming jobs. In this thesis, we study scheduling problems in the two types of systems.

1.1.1 Data-centric Scheduling

Data-parallel applications have become prevalent for processing large data sets from online social networks, search engines, scientific research and healthcare industry. MapReduce [7] pioneered the model, while systems like Dryad [8] and Map-Reduce-Merge [9] generalized the types of data flow.

The key difference between the cloud systems for data-parallel applications and a traditional cluster is the concept of “moving computation to data.” Fetching data over a storage network, as in the approach of small data, becomes extremely inefficient for large-scale data processing, since the gigantic size of the data can cause long delay and produce an excessive amount of traffic in the network. In data-intensive clouds, computing tasks are moved to data, which are stored in the distributed file system that co-exists with the computing cluster (e.g., GFS [10] for Google’s MapReduce, and HDFS [11] for Hadoop).

To facilitate parallel computation, data files stored on distributed file systems like HDFS are divided into data blocks of fixed size. Each data chunk is replicated on a few nodes to guard against single-machine and rack failures. Accordingly, each job is broken into tasks. For instance, there is one map
task per data block for MapReduce jobs. The distributed nature of data induces an extremely heterogeneous cluster, as data-processing tasks consume different amounts of time and resources at different locations. Even with the increase in the speed of data center networks, there remains a significant variability in average processing rate [12, 13, 14], depending on whether the data reside in memory, on a local disk, in a local rack, in the same cluster or in a different data center.

As the processing speed depends on the task-server pair, scheduling in data-intensive clouds is an affinity scheduling problem [15, 16, 17, 18]. In particular, for data-centric scheduling, the class of tasks is determined by the locations of requested data. The current practice in a MapReduce cluster is to place three replicas of each data chunk in three uniformly sampled servers. This makes the number of types cubic in the number of servers in a cluster, which itself can be as large as tens of thousands. On the other hand, each server only provides a few different processing speeds due to the multi-level locality.

Moreover, data placement and skewness of data popularity [13] results in a random load distribution on a system, which makes scheduling in data-centric clouds a fundamentally different problem from that in other large-scale clusters. Many locality-aware scheduling algorithms have been proposed [12, 19, 20, 21, 22]. However, they are not designed to be robust to variation in load and data configurations.

One goal of this thesis is to study the fundamental limits of the scheduling problem in data-intensive clouds, and design provably high-performance algorithms. The two essential criteria used to evaluate the performance of a scheduling algorithm here are throughput and delay. Throughput is equivalent to the efficiency and robustness of the system, and delay is equivalent to the completion time of tasks. Any other criterion, such as data locality or a cost function involving data transfer and waiting time, is meaningful only when translated into long-term throughput and delay in a stochastic environment. We are interested in designing a throughput and delay optimal scheduling algorithm for data-intensive clusters.
1.1.2 Resource Allocation for IaaS Clouds

The popularity of cloud services, particularly infrastructure as a service (IaaS), has increased drastically, due to the two premises offered by cloud computing: resource flexibility and cost efficiency. Customers can scale up and down computing resources they use in real time according to the needs of their applications, and only pay for resources they have actually used. Moreover, customers can access large-scale computing resource at a much lower cost, without setting up and maintaining local infrastructure. A variety of commercial cloud systems are available, like Amazon Web Service [1], Google AppEngine [2], Rackspace [3] and Microsoft Azure [4]. A growing number of enterprise workloads are being moved to clouds, including large-scale services that rely on thousands of servers, such as video streaming for Netflix [23].

For cloud computing systems that provide IaaS, customers submit requests for computing resource in the form of virtual machines (VMs). Each request specifies the amount of physical resources it needs in terms of processor power, memory, I/O bandwidth, disk, etc. The cloud provider allocates computing resource from a large pool of servers according to customers’ requirements. In particular, consolidation of multiple VMs on a single physical machine (PM) has been advocated for improving system utilization. An important design issue of such systems is the resource allocation problem: when a user submits a VM request, which physical server(s) should be selected to accommodate the request?

Due to the finite size of server pools, incoming VM requests might not be fulfilled immediately, and such requests are typically rejected [4]. To data center operators, loss of customers means loss of revenue. Hence an important metric in practice is the loss rate of incoming VM requests. There has been a significant amount of work on design issues associated with such systems [24, 25, 26, 27, 28, 29, 30, 31]. In particular, the resource allocation problem has been well studied [26, 32, 28, 33]. However, existing work has not considered the loss rate of incoming VM requests. The goal here is to understand how to route incoming resource requests to PMs in order to minimize the loss rate, i.e., minimize the probability that an arriving VM request does not find the required amount of resources at the selected PM(s).
1.2 Contributions

Scheduling and resource allocation in clouds is of fundamental importance to system efficiency. The objective of this thesis is to explore the fundamental limits of the scheduling and resource allocation problems in clouds, and design provable high-performance algorithms.

To achieve this goal, we take the stochastic model-based approach, assuming there is randomness in the request arrivals and also in the processing time of a request. We use stochastic analysis to characterize the performance of scheduling and resource allocation algorithms rigorously, and also verify high performance of the proposed algorithms via implementation. In this thesis, we focus on two typical scheduling problems in clouds. Below, we provide a brief overview of our contributions towards each problem.

**Data-centric scheduling.** The presence of data produces an extremely heterogeneous cluster where processing speed depends on the task-server pair. The situation is further complicated by ever-changing technologies of networking, memory, and software architecture. The data-locality problem poses new challenges to scheduling in today’s computing clusters. While many locality-aware scheduling algorithms have been proposed in the literature and implemented in practice, most of the existing approaches are not robust to changes in load or skewness of data popularity, and their fundamental throughput and delay properties are unknown.

We propose a versatile model featuring a multi-class parallel-server system that readily incorporates different characteristics of a variety of data-intensive clusters. The model had been studied by Harrison [16, 17], Williams [34, 18] and Stolyar [35], respectively. However, delay optimality in heavy traffic with unknown arrival rate vectors has remained an open problem.

We propose a simple priority algorithm called Pandas for systems with two-level data locality, and a balanced priority algorithm called balanced-Pandas for systems with multi-level locality. We establish throughput and heavy-traffic delay optimality for both algorithms. The main challenge is the construction of a novel *ideal load decomposition* that allows the separate treatment of different subsystems.

We implement Pandas in Hadoop clusters. Trace-driven experiments on Hadoop show that Pandas accelerates the data-processing phase of jobs by 11 times with hot-spots and 2.4 times without hot-spots over existing sched-
When the difference in processing times due to location is large, such as applicable to the case of memory-locality, the acceleration by Pandas is 22 times. The proposed approach is broadly applicable to all data-parallel applications, and can be integrated with job-level sharing policy (e.g., priority, fairness and capacity), straggler mitigation and other optimization objectives.

**Resource allocation for IaaS clouds.** VMs placed on the same PM are subject to a resource “packing constraint,” leading to stochastic dynamic bin packing models for the real-time assignment of VMs to PMs in a data center. In particular, incoming resource requests that cannot be fulfilled immediately are rejected. This setting motivates us to consider a loss model. We analyze the power-of-$d$-choices algorithm, a well-known stateless randomized routing policy that fits for distributed scheduling. We consider a fluid model that corresponds to large system limit. We establish an explicit upper bound on the equilibrium blocking probability and further demonstrate that the blocking probability exhibits distinct behaviors in different load regions: doubly-exponential decay in the heavy-traffic regime and exponential decay in the critically loaded regime. The techniques developed may be applicable to other distributed resource allocation mechanisms.

### 1.3 Thesis Organization

The rest of this thesis is organized as follows. Chapter 2 provides an exposition of the scheduling with data locality problem, and describes a versatile stochastic model that incorporates different characteristics of various data-centric clusters. In Chapter 3, we focus the scheduling problem for the computing cluster without rack structure. We propose Pandas, which is the only known algorithm that is both throughput-optimal and delay-optimal in the heavy-traffic regime without knowing job arrival rates. We investigate the scheduling problem with multi-level locality in Chapter 4. We present balanced-Pandas and show that balanced-Pandas achieves throughput and heavy-traffic optimality simultaneously. In Chapter 5, we study the online assignment of VMs to PMs via a stochastic bin-packing model. Finally, Chapter 6 concludes this thesis.
CHAPTER 2

SCHEDULING WITH DATA LOCALITY

In this chapter we introduce the problem of scheduling with data locality, summarize previous work, and describe a versatile model featuring a multi-class parallel-server system that readily incorporates different characteristics of a variety of data-intensive clusters.

2.1 The Problem

Data-parallel applications have become increasingly popular for processing large data sets. A fundamental problem to all data-parallel applications is scheduling with data locality, as data-processing tasks consume different amounts of time and resources at different locations. Even with the increase in the speed of data center networks, there remains a significant difference in average processing speed [12, 13, 14] depending on whether the data reside in memory, on a local disk, in a local rack, in the same cluster or in a different data center. As the processing rate depends on the task-server pair, it is an affinity scheduling problem [15, 16, 17], albeit with two unique features:

1. A few different processing rates due to the multi-level locality.

Multi-level locality exists within and across data centers, where the average task processing rate depends on the corresponding data location, whether it is in memory, on local disks, in a local rack, in the same cluster or in different data centers. In particular, running tasks on a server that caches the data in the memory is the most efficient. When the server does not have the data chunk for a particular task in memory or on the local disk, the data needs to be retrieved over the network before processing. Such tasks will be processed at a slower rate, reflecting the potential variation in network transfer when retrieving data from different locations. For instance, it is measured in [12] that running task on a server with data off-rack on average takes twice as
much time as running on a server with data on the local disk.

From the perspective of each task, the cluster is divided into a few subsets, where servers within a subset provide the same processing rate. Therefore, not only is the system not homogeneous, it is not heterogeneous in the traditional sense as there are no fixed sets of fast and slow servers. Instead, each server provides different processing rates for different tasks.

2. An explosive number of task types.

The type of a particular task is determined by the location of its data chunks. To achieve high availability and yet avoid excessive amount of storage, each data chunk is typically replicated on a small number of servers. For instance, the number is 3 for the MapReduce cluster.

When a server breaks down and its disks are replaced, all its local data chunks are restored by copying from their respective replicas. To avoid excessive traffic from any single server, which can disrupt its service, it is desirable to distribute the replicas over a large number of servers. Hence, the current practice in a MapReduce cluster is for each data chunk to uniformly sample three servers. This makes the number of types cubic in the number of servers in a cluster, which itself can be as large as tens of thousands. As a result, it is impractical to have one queue for each type of task.

We are interested in designing a throughput and delay optimal scheduling algorithm in a system with multi-level locality. We define the optimality criteria as follows.

**Throughput Optimality:** An algorithm is throughput optimal if it can stabilize the system when some algorithm can. Throughput optimality means that an algorithm is robust so that whichever load vector strictly within the capacity region is imposed, the system is efficient enough to achieve a finite task completion time. According to Little’s law, this implies that the number of tasks queueing in the system is finite, i.e.,

$$\limsup_{t \to \infty} \mathbb{E} \left[ \sum_m Q_m(t) \right] < \infty.$$ 

However, throughput optimality does not guarantee the task completion time to be small.

**Heavy-traffic Delay Optimality:** It is often difficult to analyze delay, or task completion time, in a stochastic environment. One way to assess whether
an algorithm is competent is to look at the heavy-traffic regime, where the
load vector approaches the boundary of the capacity region and the system
becomes critically loaded. An algorithm is heavy-traffic optimal if it asymp-
totically minimizes the average delay as the arrival rate vector approaches
the boundary of the capacity region; hence, it is efficient under stressed
conditions.

In addition, the algorithm should not assume any knowledge of arrival
rates in order to be robust with load variations.

2.2 Related Work

**Affinity scheduling.** There is a large body of work on affinity scheduling
for a multi-class parallel server system [15, 16, 17, 35, 34, 18], where the
service rate depends on the job class and server node pair. Harrison [16]
considered a two-type two-server model, and proposed a discrete review con-
trol policy, where system status is reviewed at an interval of fixed length.
At the beginning of each review period, the scheduler makes assignments
so as to minimize holding cost associated with unallocated jobs at the end
of the review period. The discrete-review policy is shown to asymptotically
optimize linear holding cost. Harrison and Lopez [17] extended the discrete-
review policy to a general parallel-server system, conjecturing its asymptotic
optimality in the heavy traffic regime. Bell and Williams [18] established
asymptotic optimality of a continuous-review “tree-based” threshold policy
with linear holding cost. In particular, it requires knowledge of the arrival
rates to solve an optimization problem, which identifies the tree-structure of
a graph containing the servers and job classes as nodes.

Stolyar [36] considered a generalized switch model, and showed that the
MaxWeight policy asymptotically minimizes the holding costs that are linear
combinations of each queue length to the power $\beta + 1$ with $\beta > 0$. No knowledge
of the arrival rates is needed. Mandelbaum and Stolyar [35] proposed a
generalized $c\mu-$rule for the parallel server system. The $c\mu-$rule is shown to
achieve asymptotic optimality, for increasing and convex holding cost. Again,
it does not require the arrival rate information. However, it is not optimal for
linear holding costs in the heavy-traffic regime. Studies [15, 16] have shown
that $c\mu-$rule might even result in system instability.
The existing work on affinity scheduling requires a queue for each type of task; hence, it is impractical for this setting as the typical number of task type scales cubically with the number of servers. In addition, previous work either requires the knowledge of the arrival rates of different task types [16, 17, 34], or optimizes a specific function of delay [35, 36], which is not delay-optimal in general in the heavy-traffic regime.

**Locality-aware scheduling.** Among the existing locality-aware scheduling algorithms, the work most closely related to ours is delay scheduling in HFS [12] and JSQ-MaxWeight [37]. HFS focuses on the conflict between data locality and fairness among jobs. While fairness is a job-level priority, delay scheduling is a task-level algorithm that specifies the priority among map tasks based on their data location. However, delay scheduling makes assumptions that may not hold universally: (a) task durations are short and bimodal, and (b) a fixed waiting time parameter works for all loads and skewness of traffic. These assumptions make it difficult for delay scheduling to adapt to changes in workload, network conditions, or node popularity. In contrast, our approach makes no assumption on task durations and is provably robust to the aforementioned changes. Our approach is readily integrated with the fairness part of HFS, as demonstrated in next chapter.

Wang et al. [37] were the first to formulate the scheduling problem with two levels of data-locality from a stochastic network perspective and identified its capacity region. They proposed a scheduling algorithm consisting of the Join the Shortest Queue (JSQ) together with the MaxWeight policy. The JSQ step distributes the load into local and remote queues: a task is pre-assigned as remote if its local queues are longer than the remote queue. The MaxWeight step stabilizes the queues with a threshold-based priority policy. The JSQ-MaxWeight algorithm was shown to be throughput-optimal. However, it was shown in [37] that it is heavy-traffic optimal only for a very special traffic scenario, where all traffic concentrates on a subset of servers. In particular, some servers receive zero local tasks and only provide remote service; and any server with non-zero local tasks is overloaded (with load exceeding 1) and requires remote service as a result. Recently they proposed a decentralized scheduling algorithm, based on back-pressure approach, for data-parallel computation on peer-to-peer networks [38]. The proposed algorithm is shown to be throughput optimal, but its delay performance is not
known.

Other locality-aware algorithms include Quincy [19], Bar [20], Maestro [21] and Matchmaking [22]. Like HFS, Quincy [19] has a task-level algorithm that works with the fairness job priority. In particular, at each task arrival and departure, Quincy solves a min-cost flow problem that optimizes a linear combination of data bytes transferred, with a penalty for an unscheduled task and for killing a running task. The optimization is greedy at each step, does not consider the stochastic arrivals of jobs, and does not translate into optimal job completion times over a long horizon. Bar [20] assumes that all jobs have the same task execution time in its optimization of makespan. Maestro [21] assumes the knowledge of the number of data blocks on each node to be processed in the future, and assumes that each data block is processed exactly once. Matchmaking [22] avoids tuning the waiting time parameter of HFS by making each node wait exactly one heartbeat interval before acquiring a remote task. However, this fixed waiting time still makes it difficult to adapt to skewed node popularity and varying loads.

In addition, there is work focusing on locality and virtual machines (VMs). The ILA scheduler [39] adds a new level of locality due to co-locating VMs on the same node and makes the waiting time of delay scheduling [12] proportional to the data size, which can be smaller than the maximum data block size of 128 MB. However, it is not clear whether ILA’s setting of parameter is optimal. Purlieus [40] couples data placement and VM placement, but does not consider task assignment, and hence is complementary to our work.

**Data placement.** Several data placement techniques have been used to improve locality. Scarlett [13] adopts a proactive replication scheme that periodically replicates files based on predicted data popularity. It focuses on data that receives at least three concurrent accesses. However, it does not consider node popularity caused by co-location of moderately popular data, which can be solved by our approach. DARE [41] adopts a reactive approach that probabilistically retains remotely retrieved data and evicts aged replicas. Its reactive nature makes its performance depend on appropriate and timely remote services. As our approach serves the right remote tasks, it will be a valuable complement to DARE. PACMan [14] caches data in memory to improve job completion times. Our approach can be readily extended to include memory locality in scheduling to reap the benefit of cached data.
Scheduling MapReduce jobs. There has been much recent work on scheduling MapReduce jobs, including improvement of shuffle phase [42, 43, 44], joint scheduling of shuffle and reduce phase [45, 46], joint scheduling of map and reduce phase [47, 48], straggler mitigation [49, 50, 51], and optimization of job schedules to minimize average response time and makespan [52, 53, 54, 55, 56]. None of these algorithms considers locality of map tasks, and hence they are orthogonal to our approach. Our approach is designed to work with various job-level and phase-level priorities by assigning the optimal data-processing task when the job-level algorithm wants a data-processing task assigned.

Application-specific scheduling. KMN [57] improves data locality of jobs using a sampled subset of their data. The availability of multiple choices allows it to avoid localized hot-spots in the system. However, as hot-spots caused by node popularity can propagate to a significant fraction of the system due to replicas sharing a workload, our approach will be complementary to KMN during the propagation of hot-spots.

2.3 System Model

We describe our model in the context of MapReduce clusters, but it is applicable to other computing systems, where tasks with data at different locations can be modeled using different processing rates that depend on the locality of the data.

We consider a MapReduce system with a hierarchical network. The system consists of racks, each of which contains multiple servers. Servers within a rack share a common switch. A large data set is divided into blocks, each of which is replicated on a few servers for fault tolerance and performance. A job consists of a number of map tasks, each of which processes a different data chunk. For each task, we call a server a local server for the task if the data block to be processed by the task is stored locally, and we call this task a local task for the server. Analogously, we call a server a rack-local server if the data block to be processed by the task is not stored on the server, but in the same rack as the server, and we call this task a rack-local task for the server. A server is a remote server if it is neither local nor rack-local for the task and this task is called a remote task for the server.
We consider a computing cluster that consists of $K$ racks indexed by $k \in \mathcal{K}$, where $\mathcal{K} = \{1, 2, \cdots, K\}$. There are $M$ parallel servers in the system, indexed by $m \in \mathcal{M}$, where $\mathcal{M} = \{1, 2, \cdots, M\}$. For each server $m$, we denote by $K(m)$ the index of the corresponding rack where it locates. The cluster is modeled as a time-slotted system, in which tasks arrive at the beginning of each time slot according to some stochastic process. Each data chunk is replicated on a set $\bar{L}$ of servers. As each task processes one data chunk, it has $|\bar{L}|$ local servers. Define the type of a task as the set $\bar{L}$ of its local servers. For instance, with $|\bar{L}| = 3$ the task type $\bar{L}$ is defined as:

$$\bar{L} \in \{(m_1, m_2, m_3) \in \mathcal{M}^3, m_1 < m_2 < m_3\},$$

where $m_1, m_2, m_3$ are the indices of the three local servers.

We use $m \in \bar{L}$ to denote that server $m$ is a local server for type $\bar{L}$ tasks. We use the notation $m \in \bar{L}_k$ if server $m$ is rack-local to type $\bar{L}$ tasks, and similarly, $m \in \bar{L}_r$ if server $m$ is remote to type $\bar{L}$ tasks. Let $\mathcal{L}$ denote the set of task types.

**Arrivals.** Let $A_{\bar{L}}(t)$ denote the number of type $\bar{L}$ tasks that arrive at the beginning of time slot $t$. We assume that the arrival process of type $\bar{L}$ tasks is i.i.d. with rate-$\lambda_{\bar{L}}$. We denote the arrival rate vector by $\lambda = (\lambda_{\bar{L}} : \bar{L} \in \mathcal{L})$. The number of total arrivals in one time slot is assumed to be bounded, i.e., $\sum_{\bar{L} \in \mathcal{L}} A_{\bar{L}}(t) \leq C_A$.

**Services.** For each task, we assume that its service time follows a geometric distribution with mean $1/\alpha$ if processed at a local server, and with mean $1/\beta$ and $1/\gamma$ at a rack-local server and a remote server respectively. On average, a task is processed fastest at a local server, and slowest at a remote server, hence we assume $\alpha > \beta > \gamma$. Each server can process one task at a time and all services are non-preemptive.
In this chapter, we consider the scheduling problem for the computing cluster without rack structure. The discrete-time model described in Chapter 2 will be simplified with two levels of locality: within each time slot, a task is completed with probability $\alpha$ at a local server, or with probability $\gamma$ ($\gamma < \alpha$) at a remote server. The formulation is the same as previous work by Wang et al. [37]. We consider two traffic scenarios that require distinct proof techniques (although our algorithm does not distinguish between them as we assume no knowledge of arrival rates):

**Evenly loaded.** This is the case where with appropriate load balancing, each server can accommodate its load locally. No remote service is necessary in this scenario.

**Locally overloaded (hotspots).** More often, the data requested by the incoming traffic are skewed towards a subset of servers [13] and exceed their capacity. We call these servers beneficiaries as they require remote service to remain stable, and call the servers with spare capacity helpers. This includes the special scenario in [37] for which the JSQ-MaxWeight algorithm is shown to be heavy-traffic optimal, and is more general as it allows non-zero local traffic at helpers, as well as traffic that is local to both a helper and a beneficiary.

We propose Pandas (Priority Algorithm for Near-DAta Scheduling) which is a task-level algorithm that specifies the priority among tasks of any data-processing phase by considering data locality. Pandas consists of two main steps:

1. **Early detection of hot-spots:** While early detection is highly desirable for relieving hot-spots, it is not straightforward. As each data block has multiple replicas, it is incorrect to estimate the traffic at a node by simply summing all workloads whose data reside on this node. Pandas accurately
detects a hot-spot before it causes excessive delay by monitoring a queuing structure with appropriate load balancing.

2. Serve the right remote task: Timely service of remote tasks, that is, tasks whose data need to be fetched over the network, by lightly loaded nodes helps relieving hot-spots. However, not all tasks are equal. Pandas ensures that only tasks contributing to potential hot-spots are served remotely.

We establish the following results:

- We prove that Pandas is throughput optimal, i.e., it can stabilize any arrival rate vector strictly within the capacity region identified in [37]. Since the algorithm has a predetermined priority of “local-tasks first,” existing techniques using the $L_2$ norm Lyapunov drift, such as in [37], do not apply: There exist states with arbitrarily large $L_2$ norm where the drift remains positive. The main idea is the construction of the ideal load decomposition for each arrival vector, which separates the servers into helpers and beneficiaries. The stability of the helper subsystem (which by itself is not Markovian) is established first, and the spare capacity helps stabilize the beneficiary subsystem.

- In addition, we prove that Pandas is heavy-traffic optimal for both the evenly loaded and locally overloaded scenarios, i.e., it asymptotically minimizes the average delay as the arrival rate vector approaches the boundary of the capacity region. Since [37] shows heavy-traffic optimality only for a special traffic scenario, Pandas is so far the only known heavy-traffic optimal algorithm. Further, to the best of our knowledge, this is the only setting of affinity scheduling where a “local-tasks first” algorithm is shown to be heavy-traffic optimal, which can be of separate interest.

The locally overloaded case is the more challenging of the two. The proof first establishes state-space collapse, where we show that the helper subsystem has uniformly bounded moments independent of the heavy-traffic parameter, and the beneficiary subsystem reduces to a single dimension where all queue lengths are equal. We remark that this result depends on our “local-tasks first” policy as the helper queues are drained first, independent of the beneficiaries. In contrast, JSQ-MaxWeight results in helper queues growing proportionally with the
beneficiaries. The proof uses construction of ideal processes to bound the dependence between helpers and beneficiaries through shared local arrivals and remote services.

- We have integrated Pandas with the Hadoop FIFO scheduler and Fair scheduler (HFS). Each scheduler retains its original job priority. To focus on the performance benefit brought by Pandas to the data-processing phase, we use the SWIM workload [58] to obtain realistic characteristics of data-processing tasks, but with empty reduce phases, as the time taken by the reduce phase can be orthogonally improved by other techniques [45, 46].

We evaluate Pandas in a variety of environments including Amazon’s Elastic Compute Cloud (EC2), a private cluster and via large-scale simulations. Pandas-accelerated FIFO scheduler achieves 11-fold improvement in average job completion time with hot-spot and 2.4-fold improvement without hot-spot over the Hadoop FIFO scheduler. When the difference in processing times due to location is large as in the case of memory-locality, Pandas-accelerated Fair scheduler achieves 22-fold improvement over HFS during a hot-spot.

3.1 Algorithm

Pandas detects hot-spots early by estimating the expected amount of contention at a node. It maintains a queuing structure to identify a subset of nodes that have the potential to become hot-spots via load balancing. Section 3.1.1 describes the details of hot-spot detection. The identification of potential hot-spots allows appropriate decisions of whether to serve a remote task and which remote task to serve. This enables timely relief of hot-spots without assigning too many remote tasks and sacrificing system throughput. Section 3.1.2 describes the details of task assignment.

3.1.1 Early Detection of Hot-spots

While it is easy to detect a highly popular file by simply counting the number of requests for this file, detecting a highly popular node is less straightforward.
As each data block has multiple replicas and task processing time varies, it is not known a priori where a task should be processed.

**Queuing structure.** Pandas maintains a queuing structure within the scheduler as illustrated in Fig. 3.1. The queueing structure contains $M$ queues, where the $m$-th queue, denoted by $Q_m$, only receives tasks local to server $m$. We call it a local queue for tasks of type $\bar{L}$ if $m \in \bar{L}$. Note that there can be tasks local to server $m$ but buffered at $Q_n$, $n \neq m$, where server $n$ is another local server for the tasks. Let the vector $Q(t) = (Q_1(t), Q_2(t), \ldots , Q_M(t))$ denote the queue lengths at time $t$.

![Figure 3.1: The proposed algorithm.](image)

**Load balancing:** When a task arrives, the scheduler compares the lengths of the task’s local queues, $\{Q_m | m \in \bar{L}\}$, and inserts the task into the shortest queue. Ties are broken randomly. Load balancing is an estimate of where each task should be processed based on the *expected* amount of load on each node, since the exact processing time of each task is unknown. The purpose of load balancing is not to permanently assign a task to a node. Rather the purpose is to push away concurrent tasks from a potential hot-spot to other local nodes with less contention, if such nodes exist.

### 3.1.2 Serve the Right Remote Task

Pandas decides on the sequence of task assignments for idle servers via *prioritized scheduling* as follows:
**Local tasks first.** When server $m$ becomes idle, the scheduler sends the head-of-line task from $Q_m$.

**Remote tasks.** When server $m$ becomes idle and $Q_m$ is empty, the scheduler sends a remote task to server $m$ from the longest queue in the system, if the length of the longest queue, denoted by $Q^\text{max}$, exceeds the threshold $T_s = \alpha / \gamma$. The threshold is to ensure that the remote task will experience a smaller completion time in expectation, since the mean processing time at a remote server is $1 / \gamma$, and the mean waiting time plus processing time at a local server is $Q^\text{max} / \alpha$.

### 3.1.3 Queue Dynamics

Let $A_{L,m}(t)$ denote the number of type $\bar{L}$ tasks that are routed to $Q_m$. The total number of tasks that join queue $Q_m$, denoted by $A_m(t)$, is given by

$$A_m(t) = \sum_{L,m \in \bar{L}} A_{\bar{L},m}(t).$$

We denote the working status of server $m$ at time slot $t$ by $f_m(t)$:

$$f_m(t) = \begin{cases} -1, & \text{if server } m \text{ is idle} \\ n, & \text{if server } m \text{ serves a task from queue } n \end{cases}$$

When server $m$ completes a task at the end of time slot $t-1$, i.e., $f_m(t^-) = -1$, it is available for a new task at time slot $t$. Note that $f_m(t) = m$ indicates that server $m$ is working on a local task, and $f_m(t) = n$, where $n \neq m$, indicates that server $m$ is working on a remote task. The scheduling decision is based on the working status vector $\mathbf{f}(t) = (f_1(t), f_2(t), \cdots, f_M(t))$ and queue length vector $\mathbf{Q}(t)$.

Let $\eta_m(t)$ denote the scheduling decision for server $m$ at time slot $t$, which is the index of the queue that server $m$ is scheduled to serve. Note that $\eta_m(t) = f_m(t)$ for all busy servers, and when $f_m(t^-) = -1$, i.e., server $m$ is idle, $\eta_m(t)$ is determined by the scheduler according to the algorithm.

We use $S_m^{l}(t)$ and $R_m(t)$ to denote the local and remote service provided by server $m$ respectively, where $S_m^{l}(t) \sim \text{Bern}(\alpha I_{\eta_m(t) = \bar{L}})$ and $R_m(t) \sim \text{Bern}(\gamma I_{\eta_m(t) \neq \bar{L}})$ are two Bernoulli random variables with varying probability: $S_m^{l}(t) \sim \text{Bern}(\alpha)$ when server $m$ is scheduled to the local queue, and
Bern(0) otherwise; \( R_m(t) \sim \text{Bern}(\gamma) \) when server \( m \) is scheduled to a remote queue, and Bern(0) otherwise.

Note that the local service received by server \( m \) is also \( S^l_m(t) \), whereas the remote service received by server \( m \) is \( S^r_m(t) = \sum_{n:n \neq m} R_n(t)I_{\{q_n(t) = m\}} \), which is the sum of all remote service provided by other servers to server \( m \). Let \( S_m(t) \equiv S^l_m(t) + S^r_m(t) \) denote the departure process for queue \( m \). Hence the queue length satisfy the following equation:

\[
Q_m(t+1) = Q_m(t) + A_m(t) - S_m(t) + U_m(t),
\]

where \( U_m(t) = \max\{0, S_m(t) - A_m(t) - Q_m(t)\} \) is the unused service.

As the service times follow geometric distributions, \( Q(t) \) together with the working status vector \( f(t) \) form a Markov chain \( \{Z(t) = (Q(t), f(t)), t \geq 0\} \). We assume that the process is initialized as \( (Q(0), f(0)) = (0_{M \times 1}, -1_{M \times 1}) \). Denote the state space by \( S \subset \mathbb{N}^M \times \{-1, 1, 2, \ldots, M\}^M \), which consists of all states that can reached from the initial state. Observe that this Markov chain is irreducible and aperiodic.

The following lemma states a property of the unused service \( U(t) \). It will be used in the proof of throughput and heavy-traffic optimality.

**Lemma 3.1.** For any \( t \geq 0 \),

\[
\langle Q(t), U(t) \rangle \leq M^2.
\]

**Proof.** By the definition of \( U_m(t) \), \( 0 \leq U_m(t) \leq M \), and \( \sum_{m \in M} U_m(t) \leq M \). If \( U_m(t) = 0 \), \( Q_m(t)U_m(t) = 0 \). We note the fact that \( U_m(t) > 0 \) only if the number of tasks in \( Q_m \) is less than the number of available servers scheduled to \( Q_m \) at time \( t \). Since \( S_m(t) \leq M \), we have \( Q_m(t) < M \). Hence \( Q_m(t)U_m(t) < MU_m(t) \). Therefore, \( \langle Q(t), U(t) \rangle < \sum_{m \in M} MU_m(t) = M^2 \).

### 3.2 Ideal Load Decomposition

A key component of the proof of both throughput and heavy-traffic optimality is a construction we call the ideal load decomposition. It is ideal in the sense that it *minimizes* the work in the system by locally serving as many
tasks as possible. The construction serves two purposes: 1) The ideal load obtained for each server is used as an intermediary in the proofs of stability and state-space collapse; 2) The construction uniquely identifies two subsystems, helpers and beneficiaries, which have very different behavior and require distinct treatment in the proofs.

**Helpers and Beneficiaries**

A server is a helper if it is *not overloaded*, provides remote service and its local queue does *not receive* remote service under the ideal load decomposition. In contrast, a server is a beneficiary if it is *overloaded*, does *not provide* remote service, and its local queue *receives* remote service from the helpers. We will define an overloaded server in a more precise manner in 3.2.2. While pure helpers and beneficiaries do not exist in a real system, the ideal load decomposition approximately depicts the load distribution in the heavy-traffic regime.

In the rest of the section, we construct the ideal load decomposition. We start from a new definition of the capacity region, which is equivalent to that identified in [37], but uses a more refined decomposition appropriate for our algorithm. The ideal load decomposition is constructed from this refined decomposition in two steps: 1) Identify the overloaded servers; 2) Construct the decomposition that produces helpers and beneficiaries. In particular, we will show that the decomposition constructed at each step can be characterized by a linear program.

### 3.2.1 An Equivalent Capacity Region

Let $\Lambda$ be the set of arrival rates such that each element has a decomposition satisfying the following condition:

\[
\Lambda = \{ \lambda = (\lambda_L : L \in \mathcal{L}) \mid \exists (\lambda_{L,n,m}) \text{ such that} \\
\lambda_{L,n,m} \geq 0, \forall L \in \mathcal{L}, \forall n \in \bar{L}, m \in \mathcal{M}, \\
\lambda_L = \sum_{n: n \in L} \sum_{m=1}^{M} \lambda_{L,n,m}, \forall L \in \mathcal{L}, \\
\sum_{L: m \in \mathcal{L}} \sum_{n: n \in L} \frac{\lambda_{L,n,m}}{\alpha} + \sum_{L: m \notin \mathcal{L}} \sum_{n: n \in L} \frac{\lambda_{L,n,m}}{\gamma} < 1, \forall m \in \mathcal{M} \} , \quad (3.1)
\]
where inequality (3.1) states that the sum of the local and remote load at each server is less than 1.

**Lemma 3.2.** The capacity region $\Lambda$ is equivalent to the capacity region in [37].

The proof is straightforward. In [37], the rate $\lambda_L$ is decomposed into $\lambda_{L,m}$, which is the rate of type-$\bar{L}$ arrival allocated to server $m$. We further refine the decomposition by simply writing $\lambda_{L,m} \equiv \sum_n \lambda_{L,n,m}$, where $n$ is the index of the queue at which a task is queued till processed at server $m$. Observe that $\lambda_{L,n,m} = 0$ if $n \notin \bar{L}$, since tasks only join their local queues with the proposed algorithm.

### 3.2.2 Overloaded Servers

Let $\nu_{n,m}$ denote the total rate of arrivals routed to $Q_n$, and eventually processed at server $m$, $\nu_{n,m} \equiv \sum_{L,n \in L} \lambda_{L,n,m}$.
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**Figure 3.2:** Ideal load decomposition.

Figure 3.2 illustrates $(\nu_{n,m})$ where the $m$-th sub-queue at $Q_n$ denotes the arrivals routed to $Q_n$ but processed at server $m$. Note that the sub-queues are only a part of the construction, and do not exist in the actual data structure. For each server $n$, define

$$
\lambda_n^l = \nu_{n,n}, \quad \lambda_n^r = \sum_{m,m \neq n} \nu_{n,m},
$$

which give the pseudo-arrival rate of tasks queued at $Q_u$ and served locally by server $n$, and served remotely by other servers, respectively. Let $\lambda_n \equiv \lambda_n^l + \lambda_n^r$.
denote the total pseudo-arrival rate at $Q_n$. Note that the total rate of remote service provided by server $m$ is $\sum_{n:n\neq m} \nu_{n,m}$.

For any subset of servers $\mathcal{N} \subseteq \mathcal{M}$, we denote by $\mathcal{L}_\mathcal{N}$ the set of task types only local to servers in $\mathcal{N}$.

**Lemma 3.3.** For any arrival rate vector $\lambda \in \Lambda$, there exists a decomposition $\{\tilde{\lambda}_{L,n,m}\}$ which satisfies condition (3.1) and $\forall n \in \mathcal{D} = \{n \in \mathcal{M} : \sum_{L:n \in L} \sum_{m} \tilde{\lambda}_{L,n,m} \geq \alpha\}$, where $\mathcal{D}$ denotes the overloaded set with arrival rate greater than $\alpha$.

\[
\tilde{\lambda}_{L,n,m} = 0, \quad \forall L \notin \mathcal{D}, m \in \mathcal{M}. \tag{3.2}
\]

Note that the decomposition $\{\tilde{\lambda}_{L,n,m}\}$ is such that for the overloaded set $\mathcal{D}$, it only receives non-zero arrivals from task types that are only local to $\mathcal{D}$. In other words, any task type that is also local to some server $m$ not in the overloaded set, will be directed to $m$. This ensures that the set $\mathcal{D}$ is truly overloaded as no load balancing with the rest of the system will reduce its arrivals. Note that $\mathcal{D}$ is unique for a given arrival vector $\lambda$, although the decomposition $\{\tilde{\lambda}_{L,n,m}\}$ might not be unique. When $\mathcal{D}$ is non-empty, we call the system locally overloaded.

The proof takes a decomposition $\{\lambda_{L,n,m}\}$ satisfying condition (3.1), and iteratively moves an appropriate amount of local arrivals from overloaded ($\lambda_n \geq \alpha$) queues to underloaded ($\lambda_n < \alpha$) queues. This is possible whenever an overloaded queue receives local arrivals that are also local to some underloaded queue. At the end of each step, either all shared local traffic between the two queues is routed to the underloaded queue, or they have both become underloaded or overloaded. At each step, the amount of arrivals moved is determined such that condition (3.1) is always satisfied.

**Linear Programming Characterization.** An alternative characterization of the decomposition of Lemma 3.3 is via a linear program. Observe that remote service is required to accommodate the arrivals for a server with $\lambda_n \geq \alpha$, while a server with $\lambda_n < \alpha$ can accommodate its arrivals locally. Given a decomposition $\{\lambda_{L,n,m}\}$ of $\lambda \in \Lambda$, we define the system load as

\[
\rho(\{\lambda_{L,n,m}\}) = \sum_{n: \lambda_n < \alpha} \frac{\lambda_n}{\alpha} + \sum_{n: \lambda_n \geq \alpha} \left(1 + \frac{\lambda_n - \alpha}{\gamma}\right), \tag{3.3}
\]
which is the minimum possible lower bound on the total utilization of all servers, such that the arrivals routed to each server according to \( \{ \lambda_{L,n,m} \} \) can be accommodated. Consequently, a natural definition of ideal routing is a decomposition such that \( \rho \) is minimized. The linear program to determine the minimum \( \rho^* \) for \( \lambda \) is as follows. We refer to it as the routing optimization problem:

\[
\min_{\{ \lambda_{L,n,m} \}} \rho \left( \{ \lambda_{L,n,m} \} \right)
\]

subject to

\[
\lambda_{L,n,m} \geq 0, \forall \bar{L} \in \mathcal{L}, \forall n \in \bar{L}, m \in \mathcal{M},
\]

\[
\lambda_{L} = \sum_{n,L} \sum_{m=1}^{M} \lambda_{L,n,m}, \forall \bar{L} \in \mathcal{L},
\]

\[
\sum_{\bar{L}:m \in L \in \bar{L}} \sum_{n \in L} \frac{\lambda_{L,n,m}}{\alpha} + \sum_{\bar{L}:m \notin L \in \bar{L}} \sum_{n \in L} \frac{\lambda_{L,n,m}}{\gamma} < 1, \forall m \in \mathcal{M}.
\]

As a byproduct of the proof of Lemma 3.3, it is easy to see that a decomposition satisfying condition (3.2) gives an optimal solution of the linear program. That is, when all shared type tasks are routed to underloaded queues, the corresponding system load is minimized. In particular, the proof of Lemma 3.3 provides a procedure to construct an optimal solution.

### 3.2.3 Ideal Load Decomposition

**Lemma 3.4.** For any arrival rate vector \( \lambda \in \Lambda \), there exists a decomposition \( \{ \lambda_{L,n,m}^* \} \) satisfying condition (3.1) and for \( \forall m \in \mathcal{M} \), either \( m \in \mathcal{H} \) or \( m \in \mathcal{B} \), where

\[
\mathcal{H} = \{ n \in \mathcal{M} | \sum_{L \in \bar{L}} \sum_{m} \lambda_{L,n,m}^* < \alpha \}
\]

\[
\mathcal{B} = \{ n \in \mathcal{M} | \sum_{L \in \bar{L}} \sum_{m} \lambda_{L,n,m}^* \geq \alpha \}
\]

\[
\lambda_{L,n,m}^* = 0, \forall \bar{L} \in \mathcal{L}, \forall m \neq n \}
\]

\[
\lambda_{L,m,n}^* = 0, \forall \bar{L} \notin \mathcal{L}, \forall m \in \mathcal{M}
\]

\[
\lambda_{L,m,n}^* = 0, \forall \bar{L} \in \mathcal{L}, \forall m \neq n \}
\]

Lemma 3.4 states that for any arrival vector, there exists an ideal load
decomposition, under which a server is either a helper or a beneficiary. A helper server \( n \in H \) receives no remote service, hence \( \nu_{n,m} = 0 \) for all \( m \neq n \).

The \( Q_1 \) and \( Q_2 \) in Fig. 3.2 belong to such servers. Only the local sub-queue has non-zero rate, denoted by \( \nu_{n,n} \). A beneficiary server \( m \in B \), provides no remote service, but receives remote service from helpers. The \( Q_M \) in Fig. 3.2 illustrates such a situation. Note that \( Q_M \) receives remote service from server 1 and 2.

The proof constructs the ideal load decomposition iteratively from \( \{ \tilde{\lambda}_{L,n,m} \} \) given in Lemma 3.3. The main idea is that if an underloaded server receives remote service, it can process this work locally while reducing the remote service it provides, until it becomes a helper; if an overloaded server provides remote service, it can instead use this service towards its local load while reducing the remote service it receives, until it becomes a beneficiary.

**Linear Programming Characterization.** Similarly, we can characterize the ideal load decomposition via a linear program. Given a decomposition \( \{ \tilde{\lambda}_{L,n,m} \} \) of \( \lambda \in \Lambda \) satisfying condition (3.2), we define the system remaining capacity as

\[
C_R(\{ \tilde{\lambda}_{L,n,m} \}) = \sum_{m \in D} \gamma \left( 1 - \sum_{L : m \in L, n : n \in L} \sum_{n'} \frac{\tilde{\lambda}_{L,n,m}}{\alpha} - \sum_{L : m \notin L, n : n \in L} \sum_{n'} \frac{\tilde{\lambda}_{L,n,m}}{\gamma} \right) + \sum_{m \in D} \alpha \left( 1 - \sum_{L : m \notin L, n : n \in L} \sum_{n'} \frac{\tilde{\lambda}_{L,n,m}}{\alpha} - \sum_{L : m \notin L, n : n \in L} \sum_{n'} \frac{\tilde{\lambda}_{L,n,m}}{\gamma} \right),
\]

(3.9)

which is the maximum amount by which \( \sum_{L \in \mathcal{L}} \lambda_{L} \) can be increased until the boundary of the capacity region is hit. From the proof of Lemma 3.4 we can see that \( C_R \) of \( \lambda \) is maximized with the ideal load decomposition. It can be determined by the following linear program. We refer to it as the *service optimization problem*:

\[
\max_{\{ \lambda_{L,n,m} \}} C_R(\{ \lambda_{L,n,m} \})
\]

subject to constraints (3.4)-(3.6).

**Remark.** The two iterative procedures given in the proofs of Lemmas 3.3-3.4 provide a construction of an optimal solution of the corresponding linear program.
3.3 Throughput Optimality

We devote this section to the proof of the following theorem:

**Theorem 3.1. (Throughput Optimality)** The proposed algorithm is throughput optimal. That is, it stabilizes any arrival rate vector strictly within the capacity region.

By Lemma 3.2, it is equivalent to prove that the proposed algorithm stabilizes any arrival rate vector within $\Lambda$, defined in 3.2.1. The standard approach using a quadratic Lyapunov function does not apply in our setting, as a remote queue, despite its large queue length, can continue to grow, while a shorter queue receives local service, hence increasing the quadratic drift. Although the remote queue will be served after the local queue is empty, the time taken to obtain a negative drift will depend on the system state.

To address the challenge, we treat the helper and beneficiary subsystems, as defined in Lemma 3.4, separately. The proof has three main steps. First, we show that the helper subsystem is stable using an extension of Lemma 1 in [59]. If the beneficiary subsystem is empty, this alone proves Theorem 3.1. In the case where the beneficiary subsystem is non-empty, we show that the beneficiary queues are either all stable or none of them is stable. This allows us to show the stability of the beneficiary subsystem by contradiction.

Let $M_h$ and $M_b$ denote the number of helpers and beneficiaries, respectively. For simplicity, assume that $\mathcal{H} = \{1, 2, \cdots, M_h\}$, and $\mathcal{B} = \{M_h + 1, \cdots, \cdots, M\}$. Let $Q^{(H)}(t)$ and $Q^{(B)}(t)$ denote the vector of helper queues and beneficiary queues, respectively.

### 3.3.1 Stability of Helper Subsystem

We have the following lemma for the stability of the helper subsystem.

**Lemma 3.5.** For any arrival rate vector $\lambda \in \Lambda$, the helper queues defined by its ideal load decomposition will be stabilized with the proposed algorithm.

Throughout this subsection, notations with superscript $^{(H)}$ are used to denote the corresponding vectors for helpers. Since the arrivals and services for helpers depend on the state of beneficiaries, $\{Z^{(H)}(t) = (Q^{(H)}(t), f^{(H)}(t)), t \geq 0\}$ itself is not a Markov chain. Here we use an extension of a lemma by
Hajek [60], as presented in [59]. This lemma will be also useful in the heavy-traffic analysis.

**Lemma 3.6.** For an irreducible and aperiodic Markov chain \( \{X(t), t \geq 0\} \) over a countable state space \( \mathcal{X} \), suppose \( V : \mathcal{X} \rightarrow \mathbb{R}^+ \) is a nonnegative-valued Lyapunov function. For some positive integer \( T \), we define the \( T \) time slot drift of \( V \) at \( X \) as

\[
\Delta V(X) \overset{\Delta}{=} [V(X(t_0 + T)) - V(X(t_0))]I(X(t_0) = X),
\]

where \( I(\cdot) \) is the indicator function. If the drift satisfies the following conditions:

(C1). There exist a constant \( \delta > 0 \) and \( \sigma \) such that

\[
\mathbb{E}[\Delta V(X) | X(t_0) = X] \leq -\delta, \text{ for all } X \in \mathcal{X}, \text{ with } V(X) \geq \sigma.
\]

(C2). There exists a constant \( D \) such that

\[
\mathbb{P}(\Delta V(X) \leq D) = 1, \text{ for all } X \in \mathcal{X}.
\]

Then there exists a \( \theta^* > 0 \) and a \( C^* < \infty \) such that

\[
\limsup_{t \to \infty} \mathbb{E}[e^{\theta^* V(X(t))}] \leq C^*.
\]

If furthermore the Markov chain \( \{X(t), t \geq 0\} \) is positive recurrent, then \( V(X(t)) \) converges in distribution to a random variable \( \hat{V} \) for which

\[
\mathbb{E}[e^{\theta^* \hat{V}}] \leq C^*,
\]

which implies that all moments of \( \hat{V} \) exist and are finite.

By Lemma 3.6, the helper subsystem is stable if there exists a positive integer \( T \) and a Lyapunov function \( V \) defined on the subsystem only whose \( T \) time slot drift satisfies conditions (C1) and (C2). To prove that the \( T \) time slot drift satisfies condition (C1), we need the following lemmas. The main idea is to use the ideal load decomposition as a potential set of arrival rates, and show that
1) The actual load arriving at $Q_m$ with the proposed load balancing step is dominated, in an appropriate sense, by the ideal decomposition.

2) The local service at a helper server is sufficient to accommodate all load arriving at its queue according to the ideal decomposition.

We defer the proof of these lemmas to Appendix A. Note that $\lambda^{*}_{m}$ is the pseudo-arrival rate of local tasks for queue $Q_m$ according to the ideal load decomposition. With a slight abuse of notation, let $\lambda^{*(H)}$ denote the corresponding pseudo-arrival rate vector for helpers.

**Lemma 3.7. (Arrival.)** Consider any arrival rate vector $\lambda \in \Lambda$ and $H$ is the corresponding helper set defined in Lemma 3.4. Then under the proposed algorithm, for any $t \geq t_0$,

$$\mathbb{E} \left[ \langle Q^{(H)}(t), A^{(H)}(t) \rangle - \langle Q^{(H)}(t), \lambda^{*(H)} \rangle | Z(t_0) \right] \leq 0.$$  

The lemma states that the actual arrival rate on the left-hand side of the equation is dominated by the arrival rates in the ideal decomposition, in a dot product with the queue lengths. It indicates that the proposed algorithm keeps the number of tasks at least as balanced as the ideal decomposition. The main idea of the proof is to regroup the arrival rates according to the types of tasks, and use the fact that an incoming task always joins the shortest queue.

**Lemma 3.8. (Local service.)** Consider any arrival rate vector $\lambda \in \Lambda$ and $H$ is the corresponding helper set defined in Lemma 3.4. Then under the proposed algorithm, there exists $T_1 > 0$ such that for any $T > T_1$ and any $t_0$,

$$\mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} \left( \langle Q^{(H)}(t), \lambda^{*(H)} \rangle - \langle Q^{(H)}(t), S^{(H)}(t) \rangle \right) | Z(t_0) \right] \leq -\theta_1 \|Q^{(H)}(t_0)\|_1 + C_1,$$  

where $\theta_1 > 0$ and $C_1$ are constants independent of $Z(t_0)$.

Recall that for any $m \in H$, $\lambda^{*}_m = \lambda^{*'}_m$, i.e., all arrivals are served locally under the ideal decomposition. Thus Lemma 3.8 indicates that all servers are able to accommodate their local load assigned by the ideal decomposition. The proof uses the fact that the local service rate is always $\alpha$ as long as there
is local tasks present, and the inequality is obtained using the definition of the capacity region.

Proof of Lemma 3.5. Consider the following Lyapunov functions:

\[ V_h(Z) = \|Q^{(H)}\|, \quad W_h(Z) = \|Q^{(H)}\|^2, \]

with the corresponding \( T \)-period drifts denoted by:

\[ \Delta V_h(Z) := [V_h(Z(t_0 + T)) - V_h(Z(t_0))]I(Z(t_0) = Z), \]

\[ \Delta W_h(Z) := [W_h(Z(t_0 + T)) - W_h(Z(t_0))]I(Z(t_0) = Z). \]

Observe that \( V_h(Z) = \sqrt{W_h(Z)} \). By the concavity of the square root function, we have

\[ \Delta V_h(Z) \leq \frac{1}{2\|Q^{(H)}\|}[W_h(Z(t_0 + T)) - W_h(Z(t_0))]I(Z(t_0) = Z) = \frac{\Delta W_h(Z)}{2\|Q^{(H)}\|}. \]

We first analyze \( \Delta W_h(Z) \).

\[
\mathbb{E} \left[ \Delta W_h(Z) \mid Z(t_0) \right] = \mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} \left( \|Q^{(H)}(t+1)\| - \|Q^{(H)}(t)\| \right) \mid Z(t_0) \right]
\]

\[
= \mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} \left( 2\langle Q^{(H)}(t), A^{(H)}(t) - S^{(H)}(t) \rangle + 2\langle Q^{(H)}(t), U^{(H)}(t) \rangle \right)
\]

\[ + \|A^{(H)}(t) - S^{(H)}(t) + U^{(H)}(t)\|^2 \mid Z(t_0) \right]. \]

By Lemma 3.1, \( \langle Q^{(H)}(t), U^{(H)}(t) \rangle \leq M^2 \). Since both the arrival vector \( A^{(H)}(t) \) and the service vector \( S^{(H)}(t) \) are bounded, so as the unused service vector \( U^{(H)}(t) \), we can upper bound \( \|A^{(H)}(t) - S^{(H)}(t) + U^{(H)}(t)\|^2 \) by a constant. Thus the \( T \)-time slot drift can be bounded as

\[
\mathbb{E} \left[ \Delta W_h(Z) \mid Z(t_0) \right] \leq 2\mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} \langle Q^{(H)}(t), A^{(H)}(t) - S^{(H)}(t) \rangle \mid Z(t_0) \right] + C. \quad (3.11)
\]

We split the expectation term in (3.11) into two terms by adding and
subtracting an term involving an ideal decomposition \( \{ \lambda^*_{L,m,n} \} \) of \( \lambda \).

\[
E \left[ \sum_{t=t_0}^{t_0+T-1} \langle Q(\mathcal{H})(t), A(\mathcal{H})(t) - S(\mathcal{H})(t) \rangle \mid Z(t_0) \right]
\]
\[
= E \left[ \sum_{t=t_0}^{t_0+T-1} \left( \langle Q(\mathcal{H})(t), A(\mathcal{H})(t) \rangle - \langle Q(\mathcal{H})(t), \lambda^*(\mathcal{H}) \rangle \right) \mid Z(t_0) \right]
\]
\[
+ E \left[ \sum_{t=t_0}^{t_0+T-1} \left( \langle Q(\mathcal{H})(t), \lambda^*(\mathcal{H}) \rangle - \langle Q(\mathcal{H})(t), S(\mathcal{H})(t) \rangle \right) \mid Z(t_0) \right].
\] (3.12)

By Lemmas 3.7 and 3.8, it follows that

\[
E [\Delta W_h(Z) \mid Z(t_0)] \leq -2\theta_1 \| Q(\mathcal{H})(t_0) \|_1 + C_2,
\]

where \( \theta_1 \) and \( C_2 \) are two positive constants independent of \( Z(t_0) \). Therefore,

\[
E [\Delta V_h(Z) \mid Z(t_0)] \leq \frac{-2\theta_1 \| Q(\mathcal{H})(t_0) \|_1 + C_2}{2\| Q(\mathcal{H})(t_0) \|} \leq -\theta_1 + \frac{C_2}{2\| Q(\mathcal{H})(t_0) \|},
\]

where the second inequality comes from the fact that \( l_2 \) norm of a non-negative vector is always less than its \( l_1 \) norm. This means that we have a negative drift for sufficiently large \( V_h(Z) \).

In addition, by the boundedness of arrivals and service, we have

\[
\| Q(\mathcal{H})(t) \| - \| Q(\mathcal{H})(t_0) \| \leq \| Q(\mathcal{H})(t) - Q(\mathcal{H})(t_0) \| \leq T \sqrt{M_h} \max \{ M, C_A \}.
\]

Thus the drift of \( V_h(Z) \) is finite with probability 1. By Lemma 3.6, \( V_h(Z(t)) \) converges in distribution to a random variable \( \hat{V}_h \), and there exist constants \( \theta_h^* \) and \( C_h^* \) with \( \theta_h^* > 0 \) such that \( E \left[ e^{\theta_h^* \hat{V}_h} \right] \leq C_h^* \), which implies that the helper subsystem is stable.

Consider the helper subsystem in steady state. Observe that the total arrival rate for this subsystem is at most \( \sum_{L \in \mathcal{L}_H} \lambda_L \), where \( \mathcal{L}_H^* \) is the set of task types that have at least one local server in \( \mathcal{H} \). Since arrivals at the helper subsystem can be processed remotely, the total amount of local service provided by helper servers is no greater than \( \sum_{L \in \mathcal{L}_H^*} \lambda_L \). Hence the total amount of remote service provided by all helpers in steady state, denoted by
$R_H$, can be lower bounded as

$$R_H \geq \gamma \left(M_h - \frac{1}{\alpha} \sum_{\bar{L} \in L^*_H} \lambda_{\bar{L}}\right).$$

### 3.3.2 Stability of Beneficiary Subsystem

Assume that the beneficiary subsystem is non-empty. We will prove the following important property of the beneficiary subsystem.

**Lemma 3.9.** For any arrival rate vector $\lambda \in \Lambda$, either all queues in $B$ are stable or none of them is stable.

**Proof.** We prove this lemma by contradiction. Let $F$ and $F^c$ denote the set of stable and unstable beneficiaries, respectively. Assume that $F \neq \emptyset$ and $F^c \neq \emptyset$. By Lemma 3.5, helper queues $H$ are stable. Consider the system with queues $F \cup H$ in steady state. Since queues in $F^c$ grow with time, the probability that the maximum queue is among $F \cup H$ is arbitrarily small. Hence the amount of remote service offered by helpers and devoted to queues $F \cup H$ can be arbitrarily small, denoted by $\delta > 0$. Consider the following two arrival scenarios for $F$:

**Case (1):** $\mathbb{E}[\sum_{m \in F} A_m(t)] > |F|\alpha$.

Then $\exists k \in F$ such that $\mathbb{E}[A_k(t)] \geq \mathbb{E}[\sum_{m \in F} A_m(t)] / |F| > \alpha$. Thus there exists a constant $\theta > 0$ such that $\mathbb{E}[A_k(t)] \geq \alpha + \theta$. Note that $\forall m \in F$, the amount of service it receives satisfies $\mathbb{E}[S_m(t)] \leq \alpha + \delta$. Choosing sufficiently small $\delta < \theta$, we can have $\mathbb{E}[S_k(t)] < \mathbb{E}[A_k(t)]$, which contradicts with the assumption that beneficiary $k$ is stable.

**Case (2):** $\mathbb{E}[\sum_{m \in F} A_m(t)] = |F|\alpha$.

The total arrival rate for $F^c$ is given by $\mathbb{E}[\sum_{m \in F^c} A_m(t)] = \sum_{\bar{L} \in L} \lambda_{\bar{L}} - |F|\alpha + \sigma$, where $\sigma \geq 0$ is the amount of arrivals local to some server in $H$ but join $F^c$. It can be made arbitrarily small as queues in $F^c$ become sufficiently large.

Consider service received by $F^c$. For any $m \in F^c$, its instability implies $\mathbb{P}[Q_m(t) = 0] = 0$, hence $\mathbb{E}[S^l_m(t)] = \alpha$. We have $\mathbb{E}[\sum_{m \in F^c} S_m(t)] \geq \alpha|F^c| + R_H - \delta$. Define $\epsilon = \alpha M_b + \gamma(M_h - \frac{1}{\alpha} \sum_{\bar{L} \in L^*_H} \lambda_{\bar{L}}) - \sum_{\bar{L} \in L^*_H} \lambda_{\bar{L}}$. Since the ideal load decomposition satisfies (3.1), $\epsilon$ is a positive constant. Select
small $\delta$ and $\sigma$ such that $\delta < \frac{\epsilon}{4}$, and $\sigma < \frac{\epsilon}{4}$. Then $\exists T > 0$ such that for $\forall t > T$,

$$
\mathbb{E}\left[ \sum_{m \in F^c} S_m(t) \right] > \mathbb{E}\left[ \sum_{m \in F^c} A_m(t) \right] + \frac{\epsilon}{2}.
$$

This contradicts with the assumption that all queues in $F^c$ are unstable. This completes the proof.

Next we show the stability of the beneficiary subsystem.

**Lemma 3.10.** For any arrival rate vector $\lambda \in \Lambda$, all queues in $B$ will be stabilized under the proposed algorithm.

**Proof.** Again, we prove the statement by contradiction. By Lemma 3.9, we can assume that all beneficiaries are unstable. With a similar argument as the second case in the proof of Lemma 3.9, we can show that this assumption does not hold. Therefore, all beneficiaries are stable.

### 3.4 Heavy-traffic Optimality

In this section, we show that the proposed algorithm achieves queue length optimality in the heavy-traffic limit. That is, the proposed algorithm asymptotically minimizes the number of backlogged tasks. We consider the two cases separately: locally overloaded and evenly loaded. The proof follows the Lyapunov drift-based approach recently developed in [59]. The main steps include: 1. Obtain a lower bound on the expected queue length as $\epsilon \to 0$; 2. Establish state-space collapse of the system in the heavy-traffic limit; 3. Obtain a matching upper bound on the expected queue length as $\epsilon \to 0$. However, as the “local-tasks first” policy excludes the use of a quadratic Lyapunov function, the main challenge is to prove the state-space collapse and derive a matching upper bound for the locally overloaded case. The main idea is to first show uniform boundedness for the helper queues, and analyze the Lyapunov drift for the beneficiary subsystem with a steady-state helper subsystem, and bound the amount of remote service received by helpers and the amount of helper traffic routed to beneficiaries. The proof for the evenly loaded case is considerably simpler.
3.4.1 Locally Overloaded Traffic

With locally overloaded traffic, there exists a set of beneficiary queues. Without loss of generosity, consider the traffic regime such that \( \{1, 2, \cdots, M_h\} \) are helper servers and \( \{M_h + 1, \cdots, M\} \) are beneficiary servers, where \( 0 < M_h < M \). Additionally, there exists an ideal decomposition such that the pseudo-arrival rate for any beneficiary is strictly greater than its local processing capacity. That is, for any \( n \in \mathcal{B} \),

\[
\lambda^*_n = \sum_{\bar{L} \in \mathcal{L}_B, n \in \bar{L}} \sum_m \lambda^*_{\bar{L}, n, m} > \alpha.
\]

It is easy to verify that this condition is equivalent to the following: for any subset \( \mathcal{G} \) of \( \mathcal{B} \),

\[
\sum_{\bar{L} \in \mathcal{L}(\mathcal{G})} \lambda_{\bar{L}} > |\mathcal{G}| \alpha, \tag{3.14}
\]

where \( \mathcal{L}(\mathcal{G}) = \{\bar{L} \in \mathcal{L}_B \mid \exists m \in \mathcal{G}, s.t., m \in \bar{L}\} \) is the set of task types in \( \mathcal{L}_B \) that are local to some servers in \( \mathcal{G} \). We call this condition the heavy locally overloaded traffic condition. Assume that the arrivals local to helpers satisfy

\[
\sum_{\bar{L} \in \mathcal{L}_H^*} \lambda_{\bar{L}} \equiv \Phi \alpha, \tag{3.15}
\]

where \( 0 \leq \Phi < M_h \). For any \( \lambda \in \Lambda \), it satisfies that \( \sum_{\bar{L} \in \mathcal{L}} \lambda_{\bar{L}} < M_h \alpha + \Phi \alpha + \gamma(M_h - \Phi) \). We assume that

\[
\sum_{\bar{L} \in \mathcal{L}} \lambda_{\bar{L}} = M_h \alpha + \Phi \alpha + \gamma(M_h - \Phi) - \epsilon, \tag{3.16}
\]

i.e.,

\[
\sum_{\bar{L} \in \mathcal{L}_B} \lambda_{\bar{L}} = M_h \alpha + \gamma(M_h - \Phi) - \epsilon,
\]

where \( \epsilon > 0 \) characterizes the distance between the arrival rate vector and the capacity boundary. We will make a further assumption that the \( \sum_{\bar{L} \in \mathcal{L}_H^*} \lambda_{\bar{L}} \) is independent of \( \epsilon \). That is, the total local load for helpers is fixed. This assumption can be removed with more care. The heavy traffic condition for the locally overloaded scenario is now articulated as follows.
Assumption 1 (Assumption for the heavy locally overloaded traffic). Consider the arrival processes \( \{A_L^{(\epsilon)}(t), t \geq 0\}_{L \in \mathcal{L}}, \) parameterized by \( \epsilon > 0, \) with mean arrival rate vector \( \lambda^{(\epsilon)} \) satisfying the heavy locally overloaded traffic condition (3.14), and equations (3.15)-(3.16). Arrivals local to helpers \( \{A_L^{(\epsilon)}(t), t \geq 0\}_{L \in \mathcal{L}_H} \) are independent of \( \epsilon. \) The variance of the number of arrivals that are only local to beneficiaries, i.e., \( \text{Var}(\sum_{L \in \mathcal{L}_B} A_L^{(\epsilon)}(t)) \), is denoted as \( (\sigma_b^{(\epsilon)})^2 \), which converges to \( \sigma_b^2 \) as \( \epsilon \downarrow 0. \)

The corresponding Markov chain \( \{Z^{(\epsilon)}(t) = (Q^{(\epsilon)}(t), f^{(\epsilon)}(t)), t \geq 0\} \) has been shown to be positive recurrent. Hence the queue-length vector process \( Q^{(\epsilon)}(t) \) converges in distribution to a random vector \( \bar{Q}^{(\epsilon)} \) for any \( 0 < \epsilon < \bar{\epsilon}, \) where \( \bar{\epsilon} \) is a positive constant. All theorems in this section concern the steady-state queueing process \( \bar{Q}^{(\epsilon)}. \)

Helper Subsystem

To establish the heavy-traffic optimality of the proposed algorithm, we first show uniform boundedness for the helper subsystem.

**Theorem 3.2. (Helper queues)** Consider the limiting queueing process \( \bar{Q}^{(\epsilon)} \) under the proposed algorithm, with the arrival processes \( \{A_L^{(\epsilon)}(t), t \geq 0\}_{L \in \mathcal{L}}, \) parameterized by \( \epsilon > 0, \) satisfying Assumption 1. Then there exist a sequence of finite numbers \( \{N_r : r \in \mathbb{N}\} \) such that for each positive integer \( r, \)

\[
\mathbb{E}\left[\|\bar{Q}^{(\epsilon, H)}\|^r\right] \leq N_r.
\]

Therefore,

\[
\lim_{\epsilon \downarrow 0} \epsilon \mathbb{E}\left[\sum_{m \in \mathcal{H}} \bar{Q}^{(\epsilon)}_m\right] = 0.
\]

Theorem 3.2 states that the expected queue length of \( \bar{Q}^{(\epsilon, H)} \) is bounded and independent of \( \epsilon. \) The theorem follows from the same Lyapunov function for Lemma 3.5, which, with the positive recurrence of \( \{Z(t), t \geq 0\}, \) implies that all moments of \( \bar{Q}^{(\epsilon, H)} \) are bounded according to Lemma 3.6. Therefore, we only need to consider the beneficiary queue lengths in the rest of Section 3.4.1.
Lower Bound

To obtain a lower bound on the steady-state expected beneficiary queue lengths, we consider a hypothetical single server system with the arrival process \( \{a^{(e)}(t), t \geq 0\} \) and the service process \( \{\beta^{(e)}(t), t \geq 0\} \), where

\[
a^{(e)}(t) = \sum_{L \in \mathcal{L}} A^{(e)}_L(t), \quad \beta^{(e)}(t) = \sum_{i \in \mathcal{B}} X_i(t) + \sum_{j \in \mathcal{H}} Y_j(t).
\]

Assume that \( \{A^{(e)}_L(t)\}_{L \in \mathcal{L}} \) satisfies Assumption 1. Here \( \{X_i(t)\}_{i \in \mathcal{B}} \) and \( \{Y_j(t)\}_{j \in \mathcal{H}} \) are independent and each process is temporally i.i.d. For any \( i \in \mathcal{B} \), let \( X_i(t) \sim Bern(\alpha) \). And for all \( j \in \mathcal{H} \), \( Y_j(t) \sim Bern(\gamma(1 - \rho_j^{(e)})) \), where \( \rho_j^{(e)} \) is the proportion of time helper \( j \) spends on local tasks in steady state. Hence \( E\left[\sum_{j \in \mathcal{H}} Y_j(t)\right] \) represents the total amount of remote service provided by helpers. We denote the variance of \( \beta^{(e)}(t) \) by \( (\nu_b^{(e)})^2 \), which converges to a constant \( \nu_b^2 \) as \( \epsilon \to 0 \). Let \( \{\Psi^{(e)}(t)\} \) denote the corresponding queue-length process. Assume the single server starts with an empty state, i.e., \( \Psi^{(e)}(0) = 0 \). Then \( \Psi^{(e)}(t) \) is stochastically smaller than the total beneficiary queue-length process \( \sum_{m \in \mathcal{B}} Q^{(e)}_m(t) \) of the original system.

As \( \{\Psi^{(e)}(t), t \geq 0\} \) is a positive recurrent Markov Chain, it converges in distribution to a random variable \( \bar{\Psi}^{(e)} \). Utilizing Lemma 4 in [59], one can bound \( E\left[\bar{\Psi}^{(e)}\right] \) as follows:

\[
E\left[\bar{\Psi}^{(e)}\right] \geq \frac{(\sigma_b^{(e)})^2 + (\nu_b^{(e)})^2 + \epsilon^2}{2\epsilon} - \frac{M}{2},
\]

which gives a lower bound on \( E\left[\sum_{m \in \mathcal{B}} \bar{Q}^{(e)}_m\right] \). We have the following theorem.

**Theorem 3.3. (Lower Bound)** Consider the scheduling problem under an arrival process \( \{A^{(e)}_L(t), t \geq 0\}_{L \in \mathcal{L}} \) satisfying Assumption 1. Thus under the proposed algorithm, the queue-length vector process \( \bar{Q}^{(e)}(t) \) converges in distribution to a random vector \( \bar{Q}^{(e)} \) for any \( \epsilon \) with \( 0 < \epsilon < \bar{\epsilon} \). Then

\[
E\left[\sum_{m \in \mathcal{B}} \bar{Q}^{(e)}_m\right] \geq \frac{(\sigma_b^{(e)})^2 + (\nu_b^{(e)})^2 + \epsilon^2}{2\epsilon} - \frac{M}{2}.
\]
Therefore, in the heavy traffic limit as $\epsilon \downarrow 0$,

$$\liminf_{\epsilon \downarrow 0} \epsilon E \left[ \sum_{m \in B} \bar{Q}_m^{(\epsilon)} \right] \geq \frac{\sigma_b^2 + \nu_b^2}{2}. \quad (3.17)$$

**State Space Collapse**

We will show that under the proposed algorithm, the multi-dimensional state of the system collapses to a single dimension. State space collapse is a key step in establishing heavy-traffic optimality. The prioritized service makes it difficult to show state space collapse of the whole queue length vector $Q$. Instead, we first show the steady-state beneficiary queue-length vector concentrates along a single direction. Then, it follows from Theorem 3.2 that the system state collapses to a particular direction.

Throughout this subsection, we use notations with superscript $(B)$ to denote the corresponding vectors for beneficiaries. Let the queueing and working status process for beneficiaries be represented as $\{Z^{(B)}(t) = (Q^{(B)}(t), f^{(B)}(t))\}$.

Define

$$c_b = \frac{1}{\sqrt{M_b}} (1, 1, \ldots, 1). \quad (3.18)$$

Then the parallel and perpendicular components of the queue length vector $Q^{(B)}$ with respect to $c_b$ are given by:

$$Q_{\parallel}^{(B)} = \langle c_b, Q^{(B)} \rangle c_b, \quad Q_{\perp}^{(B)} = Q^{(B)} - Q_{\parallel}^{(B)}.$$

We will establish state-space collapse of $Q^{(B)}$ along the direction $c_b$, by showing that $Q_{\perp}^{(B)}$ is bounded and independent of the heavy-traffic parameter $\epsilon$.

**Remark.** With the bounded moments of the helper queue lengths, the whole queue length vector $Q$ collapses to the following direction $c$:

$$c = \frac{1}{\sqrt{M_b}} \left( \begin{array}{c} 0, 0, \ldots, 0, 1, 1, \ldots, 1 \end{array} \right). \quad (3.19)$$

To establish state space collapse, we need to show that when the arrival rate vector $\lambda$ satisfies the heavy locally overloaded traffic assumption, there exists an ideal load decomposition $\{\lambda_{L,m,n}^*\}$ satisfying the following proposition in addition to Lemma 3.4. The proof is provided in Appendix A.
Lemma 3.11. Consider an arrival rate vector $\lambda$ that satisfies the heavy locally overloaded traffic assumption, with $0 < \epsilon < \bar{\epsilon}$, where $\bar{\epsilon}$ is a positive constant. Then there exists a decomposition $\{\lambda^*_L,n,m\}$ of $\lambda$ satisfying the following conditions:

1. $\forall m \in \mathcal{B}$,
   $$\sum_{L,m \in L} \frac{\lambda^*_L,m,m}{\alpha} = 1 - \epsilon_b;$$

2. $\forall m \in \mathcal{B}$, $\exists \bar{L} \in \mathcal{L}$, s.t. $\sum_{n \in \mathcal{H}} \lambda^*_L,m,n \geq \lambda_0$;

where $\epsilon_b$ is a constant satisfying $0 < \epsilon_b < \frac{\epsilon}{\alpha M_b}$, and $\lambda_0$ is a positive constant not depending on $\epsilon$.

The following theorem formally states the state space collapse result.

Theorem 3.4. (State space collapse) Consider the scheduling problem under an arrival process $\{A^{(\epsilon)}_L(t), t \geq 0\}_{L \in \mathcal{L}}$ satisfying Assumption 1. Thus under the proposed algorithm, the queue-length vector process $Q^{(\epsilon)}(t)$ converges in distribution to a random vector $\bar{Q}^{(\epsilon)}$ for any $\epsilon$ with $0 < \epsilon < \bar{\epsilon}$. Then, there exists a sequence of finite numbers $\{\hat{C}_r : r \in \mathbb{N}\}$ such that for each positive integer $r$,

$$\mathbb{E}\left[\left\|\bar{Q}^{(\epsilon),\mathcal{B}}_\perp\right\|^r\right] \leq \hat{C}_r,$$

where $\bar{Q}^{(\epsilon),\mathcal{B}}_\perp$ is the component of $\bar{Q}^{(\epsilon),\mathcal{B}}$ perpendicular to the direction $c_b$ defined in (3.18).

Moreover, there exists a sequence of finite numbers $\{C_r : r \in \mathbb{N}\}$ such that for each positive integer $r$,

$$\mathbb{E}\left[\left\|\bar{Q}^{(\epsilon)}_\perp\right\|^r\right] \leq C_r,$$

where $\bar{Q}^{(\epsilon)}_\perp$ is the component of $\bar{Q}^{(\epsilon)}$ perpendicular to the direction $c$ defined in (3.19).

We need the following lemmas to prove Theorem 3.4.

Lemma 3.12. Let $c$ be a vector with unit norm in $\mathbb{R}^{M_b}$. Then for any $t \geq 0$,

$$\left|\left|Q^{(\mathcal{B})}_\perp(t + 1)\right|\right|^2 - \left|\left|Q^{(\mathcal{B})}_\perp(t)\right|\right|^2 \geq 2\langle c_b, Q^{(\mathcal{B})}_\perp(t)\rangle\langle c_b, A^{(\mathcal{B})}(t) - S^{(\mathcal{B})}(t)\rangle,$$
where $Q_{\parallel}^{(B)}$ is the parallel component of the beneficiary queue length vector $Q^{(B)}$ with respect to the direction $c$.

**Lemma 3.13.** Consider a time slot $t_0$ and a positive integer $T$. Let $c$ be a vector with unit norm in $\mathbb{R}^M$. Then for any $t$ with $t_0 \leq t < t_0 + T$,

$$
\left\| Q_{\parallel}^{(B)}(t) \right\| - \left\| Q_{\parallel}^{(B)}(t_0) \right\| \leq T \sqrt{M} \max\{M, C_A\}, \quad (3.20)
$$

where $Q_{\perp}^{(B)}$ is the perpendicular component of the beneficiary queue length vector $Q^{(B)}$ with respect to the direction $c$.

**Lemma 3.14.** Consider a time slot $t_0$ and a positive integer $T$. For any $t$ with $t_0 \leq t < t_0 + T$, let $G(t) = \langle Q^{(B)}(t), A^{(B)}(t) - S^{(B)}(t) - (c_b, Q^{(B)}(t)) \rangle - \langle c_b, A^{(B)}(t) - S^{(B)}(t) \rangle$. Then $G(t) \leq h \left\| Q_{\perp}^{(B)}(t_0) \right\| + F_0$, where $h = \sqrt{M} \max\{M, C_A\}$ and $F_0 = M_B T \max\{M, C_A\}^2$ are constants.

**Proof of Theorem 3.4.** Consider the following Lyapunov function

$$
V(Z^{(B)}) = \left\| Q_{\perp}^{(B)} \right\|.
$$

By Lemma 3.6, it is sufficient to show that the $T$-period drift of $V(Z^{(B)})$ is always finite and is negative for sufficient large $V$. Fix an $\epsilon$ within the range specified in the theorem. The $T$-time slot drift of $V$ is given by $\Delta V(Z^{(B)}) = [V(Z^{(B)}(t_0 + T)) - V(Z^{(B)}(t_0))] I(Z^{(B)}(t_0) = Z).$

First we show that $\Delta V(Z^{(B)})$ satisfies condition (C2). From lemma 3.13, we can see that $\mathbb{P} [\Delta V(Z^{(B)}) \leq C] = 1$ with $C = T \sqrt{M} \max\{M, C_A\}$.

Next we focus on condition (C1). Consider the following Lyapunov functions:

$$
W(Z^{(B)}) = \| Q^{(B)} \|^2, \quad W_{\parallel}(Z^{(B)}) = \| Q_{\parallel}^{(B)} \|^2,
$$

with the corresponding $T$-period drifts denoted by:

$$
\Delta W(Z^{(B)}) := [W(Z^{(B)}(t_0 + T)) - W(Z^{(B)}(t_0))] I(Z^{(B)}(t_0) = Z^{(B)}),
$$

$$
\Delta W_{\parallel}(Z^{(B)}) := [W_{\parallel}(Z^{(B)}(t_0 + T)) - W_{\parallel}(Z^{(B)}(t_0))] I(Z^{(B)}(t_0) = Z^{(B)}).
$$

Then $V(Z^{(B)}) = \sqrt{W(Z^{(B)}) - W_{\parallel}(Z^{(B)})}$. Due to the concavity of the square root function, the drift of $V(Z^{(B)})$ satisfies the following inequality
(Lemma 7 in [59]):

\[
\Delta V(Z^{(B)}) \leq \frac{1}{2\|Q^{(B)}\|} (\Delta W(Z^{(B)}) - \Delta W'_{||}(Z^{(B)})). \tag{3.21}
\]

As it is difficult to study the drift of \(V(Z^{(B)})\) directly, we will get started with the drifts of \(W(Z^{(B)})\) and \(W'_{||}(Z^{(B)})\).

For the drift \(\Delta W(Z^{(B)})\), following the same argument as in the derivation of the bound (3.11) on \(\Delta W(Z^{(B)})\), we can obtain

\[
\mathbb{E}\left[\Delta W(Z^{(B)}) \mid Z^{(B)}(t_0)\right] 
\leq 2\mathbb{E}\left[\sum_{t = t_0}^{t_0 + T - 1} \langle c_b, Q^{(B)}(t), A^{(B)}(t) - S^{(B)}(t) \rangle \mid Z^{(B)}(t_0)\right] + C',
\]

where \(C' > 0\) is a constant.

For the drift \(\Delta W'_{||}(Z^{(B)})\), by Lemma 3.12, we have

\[
\mathbb{E}\left[\Delta W'_{||}(Z^{(B)}) \mid Z^{(B)}(t_0)\right] 
\geq 2\mathbb{E}\left[\sum_{t = t_0}^{t_0 + T - 1} \langle c_b, Q^{(B)}(t), A^{(B)}(t) - S^{(B)}(t) \rangle \mid Z^{(B)}(t_0)\right].
\]

Let \(G(t) = \langle Q^{(B)}(t), A^{(B)}(t) - S^{(B)}(t) \rangle - \langle c_b, Q^{(B)}(t) \rangle \langle c_b, A^{(B)}(t) - S^{(B)}(t) \rangle\).

Combining the above two inequalities yields:

\[
\mathbb{E}\left[\Delta W(Z^{(B)}) - \Delta W'_{||}(Z^{(B)}) \mid Z^{(B)}(t_0)\right] 
\leq 2\mathbb{E}\left[\sum_{t = t_0}^{t_0 + T - 1} G(t) \mid Z^{(B)}(t_0)\right] + C'.
\]

To bound \(\mathbb{E}\left[\sum_{t = t_0}^{t_0 + T - 1} G(t) \mid Z^{(B)}(t_0)\right]\), we consider the following random variables

\[
t^*_m = \min\{\tau : \tau \geq t_0, f_m(\tau^-) = -1\}, m \in \mathcal{M},
\]

\[
t^* = \max_{m \in \mathcal{M}} t^*_m.
\]

Therefore, by the time slot \(t^*\), all servers have been available at least once.

We decompose the probability space into two parts by using \(t^*\): \(D_1 = \{t^* \geq t_0 + K \mid Z^{(B)}(t_0)\}\) and \(D_2 = \{t^* < t_0 + K \mid Z^{(B)}(t_0)\}\). Let \(T = JK\), where \(J\)
and \( K \) are positive integers. Then

\[
\mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} G(t) \mid Z(t_0) \right] = \mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} G(t) \mid Z(t_0), t^* \geq t_0 + K \right] \mathbb{P}[D_1] \tag{3.22}
\]

\[
+ \mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} G(t) \mid Z(t_0), t^* < t_0 + K \right] \mathbb{P}[D_2]. \tag{3.23}
\]

For the term (3.22), by Lemma 3.14 we have

\[
\mathbb{E} \left[ \sum_{t} G(t) \mid Z(t_0), t^* \geq t_0 + K \right] \leq hT \| Q^{(B)}(t_0) \| + F_0T. \tag{3.24}
\]

For the term (3.23), we divide the summation into two parts: from \( t = t_0 \) to \( t = t^* \) and from \( t = t^* + 1 \) to \( t = t_0 + T - 1 \). The first part can be bounded in a similar way as (3.22) by Lemma 3.14:

\[
\mathbb{E} \left[ \sum_{t=t_0}^{t^*} G(t) \mid Z(t_0), t^* < t_0 + K \right] \leq Kh \| Q^{(B)}(t_0) \| + KF_0. \tag{3.25}
\]

The key step is to bound \( \mathbb{E} \left[ \sum_{t=t_0+1}^{t_0+T} G(t) \mid t^* < t_0 + K, Z(t_0) \right] \).

For each \( m \in B \), define \( \hat{A}_m(t) = \sum_{L \in \mathcal{L}_B} A_{L,m} \), i.e., \( \hat{A} \) excludes arrivals that are also local to helpers from beneficiaries. Define \( \lambda^{*l}_{m} = \sum_{L_{m} \in \mathcal{L}} \lambda_{L_{m},m}^{*l} \) and \( \lambda^{*r}_{m} = \sum_{L_{m} \in \mathcal{L}} \sum_{n \neq m} \lambda_{L_{m},n}^{*r} \) from the ideal load decomposition \( \{ \lambda_{L,m,n}^{*} \} \) given by Lemma 3.11. Let \( T_d = t_0 + T - t^* \), and \( D(Q(t_0)) = M_b Q^{\text{max}}(t_0) - \sum_{m \in \mathcal{B}} Q_m(t_0) \), where \( Q^{\text{max}}(t) \) is the maximum beneficiary queue length at time \( t \). We use \( F_i, i \in \mathbb{N} \), to denote a positive constant not depending on \( \epsilon \). In the following argument, we temporarily omit the superscript \( (B) \) for brevity. Let \( e \) denote a vector of all ones in \( \mathbb{R}^{M_b} \), i.e., \( e = \sqrt{M_b}c_b \). We break \( G(t) \) into four groups and obtain an bound for each group.

\[
G(t) = \langle Q, \hat{A} \rangle - \langle Q, \lambda^{*l} \rangle - \langle Q^{\text{max}}e, \lambda^{*r} \rangle - \langle Q - Q^{\text{max}}e, \lambda_0 e \rangle
+ \langle Q - Q^{\text{max}}e, \lambda_0 e \rangle + \langle Q, \lambda^{*l} \rangle - \langle Q, S^{l} \rangle
+ \langle Q^{\text{max}}e, \lambda^{*r} \rangle - \langle Q, S^{r} \rangle - \langle c_b, Q \rangle \langle c_b, \hat{A} - S \rangle
- \langle c_b, Q \rangle \langle c_b, A - \hat{A} \rangle + \langle Q, A - \hat{A} \rangle.
\]
Bounds for the four groups are established by the following lemmas.

Lemma 3.15. (Arrivals)

\[
\mathbb{E} \left[ \sum_{t=t^*+1}^{t_0+T-1} \left( \langle Q(t), \hat{A}(t) \rangle - \langle Q(t), \lambda^t \rangle - \langle Q_{\text{max}}(t)e, \lambda^t \rangle \right) - \langle Q(t) - Q_{\text{max}}(t)e, \lambda_0 e \rangle \mid t^* < t_0 + K, Z^{(B)}(t_0) \right] \leq 0.
\]

Lemma 3.16. (Local service)

\[
\mathbb{E} \left[ \sum_{t=t^*+1}^{t_0+T-1} \left( \langle Q(t) - Q_{\text{max}}(t)e, \lambda_0 e \rangle + \langle Q(t), \lambda^t \rangle \right) - \langle Q(t), S_l(t) \rangle \mid t^* < t_0 + K, Z^{(B)}(t_0) \right] \leq -T_d \left[ \lambda_0 D(Q(t_0)) + \alpha \epsilon_0 \sum_{m \in B} Q_m(t_0) \right] + F_1.
\]

Lemma 3.17. (Remote service)

\[
\mathbb{E} \left[ \sum_{t=t^*+1}^{t_0+T-1} \left( \langle Q_{\text{max}}(t)e, \lambda^t \rangle - \langle Q(t), S_r(t) \rangle \right) - \langle c_b, Q(t) \rangle \langle c_b, \hat{A}(t) - S(t) \rangle \mid t^* < t_0 + K, Z^{(B)}(t_0) \right] \leq T_d \left[ \frac{\lambda_0}{4} D(Q(t_0)) + \alpha \epsilon_0 \sum_{m \in B} Q_m(t_0) \right] + F_2.
\]

Lemma 3.18. (Extra arrivals to beneficiaries)

\[
\mathbb{E} \left[ \sum_{t=t^*+1}^{t_0+T-1} \left( -\langle c_b, Q(t) \rangle \langle c_b, \hat{A}(t) - \hat{A}(t) \rangle + \langle Q(t), \hat{A}(t) - \hat{A}(t) \rangle \right) \mid t^* < t_0 + K, Z^{(B)}(t_0) \right] \leq T_d \frac{\lambda_0}{4} D(Q(t_0)) + F_3.
\]
Combining inequalities from Lemma 3.15-3.18 yields

\[
E \left[ \sum_{t=t^*+1}^{t_0+T-1} G(t) \mid Z^{(B)}(t_0), t^* < t_0 + K \right] \\
\leq - (t_0 + T - t^*) \lambda_0 \left( M_0 Q^{max}(t_0) - \sum_{m \in B} Q_m(t_0) \right) + F_1 + F_2 + F_3 \\
= - (t_0 + T - t^*) \lambda_0 \frac{1}{2} \| Q^{max}(t_0) e - Q^{(B)}(t_0) \|_1 + F_4, \\
\leq - (t_0 + T - t^*) \lambda_0 \frac{1}{2} \| Q^{max}(t_0) e - Q^{(B)}(t_0) \| + F_4,
\]

where \( F_4 = F_1 + F_2 + F_3 \), and \( \| \cdot \|_1 \) is the \( l_1 \) norm. The last inequality follows by the fact that the \( l_1 \) norm of a vector is no smaller than its \( l_2 \) norm.

As \( \langle c_b, Q^{(B)}(t) \rangle \) minimizes the convex function \( \| x c_b - Q^{(B)}(t_0) \| \) over \( x \in \mathbb{R} \), i.e.,

\[
\| Q^{max}(t_0) e - Q^{(B)}(t_0) \| \geq \| \langle c_b, Q^{(B)}(t) \rangle c_b - Q^{(B)}(t_0) \| = \| Q^{(B)}(t_0) \|,
\]

it follows that

\[
E \left[ \sum_{t=t^*+1}^{t_0+T-1} G(t) \mid Z^{(B)}(t_0), t^* < t_0 + K \right] \\
\leq - (t_0 + T - t^*) \lambda_0 \frac{1}{2} \| Q^{(B)}(t_0) \| + F_4 \\
\leq - (J - 1) K \lambda_0 \frac{1}{2} \| Q^{(B)}(t_0) \| + F_4. \tag{3.26}
\]

Denote \( \mathbb{P}[t^* \geq t_0 + K \mid Z(t_0)] \) by \( Y_K \). Substituting (3.24)-(3.26) in (3.22) and (3.23) yields

\[
E \left[ \sum_{t=t_0}^{t_0+T-1} G(t) \mid Z^{(B)}(t_0), t^* < t_0 + K \right] \leq - F_5 \| Q^{(B)}(t_0) \| + F_6,
\]

where \( F_5 = - Y_K hT - (1 - Y_K) hK + \frac{\lambda_0}{2} (1 - Y_K) (J - 1) K \) and \( F_6 = Y_K F_0 T + (1 - Y_K) F_0 K + (1 - Y_K) F_4 \).

Then from inequality (3.21), we can obtain the following upper bound on
the drift of $V(Z^{(B)})$:

\[
\mathbb{E} \left[ \Delta V(Z^{(B)}) \mid Z^{(B)}(t_0) \right] \leq -F_5 + \frac{F_6 + C'/2}{\|Q_{\perp}^{(B)}(t_0)\|}.
\]  

(3.27)

Observe that $\lim_{K, J \to \infty} F_5 = +\infty$. Thus for any $\delta > 0$, there exist large enough $K$ and $J$ such that $-F_5 < -\delta$. Pick any $\theta$ with $0 < \theta < \delta$ and let $\zeta = \frac{2F_6 + C'}{2(\delta - \theta)}$. Then $\mathbb{E} \left[ \Delta V(Z^{(B)}) \mid Z^{(B)}(t_0) \right] \leq -\theta$ for all $Z^{(B)}$ with $V(Z^{(B)}) = \|Q_{\perp}^{(B)}(t_0)\| \geq \zeta$. This means that the drift of $V(Z^{(B)})$ is negative for sufficiently large $V(Z^{(B)})$, as the constants $\theta$ and $\zeta$ do not depend on $\epsilon$. Therefore there exists a sequence of constants $\{\hat{C}_r : r \in \mathbb{N}\}$ such that $\mathbb{E} \left[ \|Q_{\perp}^{(\epsilon, B)}\|^r \right] \leq \hat{C}_r$ for each $r = 1, 2, \cdots$.

The parallel and perpendicular component of the queue length vector $Q$ with respect to $c \in \mathbb{R}^M$ defined in (3.19) are given by:

\[
Q_{\parallel} = \langle c, Q \rangle c = \frac{\sum_{k \in B} Q_k}{\sqrt{M_b}} c, \quad Q_{\perp} = Q - Q_{\parallel}.
\]

We note the fact that

\[
Q_{\perp} = (Q^{(H)}, Q_{\perp}^{(B)}).
\]

From Theorem 3.2, all moments of $Q^{(H)}$ are bounded. Together with the result for $Q_{\perp}^{(B)}$, it follows that all moments of $Q_{\perp}$ are bounded. That is, there exist a sequence of constants $\{C_r : r \in \mathbb{N}\}$ such that $\mathbb{E} \left[ \|Q_{\perp}\|^r \right] \leq C_r$ for each $r = 1, 2, \cdots$.

Upper Bound

We will derive an upper bound on the steady-state beneficiaries queue-length based, using the Lyapunov drift-based moment bounding technique developed in [59]. The main difficulty arises from the fact that the total amount of service received at beneficiary queues, $\sum_{m \in B} S_m(t)$, depends on the queueing process $Q(t)$: for any $m \in B$, the local service provided by server $m$, $\{S^l_m(t)\}$ is neither i.i.d, nor independent of $Q_m(t)$; the amount of remote service $B$ received, $\sum_{m \in B} S^r_m(t)$, relies on the occurrence of system states that the maximum queue is among $B$. In addition, the existence of tasks
types shared among $\mathcal{H}$ and $\mathcal{B}$, i.e., task types that are local to some helper and some beneficiary, makes total arrivals for $\mathcal{B}$, $\sum_{m \in \mathcal{B}} A_m(t)$, depend on $Q(t)$ as well. Hence we define the following ideal processes to decouple the dependence.

**Ideal local service process** $\hat{S}_l(t)$:

$$\hat{S}_l^m(t) = \begin{cases} X_l^m(t) & \text{if } m \in \mathcal{B} \\ S_l^m(t) & \text{if } m \in \mathcal{H}, \end{cases}$$

where the processes $\{X_l^m(t), t \geq 0\}_{m \in \mathcal{B}}$ is coupled with $\{S_l^m(t), t \geq 0\}_{m \in \mathcal{B}}$ in the following way: If $\eta_m(t) = m$, $X_l^m(t) = S_l^m(t)$; if $\eta_m(t) \neq m$, $X_l^m(t) = 1$ when $R_m(t) = 1$, and $X_l^m(t) \sim Bern\left(\frac{\alpha - \gamma}{1 - \gamma}\right)$ when $R_m(t) = 0$. Hence $\forall m \in \mathcal{B}$, $\{X_l^m(t), t \geq 0\}$ is i.i.d. with $X_l^m(t) \sim Bern(\alpha)$.

**Ideal remote service process** $\hat{R}(t)$:

$$\hat{R}_m(t) = \begin{cases} 0 & \text{if } m \in \mathcal{B} \\ X_r^m(t) & \text{if } m \in \mathcal{H}, \end{cases}$$

where the processes $\{X_r^m(t), t \geq 0\}_{m \in \mathcal{H}}$ is coupled with $\{R_m(t), t \geq 0\}_{m \in \mathcal{H}}$ in the following way: If $\eta_m(t) \neq m$, $X_r^m(t) = R_m(t)$; if $\eta_m(t) = m$, $X_r^m(t) \sim Bern(\gamma)$. Hence for $m \in \mathcal{H}$, $\{X_r^m(t), t \geq 0\}$ is i.i.d. with $X_r^m(t) \sim Bern(\gamma)$.

**Ideal scheduling decision process** $\hat{\eta}(t)$: For any $m \in \mathcal{B}$, $\hat{\eta}_m(t) = m$. For any $m \in \mathcal{H}$, $\hat{\eta}_m(t) = \eta_m(t)$ if $\eta_m(t) = m$; when $f_m(t^-) = -1$ and $Q_m(t) = 0$, $\hat{\eta}_m(t) = argmax_{n \in \mathcal{B}}\{Q_n(t)\}$. That is, idle helper server with empty local queue is scheduled to serve the maximum beneficiary queue under the *ideal scheduling*.

**Ideal remote service received** $\hat{S}_r(t)$:

$$\hat{S}_r^m(t) = \begin{cases} \sum_{m \in \mathcal{H}} \hat{R}_m(t) \cdot I_{\{\hat{\eta}_m(t) = n\}} & \text{if } n \in \mathcal{B} \\ 0 & \text{if } n \in \mathcal{H}, \end{cases}$$

Then the *ideal departure* for queue $m$ is given by $\hat{S}_m(t) = \hat{S}_l^m(t) + \hat{S}_r^m(t)$.

**Ideal arrival process** $\hat{A}(t)$: all task types local to both some helper and beneficiary are routed to helpers.
For \( m \in \mathcal{B} \), let
\[
\hat{A}_m(t) = \sum_{\bar{L} \in \mathcal{L} : m \in \bar{L}} A_{L,m} = A_m(t) - \sum_{\bar{L} \notin \mathcal{B} : m \in \bar{L}} A_{L,m}.
\]

For \( m \in \mathcal{H} \), let
\[
\hat{A}_m(t) = A_m(t) + \sum_{\bar{L} \notin \mathcal{B} : m \in \bar{L}} \frac{\sum_{n \in \bar{L} \cap \mathcal{B}} A_{L,n}}{|\{k : k \in \bar{L} \cap \mathcal{H}\}|}.
\]

Then we can rewrite the queue dynamics as
\[
Q(t+1) = Q(t) + \hat{A}(t) - \hat{S}(t) + \hat{U}(t),
\]
where \( \hat{U}(t) = \hat{S}(t) - S(t) + A(t) - \hat{A}(t) + U(t) \). This queue dynamics will be used to expand the Lyapunov drift.

We will use the following lemma to derive an upper bound on the expected beneficiary queue lengths. The lemma follows from the fact that the mean drift of function \( \|Q\|^2 \) equals zero when the system is in steady state.

**Lemma 3.19.** For the scheduling system, consider any arrival process with an arrival rate vector strictly within the capacity region. Suppose the queueing process is in steady state under the proposed algorithm. Then for any direction \( \mathbf{c} \in \mathbb{R}^M \), we have
\[
E\left[ \langle \mathbf{c}, Q(t) \rangle \langle \mathbf{c}, \hat{A}(t) \rangle - \langle \mathbf{c}, \hat{S}(t) \rangle \right] = E\left[ \langle \mathbf{c}, \hat{A}(t) \rangle - \langle \mathbf{c}, \hat{S}(t) \rangle \right] + E\left[ \langle \mathbf{c}, \hat{U}(t) \rangle \right].
\]

Considering the direction \( \mathbf{c} \) defined in (3.19), we can obtain an upper bound on \( E[\langle \mathbf{c}, Q(t) \rangle] = \frac{1}{\sqrt{M}} E\left[ \sum_{m \in \mathcal{B}} Q_m(t) \right] \) by bounding terms in (3.28) and (3.29).

**Theorem 3.5.** (Upper Bound) Consider the scheduling system under the proposed algorithm with the arrival process \( \{A_{L}^{(\epsilon)}(t), t \geq 0\}_{L \in \mathcal{L}} \) satisfying Assumption 1. Thus the queue-length vector process \( Q^{(\epsilon)}(t) \) converges in distribution to a random vector \( \bar{Q}^{(\epsilon)} \) for any \( \epsilon \) with \( 0 < \epsilon < \bar{\epsilon} \). Then the expected
beneficiary queue lengths in steady-state can be upper bounded as

\[ E \left[ \sum_{m \in B} \bar{Q}_m^{(\epsilon)} \right] \leq \left( \frac{\sigma_b^{(\epsilon)} + \nu_b^{(\epsilon)}}{2\epsilon} \right)^2 + \frac{\nu_b^2}{2} + D^{(\epsilon)}, \]

where \( D^{(\epsilon)} = o(\frac{1}{\epsilon}) \), i.e., \( \lim_{\epsilon \downarrow 0} \epsilon D^{(\epsilon)} = 0 \).

Therefore, in the heavy-traffic limit, the upper bound becomes,

\[ \limsup_{\epsilon \downarrow 0} \epsilon E \left[ \sum_{m \in B} \bar{Q}_m^{(\epsilon)} \right] \leq \sigma_b^2 + \frac{\nu_b^2}{2}. \]

This upper bound under heavy-traffic limit coincides with the lower bound (3.17), which establishes the first moment heavy-traffic optimality of the proposed algorithm.

**Proof.** For convenience, we temporarily omit the superscript \((\epsilon)\). Under the ideal arrival process, shared type tasks that join beneficiaries queues are redistributed among its helper local servers evenly. Hence

\[ E \left[ \sum_{m \in B} \hat{A}_m(t) \right] = E \left[ \sum_{L \in L_B} \hat{A}_L(t) \right] = \sum_{L \in L_B} \lambda_L = M_b \alpha + \gamma(M_h - \Phi) - \epsilon. \]

Let \( \rho_m \) denote the proportion of time server \( m \) spends on serving local queue \( m \) in steady state. Then

\[ E \left[ \sum_{m \in B} \hat{S}_m(t) \right] = M_b \alpha + \sum_{m \in H} \gamma(1 - \rho_m) = M_b \alpha + M_h \gamma - \gamma \sum_{m \in H} \rho_m, \]

\[ E \left[ \sum_{m \in H} \hat{S}_m(t) \right] = \sum_{m \in H} \alpha \rho_m, \]

\[ E \left[ \sum_{m \in B} \hat{S}_m(t) - \sum_{m \in B} \hat{A}_m(t) \right] = \epsilon + \gamma \left( \Phi - \sum_{m \in H} \rho_m \right) = \epsilon + \delta, \]

where \( \delta = \gamma(\Phi - \sum_{m \in H} \rho_m) \). Since the amount of local service provided by helpers \( \sum_{m \in H} \alpha \rho_m \) is not greater than the arrival rate of tasks local to helpers \( \sum_{L \in L_B^H} \lambda_L \equiv \Phi \alpha \), we have \( \delta \geq 0 \). We will further show that \( \delta \to 0 \) as \( \epsilon \downarrow 0 \) later.

For any time slot \( t \), we analyze each term in Lemma 3.19 with respect to
the collapse direction \(c\) defined in (3.19).

\[
\begin{align*}
\mathbb{E} \left[ \langle c, Q(t) \rangle \langle c, \hat{S}(t) - \hat{A}(t) \rangle \right] &= \frac{1}{M_b} \mathbb{E} \left[ \left( \sum_{m \in B} Q_m(t) \right) \left( \sum_{m \in B} \hat{S}_m(t) - \sum_{m \in B} \hat{A}_m(t) \right) \right] \\
&= \frac{(a)}{M_b} \mathbb{E} \left[ \sum_{m \in B} Q_m(t) \right] \mathbb{E} \left[ \sum_{m \in B} \hat{S}_m(t) - \sum_{m \in B} \hat{A}_m(t) \right] \\
&= \frac{\epsilon + \delta}{M_b} \mathbb{E} \left[ \sum_{m \in B} Q_m(t) \right], \quad (3.30)
\end{align*}
\]

where (a) follows from the fact that the total arrivals of tasks that are only local to beneficiaries do not depend on the beneficiary queue-lengths, so as the ideal service process for beneficiary queues.

\[
\begin{align*}
\text{Var} \left( \sum_{m \in B} \hat{A}_m(t) \right) &= \text{Var} \left( \sum_{L \in \mathcal{L}_B} A_L(t) \right) = (\sigma_b^{(e)})^2, \\
\text{Var} \left( \sum_{m \in B} \hat{S}_m(t) \right) &= M_b \alpha (1 - \alpha) + \sum_{m \in \mathcal{H}} \gamma (1 - \rho_m) [1 - \gamma (1 - \rho_m)] = (\nu_b^{(e)})^2,
\end{align*}
\]

where we recall that \((\sigma_b^{(e)})^2\) and \((\nu_b^{(e)})^2\) are the variances of the arrival process \(a^{(e)}(t)\) and the service process \(\beta^{(e)}\) for the single server system defined for the lower bound.

As \(\{\hat{A}(t)\}\) and \(\{\hat{S}(t)\}\) are independent, and \(\mathbb{E} \left[ \langle c, \hat{S} \rangle \right] - \mathbb{E} \left[ \langle c, \hat{A} \rangle \right] = \frac{\epsilon + \delta}{\sqrt{M_b}}\), it follows that

\[
\mathbb{E} \left[ \langle c, \hat{A}(t) - \hat{S}(t) \rangle ^2 \right] = \frac{1}{M_b} \left( (\sigma_b^{(e)})^2 + (\nu_b^{(e)})^2 + (\epsilon + \delta)^2 \right). \quad (3.31)
\]

In steady state, \(\mathbb{E} \left[ \langle c, \hat{A}(t) - \hat{S}(t) + \hat{U}(t) \rangle \right] = \mathbb{E} \left[ \langle c, Q(t+1) \rangle - \langle c, Q(t) \rangle \right] = 0\). Thus \(\mathbb{E} \left[ \langle c, \hat{U}(t) \rangle \right] = \mathbb{E} \left[ \langle c, \hat{S}(t) - \hat{A}(t) \rangle \right] = \frac{\epsilon + \delta}{\sqrt{M_b}}\). Also,

\[
\langle c, \hat{U}(t) \rangle = \langle c, \hat{S}(t) - S(t) + A(t) - \hat{A}(t) + U(t) \rangle \leq \frac{2M + C_A}{\sqrt{M_b}}.
\]

By the coupling of \(\hat{S}(t)\) and \(S(t)\), \(\langle c, \hat{S}(t) - S(t) \rangle \geq 0\). In addition, \(\langle c, A(t) -\)
\[ \hat{A}(t) \geq 0. \] Hence \[ \langle \mathbf{c}, \hat{U}(t) \rangle \geq 0. \] Therefore

\[
E \left[ (\mathbf{c}, \hat{U}(t))^2 \right] \leq \frac{2M + CA}{\sqrt{Mb}} E \left[ \langle \mathbf{c}, \hat{U}(t) \rangle \right] = \frac{(2M + CA)(\epsilon + \delta)}{M_b}. \tag{3.32}
\]

Next we bound (3.29).

\[
E \left[ \langle \mathbf{c}, Q(t) + \hat{A}(t) - \hat{S}(t) \rangle \langle \mathbf{c}, \hat{U}(t) \rangle \right] = E \left[ \langle \mathbf{c}, Q(t) \rangle \langle \mathbf{c}, \hat{U}(t) \rangle \right] + E \left[ \langle \mathbf{c}, \hat{A}(t) - \hat{S}(t) \rangle \langle \mathbf{c}, \hat{U}(t) \rangle \right] \leq E \left[ \langle \mathbf{c}, Q(t) \rangle \langle \mathbf{c}, \hat{U}(t) \rangle \right] + \frac{CA(\epsilon + \delta)}{M_b}. \tag{3.33}
\]

We can expand the expectation term as

\[
\langle \mathbf{c}, Q(t) \rangle \langle \mathbf{c}, \hat{U}(t) \rangle = \langle Q(t), \hat{U}(t) \rangle - \langle Q_{\perp}(t), \hat{U}_{\perp}(t) \rangle = \langle Q(t), \hat{S}(t) - S(t) \rangle + \langle Q(t), \hat{A}(t) - \hat{A}(t) \rangle + \langle Q(t), U(t) \rangle - \langle Q_{\perp}(t), \hat{U}_{\perp}(t) \rangle. \tag{3.34}
\]

We need the following lemmas to bound the four terms in (3.33)-(3.34).

**Lemma 3.20.** \( E \left[ \| \hat{U}(t) \|_2^2 \right] \leq R \epsilon, \) where \( R \) is a constant not depending on \( \epsilon. \)

**Lemma 3.21.** \( E \left[ \langle Q(t), \hat{S}(t) - S(t) \rangle \right] \leq R_0 \epsilon + R_1 \sqrt{Mb} E \left[ \langle e, \hat{S}(t) - S(t) \rangle \right], \) where \( e = \frac{1}{\sqrt{M}} (1, 1, \ldots, 1) \), \( R_0 > 0 \) and \( R_1 > 0 \) are constants not depending on \( \epsilon. \)

**Lemma 3.22.** \( \langle Q(t), \hat{A}(t) - \hat{A}(t) \rangle \leq 0. \)

**Lemma 3.23.** \( \langle Q(t), U(t) \rangle \leq M \sqrt{M} \langle e, U(t) \rangle, \) where \( e = \frac{1}{\sqrt{M}} (1, 1, \ldots, 1). \)

Let \( R_2 = \max \{ R_1, M \}, \) then by Lemmas 3.21 and 3.23,

\[
\langle Q(t), \hat{S}(t) - S(t) \rangle + \langle Q(t), U(t) \rangle \leq R_0 \epsilon + R_2 \sqrt{Mb} E \left[ \langle e, \hat{S}(t) - S(t) + U(t) \rangle \right] = R_0 \epsilon + R_2 \left( \epsilon - \frac{\alpha - \gamma}{\gamma} \right). \]
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The last equality follows from the fact that \( Q(t) \) is in steady state, which implies that \( \mathbb{E} \left[ \langle e, A(t) - S(t) + U(t) \rangle \right] = \mathbb{E} \left[ \langle e, Q(t+1) \rangle - \langle e, Q(t) \rangle \right] = 0. \)

Thus \( \mathbb{E} \left[ \langle e, \dot{S}(t) - S(t) + U(t) \rangle \right] = \mathbb{E} \left[ \langle e, \dot{S}(t) - A(t) \rangle \right] = \frac{1}{\sqrt{M}} \left( \epsilon - \frac{\alpha - \gamma}{\gamma} \delta \right). \)

Next we use the state space collapse result to bound \(-\langle \hat{U}_\perp(t), \hat{U}_\perp(t) \rangle.\)

\[
\mathbb{E} \left[ -\langle Q_\perp(t), \hat{U}_\perp(t) \rangle \right] \leq \sqrt{\mathbb{E} \left[ \| Q_\perp(t) \|^2 \right] \mathbb{E} \left[ \| \hat{U}(t) \|^2 \right]}
\leq \sqrt{C_2 \mathbb{E} \left[ \| \hat{U}(t) \|^2 \right]}
\leq \sqrt{C_2 R \epsilon},
\]

where (a) follows from Cauchy-Schwartz inequality; (b) comes from the state space collapse result; (c) follows from Lemma 3.20.

We can bound the term (3.29) as

\[
\mathbb{E} \left[ \langle c, Q(t) + \hat{A}(t) - \hat{S}(t) \rangle \langle c, \hat{U}(t) \rangle \right] \leq \frac{C_A (\epsilon + \delta)}{M_b} + R_0 \epsilon + R_2 \left( \epsilon - \frac{\alpha - \gamma}{\gamma} \delta \right) + \sqrt{C_2 R \epsilon}.
\] (3.35)

Now we reintroduce the superscript \((c)\). Substituting (3.30)-(3.32) and (3.35) in (3.28) and (3.29) yields:

\[
\frac{\epsilon + \delta}{M_b} \mathbb{E} \left[ \sum_{m \in B} Q_m(t) \right] \leq \frac{1}{2M_b} \left( (\sigma_b^{(c)})^2 + (\nu_b^{(c)})^2 + (\epsilon + \delta)^2 \right) + \sqrt{C_2 R \epsilon}
+ \frac{(2M + 3C_A)(\epsilon + \delta)}{2M_b} + R_0 \epsilon + R_2 \left( \epsilon - \frac{\alpha - \gamma}{\gamma} \delta \right).
\]

Therefore

\[
\mathbb{E} \left[ \sum_{m \in B} Q_m(t) \right] \leq \frac{(\sigma_b^{(c)})^2 + (\nu_b^{(c)})^2}{2(\epsilon + \delta)} + D^{(c)} \leq \frac{(\sigma_b^{(c)})^2 + (\nu_b^{(c)})^2}{2\epsilon} + D^{(c)},
\]

where (a) follows from the fact that \( \delta \geq 0, \) and

\[
D^{(c)} = \frac{\epsilon + \delta}{2} + M_b \sqrt{C_2 R} \frac{\sqrt{\epsilon}}{\epsilon + \delta} + M + \frac{3C_A}{2}
+ M_b (R_0 + R_2) \frac{\epsilon}{\epsilon + \delta} - M_b R_2 (\alpha - \gamma) \frac{\delta}{\epsilon + \delta}.
\]
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As $\epsilon \downarrow 0$, $\delta \downarrow 0$, we have $\limsup_{\epsilon \downarrow 0} \epsilon D^{(\epsilon)} = 0$. Thus $D^{(\epsilon)} = o\left(\frac{1}{\epsilon}\right)$.

### 3.4.2 Evenly Loaded Traffic

In this subsection, we establish the heavy-traffic delay optimality of the proposed algorithm in the regime with only helper servers. The proof for the evenly loaded traffic case follows exactly the same three steps for the locally overloaded traffic case. The symmetry brought about by the uniform ideal load for all queues will significantly simplify the proof.

#### Heavy Evenly Loaded Traffic Regime

We consider the arrival rate vector $\lambda^{(\epsilon)} \in \Lambda$, parameterized by $\epsilon > 0$, $\lambda^{(\epsilon)} = (1 - \epsilon_0)\bar{\lambda}$, where $\epsilon_0 = \frac{\epsilon}{M\alpha}$, and $\bar{\lambda}$ is an arrival rate vector on the boundary of the capacity region $\Lambda$ such that all servers are fully utilized to handle its local load. That is, it lies in the set $\mathcal{F}$,

\[
\mathcal{F} = \{ \lambda = (\lambda_L : \bar{L} \in \mathcal{L}) \mid \exists (\lambda_{L,n,m}) \text{ such that} \]
\[
\lambda_{L,n,m} \geq 0, \forall \bar{L} \in \mathcal{L}, \forall n \in \bar{L}, \forall m \in \mathcal{M},
\lambda_{L,n,m} = 0, \forall \bar{L} \in \mathcal{L}, \forall n \in \bar{L}, \forall m \neq n,
\lambda_L = \sum_{n \in \bar{L}} \sum_{m=1}^{M} \lambda_{L,n,m}, \forall \bar{L} \in \mathcal{L},
\sum_{L \in \mathcal{L}} \lambda_{L,m,m} = \alpha, \forall m \in \mathcal{M} \}.
\tag{3.36}
\]

Thus the heavy-traffic limit corresponds to the scenario $\epsilon \downarrow 0$. It is easy to see that with $\lambda^{(\epsilon)}$, all servers in the system are helpers, i.e., $\mathcal{H} = \mathcal{M}$.

Additionally, the limiting arrival rate vector $\bar{\lambda} \in \mathcal{F}$ satisfies a condition called resource pooling, under which there is a one-dimensional state-space collapse in the heavy-traffic limit. The resource polling condition means that all servers are connected in the following sense: Consider a decomposition of $\bar{\lambda} \in \mathcal{F}$ satisfying (3.36). Server $m$ connects directly with server $m'$ if there exists a task type $\bar{L} \in \mathcal{L}$ local to both $m$ and $m'$, such that $\lambda_{\bar{L},m,m} > 0$ and $\lambda_{\bar{L},m',m} > 0$. Server $m$ is connected with server $m'$ if there exists a sequence of servers $m_1, \ldots, m_k$, such that $m_1 = m$, $m_k = m'$, and $m_i$ connects directly
with $m_{i+1}$ for all $i = 1, 2, \cdots, k - 1$.

**Definition (Resource pooling).** An arrival rate vector $\bar{\lambda} \in \mathcal{F}$ satisfies the resource pooling condition if there exists a decomposition of $\bar{\lambda}$ such that all servers are connected.

**Assumption 2 (Assumption for the heavy evenly loaded traffic).** Consider the arrival processes $\{A_L^{(\epsilon)}(t), t \geq 0 \}_{L \in \mathcal{L}}$, parameterized by $\epsilon > 0$, with mean arrival rate vector $\lambda^{(\epsilon)} = \left(1 - \epsilon_0 \right) \bar{\lambda}$, where $\epsilon_0 = \frac{\epsilon}{M \alpha}$, and $\bar{\lambda} \in \mathcal{F}$ satisfies the resource pooling condition. The variance of the number of arrivals, $\text{Var}(\sum_{L \in \mathcal{L}} A_L^{(\epsilon)}(t))$, is denoted as $(\sigma^{(\epsilon)})^2$, which converges to $\sigma^2$ as $\epsilon \downarrow 0$.

For any arrival $\{A_L^{(\epsilon)}(t), t \geq 0 \}_{L \in \mathcal{L}}$ satisfying Assumption 2, as the mean arrival rate vector $\lambda^{(\epsilon)} \in \Lambda$, the proposed algorithm stabilizes the system. Therefore, the corresponding Markov chain $\{Z^{(\epsilon)}(t) = (Q^{(\epsilon)}(t), f^{(\epsilon)}(t)), t \geq 0 \}$ is positive recurrent. Hence the queue-length vector process $Q^{(\epsilon)}(t)$ converges in distribution to a random vector $\bar{Q}^{(\epsilon)}$ for any $0 < \epsilon < \bar{\epsilon}$, where $\bar{\epsilon}$ is a positive constant. All theorems in this subsection concern the steady-state queueing process $\bar{Q}^{(\epsilon)}$. We obtain the three theorems analogous to the locally overloaded case.

**Remark:** If the arrival rate vector $\bar{\lambda}$ makes some server pairs $(\hat{m}, m)$ isolated from each other, we can always decompose servers into disjoint groups, such that servers within each group are connected, while isolated from servers outside. For each connected group $\mathcal{H}_i$, we can establish state-space collapse and obtain an upper bound on $\mathbb{E} \left[ \sum_{m \in \mathcal{H}_i} \bar{Q}_m^{(\epsilon)} \right]$. Together they give an upper bound on $\mathbb{E} \left[ \sum_{m} \bar{Q}_m^{(\epsilon)} \right]$, which coincides with the lower bound in the heavy traffic limit.

**Lower Bound**

Consider a single server system with the arrival process $\{a^{(\epsilon)}(t) = \sum_{L \in \mathcal{L}} A_L^{(\epsilon)}(t), t \geq 0 \}$ and the service process $\{\beta^{(\epsilon)}(t) = \sum_{m=1}^{M} X_m(t), t \geq 0 \}$, where $\{X_m(t), t \geq 0 \}_{m \in \mathcal{M}}$ are independent, and each process is temporally i.i.d. with $X_m(t) \sim \text{Bern}(\alpha)$. Assume that the mean of $\{A_L^{(\epsilon)}(t)\}_{L \in \mathcal{L}}$ satisfies $\lambda^{(\epsilon)} \in \Lambda$ and $\mathcal{H} = \mathcal{M}$. We denote the variances of the arrival and service processes as $(\sigma^{(\epsilon)})^2 = \text{Var}(a^{(\epsilon)}(t))$, $\nu^2 = \text{Var}(\beta^{(\epsilon)}(t))$. Then the corresponding queue-
length process $\{\Psi'(t), t \geq 0\}$ is stochastically smaller than the total queue lengths process $\{\sum_{m=1}^{M} Q^{(\epsilon)}_m(t)\}$ of the original system. Again, utilizing the lower bound from Lemma 4 in [59], we can establish an lower bound on the performance of the proposed algorithm.

**Theorem 3.6. (Lower bound)**

$$E \left[ \sum_{m \in M} Q^{(\epsilon)}_m \right] \geq \frac{(\sigma^{(\epsilon)})^2 + \nu^2 + \epsilon^2}{2\epsilon} - \frac{M}{2}.$$  

Therefore, in the heavy traffic limit,

$$\lim_{\epsilon \downarrow 0} \epsilon E \left[ \sum_{m=1}^{M} \bar{Q}^{(\epsilon)}_m \right] \geq \frac{\sigma^2 + \nu^2}{2}. \quad (3.37)$$

**State Space Collapse**

Recall that with the arrival process $\{A^{(\epsilon)}_L(t), t \geq 0\}_{L \in L}$ satisfying Assumption 2, the queue-length process under the proposed algorithm $Q^{(\epsilon)}(t)$ converges in distribution to a random vector $\bar{Q}^{(\epsilon)}$ for any $0 < \epsilon < \bar{\epsilon}$. We will show that the queue length vector $\bar{Q}^{(\epsilon)}$ collapses to the direction of a unit vector, i.e., the vector

$$c_\epsilon = \frac{1}{\sqrt{M}} (1, 1, \cdots, 1). \quad (3.38)$$

Then the parallel and the perpendicular component of any $Q \in \mathbb{R}^M$ with respect to the direction $c_\epsilon$ become:

$$Q_\parallel = \frac{\sum_m Q_m}{\sqrt{M}} c_\epsilon, \quad Q_\perp = \left[ Q_k - \frac{\sum_m Q_m}{M} \right]_{k=1}^M.$$  

**Theorem 3.7. (State space collapse)** There exists a sequence of finite numbers $\{C'_r : r \in \mathcal{N}\}$ such that for each positive integer $r$,

$$E \left[ \left\| \bar{Q}^{(\epsilon)}_\perp \right\|^r \right] \leq C'_r,$$

where $Q^{(\epsilon)}_\perp$ is the component of $Q^{(\epsilon)}$ perpendicular to $c_\epsilon$ defined in (3.38).

Analogue to Lemma 3.11, we have the following lemma for the ideal load
decomposition of any arrival rate vector satisfying the resource pooling condition, which is essential for showing state space collapse.

**Lemma 3.24.** Consider any arrival rate vector \( \lambda = (1 - \epsilon_0) \bar{\lambda} \), where \( \epsilon_0 = \frac{\epsilon}{Ma} \), and \( \bar{\lambda} \in F \) satisfies the resource pooling condition. Consider any \( 0 < \epsilon < \bar{\epsilon} \), where \( \bar{\epsilon} \) is a positive constant. Then there exists a decomposition \( \{ \lambda^*_{L,n,m} \} \) of \( \lambda \) satisfying Lemma 3.4 and the following conditions:

1. \( \forall m \in \mathcal{M}, \sum_{L,m \in L} \lambda^*_{L,m,m} = \alpha(1 - \epsilon_0); \)

2. there exists a positive constant \( \lambda_{\text{min}} \) not depending on \( \epsilon \), such that for any two servers \( m \) and \( m' \) that are connected directly, there exists a task type \( \bar{L} \in \mathcal{L} \), such that \( \lambda^*_{L,m,m} \geq \lambda_{\text{min}}, \lambda^*_{L,m',m'} \geq \lambda_{\text{min}}. \)

Additionally, we need lemmas analogue to Lemmas 3.12-3.14, with beneficiary queue length vector \( Q^{(B)} \) replaced by all queue length vector \( Q \). The proof of these lemmas is similar to that of Lemma 3.12-3.14, so we skip it here. Through the following argument, we omit the superscript \( (\epsilon) \) for ease of exposition.

**Lemma 3.25.** Let \( \mathbf{c} \) be a vector with unit norm in \( \mathbb{R}^M \). Then for any \( t \geq 0, \)

\[
\left\| Q_{\|}(t+1) \right\|^2 - \left\| Q_{\|}(t) \right\|^2 \geq 2 \langle \mathbf{c}, Q(t) \rangle \langle \mathbf{c}, \mathbf{A}(t) - \mathbf{S}(t) \rangle, \]

where \( Q_{\|} \) is the parallel component of the queue length vector \( Q \) with respect to the direction \( \mathbf{c} \).

**Lemma 3.26.** Consider a time slot \( t_0 \) and a positive integer \( T \). Let \( \mathbf{c} \) be a vector with unit norm in \( \mathbb{R}^M \). Then for any \( t \) with \( t_0 \leq t < t_0 + T, \)

\[
\left\| Q_{\perp}(t) \right\| - \left\| Q_{\perp}(t_0) \right\| \leq T\sqrt{M} \max\{M,C_A\}, \]

where \( Q_{\perp} \) is the perpendicular component of the queue length vector \( Q \) with respect to the direction \( \mathbf{c} \).

**Lemma 3.27.** Consider a time slot \( t_0 \) and a positive integer \( T \). For any \( t \) with \( t_0 \leq t < t_0 + T, \) let \( G_e(t) = \langle Q(t), \mathbf{A}(t) - \mathbf{S}(t) \rangle - \langle \mathbf{c}_b, Q(t) \rangle \langle \mathbf{c}_b, \mathbf{A}(t) - \mathbf{S}(t) \rangle. \) Then \( G_e(t) \leq h'\left\| Q_{\perp}(t_0) \right\| + F'_0 \), where \( h' = \sqrt{M} \max\{M,C_A\} \) and \( F'_0 = MT(\max\{M,C_A\})^2 \) are constants.
Proof of Theorem 3.7. Consider the Lyapunov function \( V_e(Z) = \|Q_\perp \| \). We again show that the \( T \)-period drift of \( V_e(Z) \), given by \( \Delta V_e(Z) = [V_e(Z(t_0 + T) - V_e(Z(t_0)))]I(Z(t_0) = Z) \), satisfies the two conditions in Lemma 3.6. The proof follows exactly the same steps for the locally overloaded traffic case.

By employing the same analysis of the conditional drifts of \( W(Z) = \|Q\|_2 \) and \( W_{||}(Z) = \|Q_{||}\|_2 \) in Section 3.4.1, and using the bound (3.21) on \( \Delta V_e(Z) \), we have

\[
\mathbb{E} [\Delta V_e(Z) \mid Z(t_0)] \leq \frac{\mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} G_e(t) \mid Z(t_0) \right]}{\|Q_\perp\|} + C,
\]

where \( C \) is a constant and \( G_e(t) = \langle Q(t), A(t) - S(t) \rangle - \langle c_e Q(t) \rangle \langle c_e, A(t) - S(t) \rangle \).

A key different step is to bound \( \mathbb{E} \left[ \sum_{t=t_0+T}^{t_0+T-1} G_e(t) \mid Z(t_0), t^* < t_0 + K \right] \). Since we consider the entire system, we do not have the shared arrival issue here. In addition, as the local load for each server approaches 1, each server devotes to serving its local queue. Hence the remote service vanishes as \( \lambda^{(e)} \) is close to the capacity boundary, which enable us to get rid of the remote service terms in bounding \( G_e(t) \). We have the following inequalities analogue to Lemmas 3.15-3.17.

**Lemma 3.28.** For any \( t^* < t < t_0 + T \),

\[
\mathbb{E} \left[ \langle Q(t), A(t) \rangle - \langle Q(t), \lambda^* \rangle \mid t^*, Z(t_0) \right] \leq -\lambda_{\min} \|Q_\perp(t_0)\| + F'_1,
\]

where \( F'_1 \) is a positive constant not depending on \( \epsilon \).

**Lemma 3.29.**

\[
\mathbb{E} \left[ \sum_{t=t^*+1}^{t_0+T} (\langle Q(t), \lambda^* \rangle - \langle Q(t), S(t) \rangle) \mid t^*, Z(t_0) \right] \leq -(t_0 + T - t^*) \frac{\epsilon}{M} \sum_m Q_m(t_0) + F'_2,
\]

where \( F'_2 \) is a positive constant not depending on \( \epsilon \).

**Lemma 3.30.** For any \( t^* < t < t_0 + T \),

\[
\mathbb{E} \left[ \langle c_{be}, Q(t) \rangle \langle c_{be}, A(t) - S(t) \rangle \mid t^*, Z(t_0) \right] \geq -\frac{\epsilon}{M} \sum_m Q_m(t_0) - F'_3,
\]
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where $F'_3$ is a positive constant not depending on $\epsilon$.

It follows from these lemmas that

$$
\mathbb{E}\left[t_{0}^{+T-1} \sum_{t=t^*+1} G_e(t) \mid Z(t_0), t^* < t_0 + K\right] \leq -(t_0 + T - t^*)\lambda_{\min}\|Q_\perp(t_0)\| + F'_4 \\
\leq -(J-1)K\lambda_{\min}\|Q_\perp(t_0)\| + F'_4,
$$

where $F'_4 = (F'_1 + F'_3)(J - 1)K + F'_2$ is constant independent of $\epsilon$.

Utilizing Lemma 3.27 and the above inequality yields an upper bound on the drift of $V_e(Z)$, which is similar to (3.27). Hence the drift of $V_e(Z)$ is negative for sufficiently large $V_e(Z)$. Moreover, Lemma 3.26 implies finite drift of $V_e(Z)$. Note that the Markov chain $\{Z^{(\epsilon)}(t) = (Q^{(\epsilon)}(t), f^{(\epsilon)}(t)), t \geq 0\}$ is positive recurrent. Therefore, by Lemma 3.6, all moments of $V_e(Z)$ are finite and independent of $\epsilon$. State space collapse of $Q$ along the direction $c_e$ follows.

\[\blacksquare\]

Upper Bound

Again we construct an ideal service process $\{\hat{S}(t), t \geq 0\}$ that makes $\sum_m \hat{S}_m(t)$ independent of $\sum_m Q_m(t)$. In particular, $\forall m \in \mathcal{M}$, its ideal local service process $\hat{S}_m^l(t)$ is defined in the same way as that for beneficiaries in the locally overloaded traffic case.

**Ideal local service process** $\hat{S}_m^l(t)$:

$$
\hat{S}_m^l(t) = X_m^l(t), \forall m \in \mathcal{M},
$$

where the processes $\{X_m^l(t), t \geq 0\}_{m \in \mathcal{M}}$ is coupled with $\{S_m(t), t \geq 0\}_{m \in \mathcal{M}}$ in the following way: If $\eta_m(t) = m$, $X_m^l(t) = S_m^l(t)$; if $\eta_m(t) \neq m$, $X_m^l(t) = 1$ when $R_m(t) = 1$, and $X_m^l(t) \sim \text{Bern}(\frac{\alpha - \gamma}{1 - \gamma})$ when $R_m(t) = 0$. Hence $\forall m \in \mathcal{M}$, $\{X_m^l(t), t \geq 0\}$ is i.i.d. with $X_m^l(t) \sim \text{Bern}(\alpha)$.

**Ideal remote service process** $\hat{R}(t)$: For any $m \in \mathcal{M}$, $\hat{R}_m(t) = 0$.

**Ideal scheduling decision process** $\hat{\eta}(t)$: For any $m \in \mathcal{M}$, $\hat{\eta}_m(t) = m$.

Since the total amount of arrivals for the system is independent of queue-length process, we do not need to define ideal arrival process here.
We can rewrite the queue dynamics as

\[ Q(t + 1) = Q(t) + A(t) - \hat{S}(t) + \hat{U}(t), \]

where \( \hat{U}(t) = \hat{S}(t) - S(t) + U(t) \). Again setting the drift of \( W_{\parallel}(Z) = \|Q_{\parallel}\|^2 \) to zero gives the following equation, which is similar to that in Lemma 3.19.

\[
E\left[\langle c, Q \rangle \langle c, S - A \rangle \right] = \frac{E\left[\langle c, A - \hat{S} \rangle^2 \right]}{2} + \frac{E\left[\langle c, \hat{U} \rangle^2 \right]}{2} + E\left[\langle c, Q + A - \hat{S} \rangle \langle c, \hat{U} \rangle \right].
\]

We obtain the upper bound on \( E \left[ \sum_{m \in M} Q_m \right] \) by bounding each term in (3.39)-(3.40). We omit the standard calculation here.

**Theorem 3.8. (Upper bound)**

\[
E \left[ \sum_{m=1}^{M} \bar{Q}^{(\epsilon)}_m \right] \leq \frac{(\sigma^{(\epsilon)})^2 + \nu^2}{2\epsilon} + D^{(\epsilon)}_e.
\]

where \( D^{(\epsilon)}_e = o(\frac{1}{\epsilon}), \) i.e., \( \lim_{\epsilon \downarrow 0} \epsilon D^{(\epsilon)}_e = 0. \)

Therefore, in the heavy-traffic limit, we have

\[
\limsup_{\epsilon \downarrow 0} \epsilon E \left[ \sum_{m=1}^{M} \bar{Q}^{(\epsilon)}_m \right] \leq \frac{\sigma^2 + \nu^2}{2}.
\]

The heavy-traffic optimality of the proposed algorithm follows by the coincidence of lower and upper bounds.

### 3.5 Evaluation

We evaluate the performance of Pandas in this section. In particular, we have integrated Pandas with the Hadoop FIFO scheduler and Fair scheduler (HFS). Each scheduler retains its original job priority. To focus on the performance benefit brought by Pandas to the data-processing phase, we use the SWIM workload [58] to obtain realistic characteristics of data-processing tasks, but with empty reduce phases, as the time taken by the reduce phase
can be orthogonally improved by other techniques [45, 46]. The workload study [61] that SWIM is based on also shows that 75% of jobs in the Facebook trace have no shuffle stage and the map outputs are directly written to the file system.

We describe the evaluation setup in 3.5.1, evaluate Pandas-accelerated FIFO scheduler against Hadoop FIFO scheduler in 3.5.2, and Pandas-accelerated Fair scheduler against HFS in 3.5.3. The overhead of Pandas is discussed in 3.5.4.

3.5.1 Evaluation Setup

We discuss the environment, trace characteristics, evaluation metrics and Pandas' thresholds setting in this section.

Environment

For both the Elastic Compute Cloud (EC2) [1] and a private cluster, we run a modified version of Hadoop-1.2.1, configured with a block size of 256 MB and a replication factor 3. We use 100 “m3.xlarge” instances on EC2 and 28 “m1.xlarge” instances on OpenStack [62] in the private cluster. Table 3.1 shows details of the instances.

<table>
<thead>
<tr>
<th></th>
<th>Nodes</th>
<th>Memory (GB)</th>
<th>VCPU</th>
<th>Map Slots</th>
</tr>
</thead>
<tbody>
<tr>
<td>EC2</td>
<td>100</td>
<td>15</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Private</td>
<td>28</td>
<td>16</td>
<td>8</td>
<td>4</td>
</tr>
</tbody>
</table>

1. **EC2.** We use EC2 for evaluation with a long trace characterized by hot-spots occurring and disappearing. As rack structures are not available in EC2, every other node is regarded as a remote node. Only the average remote slowdown $\sigma_s/\sigma_l$ is computed, where $\sigma_l$ is the average processing time (not including waiting time) of a local task, and $\sigma_s$ is that of a remote task. The average is taken over all nodes in the system. Slowdown is measured by collecting local and remote task completion times under the Hadoop schedulers.
The remote slowdown was measured to be 2 on EC2 instances [12]. In our experiments, the slowdown varies with the placement of assigned VMs, and tends to increase with load and hot-spots, which lead to a higher level of network congestion and disk contention. The largest average slowdown we measured on EC2 is 6. Figure 3.3 shows the CDF of slowdown, defined as 
\[
\text{CDF} = \left( \frac{\text{processing time of a remote task}}{\sigma_l} \right),
\]
where \(\sigma_l\) is the average processing time of local tasks. Although 75% of the remote tasks experience a slowdown less than 5, some of the remote tasks experience as much as 45x slowdown.

![Figure 3.3: Slowdown distribution on EC2.](image)

2. **Private cluster.** We use the private cluster for evaluation under stressed conditions, sensitivity analysis and short traces with fixed load. As all nodes in our private cluster are in the same rack and are exclusively used for the experiment, there is neither traffic from other VMs co-located on the same physical node as in a multi-tenant environment, nor background traffic replicating, redistributing and importing files. As a result, there is virtually no slowdown in the system. For our experiments, we send background traffic from each VM to its neighboring VM to create a slowdown.

3. **Large-scale simulation.** We use simulation with 500 nodes over a long time horizon to evaluate the performance of Pandas in a large cluster across all loads up to system capacity. It allows us to gain insight into the transient behavior observed with the long trace where hot-spot occurs and disappears. It also allows us to explore the performance of Pandas at load regions where experiments are not possible, as the FIFO scheduler and HFS crash due to excessive queuing of jobs. Pandas is able to avoid excessive queuing due to its throughput optimality.

   Our simulation models task processing times as heavy-tailed random variables. We use a truncated Pareto distribution with shape parameter 1.9 to generate the number of tasks for each job. The parameter of HFS is tuned...
according to HFS evaluation [12] such that 95% data locality is achieved. At each task arrival, a set of three nodes are chosen to be its local nodes. Uniform load is simulated by sampling the nodes uniformly at random. Skewed load is simulated by sampling from half the cluster with probability 0.8, and from the remaining half with probability 0.2. This mimics hot-spots in the presence of uniform traffic. The slowdown of the system is set to 2.

Trace characteristics

We generate traces by sampling jobs from the SWIM benchmark [58] so that 1) we preserve the Pareto job size distribution [12]; 2) The length of the trace and the number of files are appropriately scaled for the capacity of the different clusters by SWIM. We leave the reduce phases empty to focus on the improvement of the data-processing phase only, as the time taken by the reduce phase can be orthogonally improved by other techniques [45, 46].

We did not run the SWIM benchmark directly because SWIM does not model data popularity. It assumes that the file system is only populated with data accessed in this experiment and each task independently chooses its data location. This is different from what happens in a real cluster, where different tasks can access the same data block, hence creating correlated patterns in accesses. SWIM is essentially assuming that each job process a completely different file, which is not the case in practice. Therefore, the data popularity, as well as the node popularity, is always uniform. Moreover, unlike hot-spots caused by skewed data popularity, hot-spots caused by skewed node popularity occur randomly and are hard to reproduce as they depend on the random placement of data blocks by HDFS. A trace constructed with the same distribution of data popularity might cause a hot-spot in one experiment, but not in another.

In view of the above, we generate hot-spots by making a subset of nodes more popular than others. For all experiments on EC2 and the private cluster, hot-spots are generated by increasing the popularity of 40% of nodes in the system, resulting in a skewed node popularity. The actual node popularity varies with the load, which will be specified for each experiment.

Table 3.2 shows the job size distribution used for the long trace on EC2, and Table 3.3 shows the job size distribution used on the private cluster. They have the same Pareto distribution, but the trace for the private cluster
Table 3.2: Job size distribution used on EC2.

<table>
<thead>
<tr>
<th>Bins</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job Count</td>
<td>570</td>
<td>240</td>
<td>210</td>
<td>120</td>
<td>90</td>
<td>90</td>
<td>60</td>
</tr>
<tr>
<td>Map Count per Job</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>50</td>
<td>100</td>
<td>200</td>
<td>400</td>
</tr>
</tbody>
</table>

Table 3.3: Job size distribution used on private cluster.

<table>
<thead>
<tr>
<th>Bins</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job Count</td>
<td>237</td>
<td>95</td>
<td>77</td>
<td>55</td>
<td>42</td>
<td>37</td>
<td>30</td>
<td>27</td>
</tr>
<tr>
<td>Map Count per Job</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>10</td>
<td>25</td>
<td>50</td>
<td>100</td>
<td>200</td>
</tr>
</tbody>
</table>

has jobs of smaller sizes as the capacity of the private cluster is smaller.

Table 3.4: Trace characteristics on EC2.

<table>
<thead>
<tr>
<th>Job Range</th>
<th>Node popularity, load</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-230</td>
<td>Uniform, 0.24</td>
</tr>
<tr>
<td>231-460</td>
<td>Uniform, 0.48</td>
</tr>
<tr>
<td>461-690</td>
<td>Uniform, 0.72</td>
</tr>
<tr>
<td>691-920</td>
<td>Skewed, 0.48</td>
</tr>
<tr>
<td>921-1150</td>
<td>Uniform, 0.48</td>
</tr>
<tr>
<td>1151-1380</td>
<td>Skewed, 0.24</td>
</tr>
</tbody>
</table>

Table 3.4 shows the long trace containing 6 stages with varying load and node popularity. Like the experiments on HFS [12], the inter-arrival time of jobs is generated from an exponential distribution. The uniform node popularity is obtained by using the default data placement of SWIM. The skewed node popularity, or hot-spots, are generated by directing all traffic to 40% of the nodes in the system.

Evaluation metrics

We use the following metrics for performance evaluation:

**Map completion time.** It is the average completion time of all map tasks in a trace or in a sliding window. Completion time of a map task is defined as the time interval between task arrival and the moment the task finishes processing. For the long trace, the average is computed in a sliding window of \( k \) jobs, i.e., the value at point \( i \) on x-axis shows the average computed over jobs \([i-k+1, i-k+2, \ldots i]\) for \( i \geq k \) and over jobs \([1, 2, \ldots i]\) for \( 1 < i < k \).
This gives higher resolution to changes in map completion time as hot-spots occur and disappear.

**Job completion time.** It is the average completion time of all jobs in a trace or in a sliding window. Completion time of a job is defined as the time interval between job arrival and the moment the job finishes processing. The sliding window is defined in the same way as for map completion time above.

**Data locality.** It is measured as the percentage of map tasks processed at a local node.

**Speed-up.** Speed-up in job completion time is defined as

\[
\text{Speed-up} = \frac{T - T_P}{T},
\]

(3.41)

where \( T \) is the original job completion time under FIFO or HFS, and \( T_P \) is that with Pandas acceleration. A negative speed-up indicates that the job is slowed down with Pandas. Note that, with this definition, the maximum possible speed-up is 100%, corresponding to \( T_P = 0 \), but the maximum possible slowdown is infinite. A 100% slowdown indicates that the job completion time has doubled.

**Jobs in bins.** For the detailed analysis on the private cluster, we divide jobs into three classes based on their sizes in Table 3.3: 1) Small jobs (placed in bin 1–3, having less than 5 map tasks), 2) medium jobs (placed in bin 4–6, having 10–50 map tasks) and 3) large jobs (placed in bin 7–8, having at least 100 map tasks).

Pandas thresholds

On both EC2 and the private cluster, only the remote threshold \( T_s \) is used due to the absence of rack structure. We set \( T_s \) based on the slowdown measured with the default Hadoop schedulers. In all experiments, the thresholds are set to fixed values for each trace, even if the average slowdown varies with changing loads and node popularity.
3.5.2 Pandas-accelerated FIFO

Long trace on EC2

We run a trace of 1380 jobs on 5000 files on EC2. The job size distribution is given in Table 3.2. The average slowdown measured with this set of VMs under FIFO is 1.5, hence we set the Pandas remote threshold $T_s$ to 2.

Figure 3.4 shows the average task completion time and job completion time in a sliding window of 230 jobs. Before hot-spots occur, Pandas-accelerated FIFO outperforms FIFO at all times and the largest improvement of 2.3-fold reduction occurs for jobs 231 – 460 at load 0.48.

![Figure 3.4: Pandas-accelerated FIFO achieves up to 11-fold improvement over FIFO on EC2.](image)

As soon as the hot-spots occur, the performance of FIFO degrades drastically. With 0.48 skewed load, the completion time with the FIFO Scheduler severely degrades, while Pandas-accelerated FIFO consistently produces low completion times. Even when the hot-spot disappears, its lingering effect makes the completion time with FIFO continue to increase sharply, while Pandas-accelerated FIFO produces much lower completion time under uniform load. For instance, with jobs 921 – 1150, Pandas-accelerated FIFO achieves 11-fold improvement over FIFO. The completion time with FIFO improves gradually with the skewed load of 0.24. In this scenario, the load is skewed but low, hence contention occurs less frequently. The last set of jobs 1151 – 1380 receives a 4.5-fold improvement in job completion time with Pandas-accelerated FIFO.
Large-scale simulation

The behavior of FIFO is clearer with simulation over the entire range of loads within system capacity. Figure 3.5a shows that with uniform data locality, FIFO incurs very large delay beyond 0.6 load. Figure 3.5b shows that with hot-spots, FIFO incurs very large delay beyond 0.52 load. FIFO’s aggressive assignment of remote tasks and waste of throughput have resulted in instability. This explains the drastic increase in completion time under FIFO in Figure 3.4. In contrast, Pandas is throughput-optimal and heavy-traffic optimal, hence producing low delays for all loads up to capacity. For both scenarios, the corresponding standard variations are dramatically small (of order $10^{-3}$), thus we do not show the error bars on the graph.

![Figure 3.5: Average job completion time.](a) Uniform load (b) Skewed load

Detailed performance on private cluster

We run a short trace with the job size distribution in Table 3.3, but scaled to a total of 192 jobs and 3700 map tasks. The trace accesses 1000 files at 0.2 load. The threshold $T_s$ is set to 2. Table 3.5 shows the average map task and job completion time for uniform and skewed loads. Even at such a low load, Pandas-accelerated FIFO achieves 2.38-fold and 2-fold improvements in average job completion time for uniform and skewed loads respectively.

We focus on uniform load. Similar behavior is observed under skewed load. Figure 3.6 shows the CDFs of job completion time for the three classes of jobs. Pandas reduces almost all job completion times and only the largest jobs experience a slight increase in completion time. This is a result of the improvement in overall system efficiency by Pandas.
Table 3.5: Pandas-accelerated FIFO outperforms FIFO at 0.2 load.

<table>
<thead>
<tr>
<th>Workload Behavior</th>
<th>Average Map Completion Time (s)</th>
<th>Average Job Completion Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>FIFO</td>
<td>Pandas FIFO</td>
</tr>
<tr>
<td>Uniform</td>
<td>43.37</td>
<td>30.88</td>
</tr>
<tr>
<td>Skewed</td>
<td>73.44</td>
<td>58.12</td>
</tr>
</tbody>
</table>

Figure 3.6: Average job completion time at 0.2 uniform load.

Figure 3.7 shows the data locality of FIFO and Pandas-accelerated FIFO for each bin. Pandas-accelerated FIFO achieves almost 100% data locality for all bins. Not surprisingly, the largest improvement is observed for the small jobs as they have the fewest choice of local nodes and are frequently assigned to remote nodes under FIFO. The improvement in system throughput by Pandas also leads to a larger number of idle nodes, hence higher data locality.

Figure 3.8 shows the speed-up in job completion times. We observe that most jobs experience a speed-up, with 50.4% of jobs experiencing at least a 60% speed-up, corresponding to 2.5-fold reduction in completion time, and 19.17% of jobs experiencing at least a 80% speed-up, corresponding to 5-fold reduction. Only 3.1% of jobs experience a slowdown, with the largest slowdown being 140%, corresponding to 2.4 times the completion time under FIFO.

Sensitivity analysis

We evaluate the impact of the variation in threshold values on performance. A remote threshold lower than the corresponding slowdown makes the scheduler assign remote tasks too aggressively. On the other hand, a remote threshold higher than the slowdown makes the scheduler too conservative, hence not relieving the hot-spots fast enough.
Table 3.6 shows the average map and job completion time of Pandas-accelerated FIFO with threshold values 3, 5 and 7 when the average slowdown observed is 5. Even with an inaccurate threshold, we observe 9.25-fold improvement over FIFO in average job completion time while we achieve 11-fold improvement with the correct threshold.

3.5.3 Pandas-accelerated Fair

Long trace on EC2

We run the same trace as for FIFO in Section 3.5.2 with the same threshold $T_s = 2$. Figure 3.9 shows the average task completion time and job completion time in a sliding window of 230 jobs. Pandas’ performance is comparable to HFS under uniform load and during the first hot-spot. However, after the first hot-spot, Pandas accelerates tasks by 45% and jobs by 47%.

With the default waiting time parameter, HFS is sufficiently aggressive in relieving hot-spots at this load although at the cost of wasting throughput and affecting later jobs. The acceleration of HFS is not as large as that of FIFO as HFS has a different capacity region and can accommodate a higher load than 0.48. Our experiment at a higher load crashed due to excessive queuing of jobs in the HFS scheduler, although Pandas-accelerated Fair did not suffer from queuing due to its throughput optimality. We explore the
Table 3.6: Pandas-accelerated FIFO with different threshold values at 0.3 skewed load.

<table>
<thead>
<tr>
<th></th>
<th>FIFO</th>
<th>Threshold = 3</th>
<th>Threshold = 5</th>
<th>Threshold = 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Map (s)</td>
<td>159.23</td>
<td>42.67</td>
<td>38.17</td>
<td>43.72</td>
</tr>
<tr>
<td>Job (s)</td>
<td>381.26</td>
<td>41.2</td>
<td>34.75</td>
<td>38.96</td>
</tr>
</tbody>
</table>

Figure 3.9: Pandas-accelerated Fair achieves up to 47% improvement over HFS.

behavior of HFS and Pandas acceleration at higher loads using simulation in Section 3.5.3.

Large-scale simulation

Since the performance of HFS depends on the waiting time parameter, we tune the parameter according to HFS evaluation [12] so that HFS achieves 95% data locality. Figure 3.10a shows that with uniform node popularity, HFS incurs drastic delay only beyond 0.95 load. Figure 3.10b shows that with hot-spots, HFS incurs high delay beyond 0.65 load. At lower loads, Pandas achieves negligible acceleration, while beyond 0.95 and 0.65 loads respectively, Pandas achieves very large acceleration.

We observe that a high data locality of 95% favors uniform node popularity. When the waiting time parameter is tuned for lower data locality, HFS incurs large delays at a smaller load for uniform, but at a larger load for hot-spots, as in Figure 3.9. The waiting time parameter yields a trade-off of performance between the two scenarios. But in both cases, HFS has a larger capacity region than FIFO, and large improvement by Pandas will occur only at loads
beyond 0.48.

![Graph](image)

(a) Uniform load  
(b) Skewed load

Figure 3.10: Average job completion time.

A stressed test on private cluster

We run a trace of 600 jobs on 1000 files on the private cluster. Table 3.3 shows the job size distribution while Table 3.4 shows load and node popularity with 100 jobs per segment. The peak slowdown under HFS is 30, which is a stressed scenario with a large amount of network contention, or in an environment where the difference in processing time due to location is large such as with memory-locality. We set $T_s = 30$.

Figure 3.11 shows the average task completion time and job completion time in a sliding window of 100 jobs. Before hot-spots occur, Pandas-accelerated Fair outperforms HFS at all times and the largest improvement of 4.1-fold reduction in average job completion time occurs for jobs 201 – 300, even if the average task completion time experiences only a 2.7-fold reduction.

As the first hot-spot occurs, the improvement in task completion time reaches 11-fold, while that in job completion time remains around 4.5-fold. Unlike FIFO in Figure 3.4, HFS recovers from the hot-spot much faster, leaving a conspicuous peak in the curve for jobs 301 – 400. Another peak appears towards the end of the curve as the second hot-spot occurs. The improvements in task and job completion times reach 15 and 12-fold respectively for jobs 401 – 500, as Pandas-accelerated Fair recovers from the hot-spot. The improvement reaches its maximum of 18 and 22-fold respectively at the second hot-spot.
Detailed performance on private cluster

We run the same trace as in Section 3.5.2 at 0.68 load. We set $T_s$ to 8 for uniform load and 27 for skewed load based on the average slowdown measured with HFS. Table 3.7 shows the average map and job completion times. Pandas-accelerated Fair achieves more than 3.3-fold improvement in average job completion time for both uniform and skewed loads.

Table 3.7: Performance at 0.68 load.

<table>
<thead>
<tr>
<th>Workload Behavior</th>
<th>Average Map Completion Time (s)</th>
<th>Average Job Completion Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>HFS</td>
<td>Pandas Fair</td>
</tr>
<tr>
<td>Uniform</td>
<td>194.9</td>
<td>85.05</td>
</tr>
<tr>
<td>Skewed</td>
<td>913.99</td>
<td>194.41</td>
</tr>
</tbody>
</table>

Figure 3.12: Average job completion time at 0.68 uniform load.

We focus on uniform load. Similar behavior is observed under skewed load.
Figure 3.13: Data locality at 0.68 uniform load.

Figure 3.14: Speed-up at 0.68 uniform load.

Figure 3.12 shows the CDF of job completion time. Pandas produces significant improvement for all three classes of jobs. Figure 3.13 shows the data locality of HFS and Pandas-accelerated Fair for each bin. Pandas achieves close to 100% data locality whereas HFS, with its default configuration, achieves only 30 – 60% data locality for the small jobs. We also plot the CDF of speedup for each job in Figure 3.14. Most jobs experience a speed-up, with 46.87% of jobs experiencing at least a 60% speed-up, corresponding to at least 2.5-fold reduction in completion time, and 24.48% of jobs experiencing at least a 80% speed-up, corresponding to at least 5-fold reduction. Only 13.02% of jobs experience a slowdown, with the largest slowdown being 346%, corresponding to 4.46 times the completion time under HFS.

Sensitivity analysis

Table 3.8 shows the average map and job completion time of Pandas-accelerated Fair with threshold values 5, 8 and 10 when the average slowdown observed is 8. Even with an inaccurate threshold, we observe 2.8-fold improvement over HFS in average job completion time while we achieve 3.38-fold improvement with the correct threshold.
Table 3.8: Pandas-accelerated Fair with different threshold values at 0.6 uniform load.

<table>
<thead>
<tr>
<th></th>
<th>HFS</th>
<th>Threshold = 5</th>
<th>Threshold = 8</th>
<th>Threshold = 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Map (s)</td>
<td>194.9</td>
<td>103.34</td>
<td>85.05</td>
<td>115.59</td>
</tr>
<tr>
<td>Job (s)</td>
<td>209.71</td>
<td>71.43</td>
<td>61.93</td>
<td>73.74</td>
</tr>
</tbody>
</table>

3.5.4 Scheduler Overhead

The space overhead of Pandas is negligible as our data structures maintain pointers to tasks, rather than keeping multiple copies. Table 3.9 shows the average scheduling delay for the trace with 192 jobs on the private cluster. We observe that the delay is comparable across the schedulers, with Pandas-accelerated FIFO being the fastest.

Table 3.9: Scheduling delay.

<table>
<thead>
<tr>
<th>Scheduler</th>
<th>FIFO</th>
<th>Pandas FIFO</th>
<th>Fair</th>
<th>Pandas Fair</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay (ms)</td>
<td>0.96</td>
<td>0.75</td>
<td>0.81</td>
<td>1.15</td>
</tr>
</tbody>
</table>

3.6 Conclusion

In this chapter, we proposed a novel priority algorithm for near-data scheduling. We have shown that the proposed algorithm achieves throughput optimality and heavy-traffic delay optimality for all traffic scenarios. The prioritized service imposes challenges to the state space collapse analysis and makes the proof of heavy-traffic optimality go beyond applying the existing drift-based analysis. A novel ideal load decomposition is used to separate the system into subsystems that require distinct treatments. The algorithm is also shown to have superior performance in trace-driven experiments.
In the previous chapter, we have studied scheduling with two-level data locality. However, multiple locality levels exist within and across data centers. In this chapter, we will focus on the scheduling with multi-level data locality. We found that going from two to three levels of locality changes the problem drastically, as a tradeoff between performance and throughput emerges. The priority algorithm presented in Chapter 3, which is both throughput and heavy-traffic optimal for two locality levels, is not even throughput-optimal with three locality levels. We defer detailed explanation to Section 4.1.

The JSQ-MaxWeight algorithm proposed by Wang et al. [37] solved the problem of per-task-type queue with MaxWeight when there are two locality levels. Like MaxWeight, JSQ-MaxWeight is throughput-optimal. However, it was shown to be heavy-traffic optimal only for a special traffic scenario where a server is either locally overloaded or receives zero local traffic. We explain in Section 4.2 that an extension of the JSQ-MaxWeight algorithm to three locality levels preserves its throughput optimality, but suffers from the same lack of heavy-traffic optimality in all but a special set of scenarios.

We propose balanced-Pandas, a novel algorithm that uses weighted-workload routing and priority service. The key insight is that throughput optimality requires the workload to be kept at the correct ratio at different queues, but the composition of the workload can be designed appropriately such that it is delay-optimal in the heavy-traffic regime. We note that this is the only known delay-optimal algorithm in the heavy-traffic regime when the arrival rates are unknown.

We state our results in the rest of this chapter for three-level locality. We consider a discrete-time model for the system, as described in Chapter 2. Within each time slot, a task is completed with probability $\alpha$ at a local server, $\beta$ at a rack-local server, or $\gamma$ at a remote server, with $\alpha > \beta > \gamma$. Our main contributions are as follows:
• We identify the capacity region of a system with three locality levels. The capacity is defined to be the set of arrival rate vectors under which the system can be stabilized by some scheduling algorithm.

• We extend the JSQ-MaxWeight algorithm [37] and show that it is throughput-optimal. It is heavy-traffic optimal for special traffic scenarios analogous to that with two-level locality [37].

• We establish the throughput optimality of our proposed algorithm.

• We establish the heavy-traffic optimality of our proposed algorithm. The priority service precludes the use of the $L_2$ norm Lyapunov drift. The main idea is the construction of a multi-level ideal load decomposition for each arrival rate vector, which resolves the problem encountered by Pandas.

4.1 A Performance-versus-Throughput Dilemma

Under Pandas presented in Chapter 3, each server maintains a queue that only receives tasks local to this server. The load balancing step balances tasks across their local queues. Each server serves a local task if its queue is not empty; otherwise it serves a remote task from the longest queue in the system. With two levels of locality, the priority algorithm achieves good delay performance as it maximizes the number of tasks served locally. The system is also throughput-optimal as any remaining capacity of an underloaded server is devoted to remote service.

![Figure 4.1: A simple system with two racks.](image-url)
However, for a system with three levels of locality, the priority algorithm is not throughput-optimal. Consider a system with two racks, each consisting of two servers, as illustrated in Fig. 4.1. There are three types of tasks: one type of task is only local to server 1 and has rate $\lambda$, one is only local to server 4 and has rate $1.9\lambda$, and the third type is local to both servers 2 and 3 and has rate $\lambda$. Assume a local task is served at rate $\alpha = 1$, a rack-local task is served at rate $\beta = 0.9$, and a remote task is served at rate $\gamma = 0.5$. With Pandas, the system is stable only if

$$1.9\lambda < \alpha + \beta(1 - \frac{0.5\lambda}{\alpha}) + \gamma(1 - \frac{\lambda}{\alpha}) + \gamma(1 - \frac{0.5\lambda}{\alpha}),$$

Thus the achievable throughput is $\lambda < 0.9355$, while the system is clearly stabilizable for $\lambda < 1$. The problem with the priority algorithm is that the shared local traffic of rate $\lambda$ is split evenly among servers 2 and 3. However, the throughput will increase if server 3 serves no local tasks, but instead devotes its capacity to rack-local service for server 4.

While Pandas achieves good delay performance at low load when most tasks can be served locally, it sacrifices throughput at high load. This example raises the question as to whether there exist scheduling algorithms that can simultaneously achieve throughput and delay optimality.

### 4.1.1 Outer Bound of the Capacity Region

We consider a decomposition of the arrival rate vector $\lambda = (\lambda_L : L \in \mathcal{L})$. For any task type $L \in \mathcal{L}$, $\lambda_L$ is decomposed into $(\lambda_{L,m}, m \in \mathcal{M})$, where $\lambda_{L,m}$ is assumed to be the arrival rate of type $L$ tasks for server $m$. To ensure the arrival rate vector $\lambda$ supportable, a necessary condition is that the sum of local, rack-local and remote load on any server is strictly less than 1, i.e.,

$$\sum_{L : m \in L} \frac{\lambda_{L,m}}{\alpha} + \sum_{L : m \in L_k} \frac{\lambda_{L,m}}{\beta} + \sum_{L : m \in L_r} \frac{\lambda_{L,m}}{\gamma} < 1. \quad (4.1)$$
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Let $\Lambda$ be the set of arrival rates such that each element has a decomposition satisfying condition (4.1):

$$\Lambda = \{ \lambda = (\lambda_{\bar{L}} : \bar{L} \in \mathcal{L}) \mid \exists \lambda_{L,m} \geq 0, \forall \bar{L} \in \mathcal{L}, \forall m \in \mathcal{M}, \text{s.t.} \sum_{L,m \in \bar{L}} \lambda_{L,m} = \sum_{L,m \in \bar{L}_k} \frac{\lambda_{L,m}}{\alpha} + \sum_{L,m \in \bar{L}_r} \frac{\lambda_{L,m}}{\beta} < 1, \forall m \in \mathcal{M} \}.$$ 

Therefore $\Lambda$ gives an outer bound of the capacity region.

### 4.2 Results on JSQ-MaxWeight

In this section, we summarize the results on an extension of the JSQ-MaxWeight algorithm proposed by Wang et al. [37].

We extend the JSQ-MaxWeight algorithm to a system with three levels of locality: local, rack-local and remote. The central scheduler maintains a set of $M$ queues, where the $m$-th queue, denoted by $Q_m$, receives tasks local to server $m$. Let $Q = (Q_1, Q_2, \ldots, Q_M)$ denote the vector of these queue lengths. The algorithm consists of JSQ routing and MaxWeight scheduling:

**JSQ routing:** When a task of type $\bar{L}$ arrives, the scheduler compares the lengths of the task’s local queues, $\{Q_m | m \in \bar{L}\}$, and inserts the task into the shortest queue. Ties are broken randomly.

**MaxWeight scheduling:** When server $m$ becomes idle, its scheduling decision $\eta_m(t)$ is chosen from the following set:

$$\arg \max_{n \in \mathcal{M}} \{ \alpha Q_n(t) I_{\{n=m\}}, \beta Q_n(t) I_{\{K(n)=K(m)\}}, \gamma Q_n(t) I_{\{K(n)\neq K(m)\}} \}.$$ 

Ties are broken randomly.

Let $f_m(t)$ denote the working status of server $m$ at time slot $t$,

$$f_m(t) = \begin{cases} -1 & \text{if server } m \text{ is idle} \\ n & \text{if server } m \text{ serves a task from queue } n. \end{cases}$$

Note that $f_m(t) = m$ indicates server $m$ working on a local task. If $f_m(t) = n$, where $n \neq m$ and $K(n) = K(m)$, i.e., server $n$ and server $m$ are in the same
rack, server \( m \) is working on a rack-local task. Otherwise it is processing a remote task.

The arrivals to \( Q_m \) in time slot \( t \) are given by

\[
A_m(t) = \sum_{\bar{L}, m \in \bar{L}} A_{\bar{L}, m}(t),
\]

where \( A_{\bar{L}, m}(t) \) is the number of type \( \bar{L} \) tasks that are routed to \( Q_m \).

Let \( S^l_m(t) \), \( R^k_m(t) \) and \( R^r_m(t) \) denote the local, rack-local and remote service provided by server \( m \) respectively, where \( S^l_m(t) \sim Bern(\alpha I_{\{\eta_m(t) = m\}}) \), \( R^k_m(t) \sim Bern(\beta I_{\{K(n)(t) = K(m), \eta_m(t) \neq m\}}) \) and \( R^r_m(t) \sim Bern(\gamma I_{\{K(n)(t) \neq K(m)\}}) \) are Bernoulli random variables with varying probability.

Note that the local service received by queue \( Q_m \) is \( S^l_m(t) \), whereas the rack-local service received by queue \( Q_m \) is \( S^k_m(t) \equiv \sum_{n:K(n) = K(m), n \neq m} R^k_n(t) I_{\{n_m(t) = m\}} \), which is the sum of all rack-local service provided by other servers within the same rack as \( m \) to queue \( Q_m \). Similarly, the remote service received by queue \( Q_m \) is given by \( S^r_m(t) = S^l_m(t) + S^k_m(t) + S^r_m(t) \) denote the departure process for queue \( m \). Hence the queue length satisfy the following equation:

\[
Q_m(t + 1) = Q_m(t) + A_m(t) - S_m(t) + U_m(t),
\]

where \( U_m(t) = \max\{0, S_m(t) - A_m(t) - Q_m(t)\} \) is the unused service. As the service times follow geometric distributions, \( Q(t) \) together with the working status vector \( f(t) \) form an irreducible and aperiodic Markov chain \( \{Z(t) = (Q(t), f(t)), t \geq 0\} \).

**Theorem 4.1.** Any arrival rate vector strictly within \( \Lambda \) is supportable by JSQ-MaxWeight. Thus \( \Lambda \) is the capacity region of the system and JSQ-MaxWeight is throughput optimal.

We use \( V(t) = \|Q(t)\|^2 \) as the Lyapunov function. We show that there exists a positive integer \( T \) such that the \( T \) time slots drift of \( V(t) \) is bounded within a finite subset of the state space and negative outside this subset. Then the result follows by the extension of the Foster-Lyapunov theorem.

For a system with only two levels of data locality, JSQ-MaxWeight algorithm has been shown to be heavy-traffic optimal for a special traffic scenario [37], where a server is either locally overloaded or receives zero local
traffic. For a system with the rack structure, hence three levels of locality, we consider the following traffic scenario:

All traffic concentrates on a subset of racks, and any rack with non-zero local tasks is overloaded. Moreover, any server in an overloaded rack either receives zero local traffic or is locally overloaded. Denote the set of racks that can have local tasks as \( \mathcal{O} \), the set of servers that receives non-zero local traffic as \( \mathcal{M}_l \), the set of servers that receives zero local traffic but belongs to racks \( \mathcal{O} \) as \( \mathcal{M}_k \), the set of servers in racks that receive zero local traffic as \( \mathcal{M}_r \). For any subset of servers \( S \subseteq \mathcal{M}_l \), we denote by \( N(S) = \{ \bar{L} \in \mathcal{L} | \exists m \in S, \text{ s.t. } m \in \bar{L} \} \) the set of task types with local servers in \( S \). Analogously, for any subset of racks \( R \subseteq \mathcal{O} \), denote by \( N(R) = \{ \bar{L} \in \mathcal{L} | \exists m, \text{ s.t. } m \in \bar{L}, \text{ and } K(m) \in R \} \) the set of task types with local servers in racks \( R \). Let \( \mathcal{M}^{(R)}_l = \{ m \in \mathcal{M}_l | K(m) \in R \} \) be the set of servers having local traffic and belonging to racks \( R \), and \( \mathcal{M}^{(R)}_k = \{ m \in \mathcal{M}_k | K(m) \in R \} \) the set of servers without any local traffic and belonging to racks \( R \). Formally, the heavy-traffic regime assumes that for any \( S \subseteq \mathcal{M}_l \),

\[
\sum_{\bar{L} \in N(S)} \lambda_{\bar{L}} > |S| \alpha,
\]

and for any \( R \subseteq \mathcal{O} \),

\[
\sum_{\bar{L} \in N(R)} \lambda_{\bar{L}} > |\mathcal{M}^{(R)}_l| \alpha + |\mathcal{M}^{(R)}_k| \beta.
\]

It is easy to see that in a stable system, \( \sum_{\bar{L} \in \mathcal{L}} \lambda_{\bar{L}} < |\mathcal{M}_l| \alpha + |\mathcal{M}_k| \beta + |\mathcal{M}_r| \gamma \).

We assume that

\[
\sum_{\bar{L} \in \mathcal{L}} \lambda_{\bar{L}} = |\mathcal{M}_l| \alpha + |\mathcal{M}_k| \beta + |\mathcal{M}_r| \gamma - \epsilon, \quad (4.2)
\]

where \( \epsilon > 0 \) characterizes the distance of the arrival rate vector from the capacity boundary.

**Theorem 4.2.** Consider arrival processes \( \{ A_{\bar{L}}^{(e)}(t), t \geq 0 \}_{\bar{L} \in \mathcal{L}} \) with arrival rate \( \lambda^{(e)} \) satisfying the above condition, then JSQ-MaxWeight is heavy-traffic optimal.

Note that JSQ-MaxWeight is not heavy-traffic optimal in other traffic scenarios, when the underloaded racks, and the underloaded servers in over-
loaded racks, receive local traffic, for the same reason as with two levels of locality [37]. One problem is the growth of queues of local tasks at the servers that have zero local queue lengths in the special scenario. The growing queues of local tasks at the underloaded servers and racks result in non-optimal delay. Our balanced-Pandas solves this problem.

### 4.3 Algorithm

The balanced-Pandas algorithm is illustrated in Fig. 4.2. The central scheduler maintains a set of $M$ queues, where the $m$-th queue consists of 3 sub-queues denoted by $Q^l_m$, $Q^k_m$ and $Q^r_m$, which receive tasks local, rack-local and remote to server $m$ respectively. We denote by $Q(t) = (Q_1(t), Q_2(t), \ldots, Q_M(t))$ the queue lengths at time $t$, where $Q_m(t) = (Q^l_m(t), Q^k_m(t), Q^r_m(t))$. We define the expected workload of the $m$-th queue, $W_m(t)$, as

$$W_m(t) = \frac{Q^l_m(t)}{\alpha} + \frac{Q^k_m(t)}{\beta} + \frac{Q^r_m(t)}{\gamma}.$$ 

![Figure 4.2: The balanced-Pandas algorithm.](image)

At the beginning of each time slot $t$, the central scheduler routes new arrivals to one of the queues and schedules a new task for an idle server as follows:

**Weighted-Workload queueing:** When a task of type $L$ arrives, the sched-
uler selects three queues that have the least workload among its local servers, rack-local servers and remote servers respectively. They are further weighted by $1/\alpha$, $1/\beta$, $1/\gamma$ respectively, and the task joins the queue with the minimum weighted workload. Ties are broken randomly. The task then joins the corresponding sub-queue depending on whether it is local, rack-local or remote for the selected server. Formally, the final selected queue $m^*(t)$ is in the set
\[
\arg \min_{m \in M} \left\{ \frac{W_m(t)}{\alpha} I_{\{m \in L\}}, \frac{W_m(t)}{\beta} I_{\{m \in L_k\}}, \frac{W_m(t)}{\gamma} I_{\{m \in L_r\}} \right\}.
\]

Prioritized scheduling: When a server becomes idle, it serves tasks from its queue in the order of local, rack-local and remote. For instance, both the local and rack-local sub-queues need to be empty before a remote task is served. When all its sub-queues are empty, the server remains idle.

4.3.1 Queue Dynamics

Let $A_{L,m}(t)$ denote the number of type $L$ tasks that are routed to $Q_m$. The total number of tasks that join local sub-queue $Q^L_m$, rack-local sub-queue $Q^k_m$, and remote sub-queue $Q^r_m$, denoted by $A^L_m(t)$, $A^k_m(t)$ and $A^r_m(t)$, respectively, are given by $A^L_m(t) = \sum_{L,m \in L} A_{L,m}(t)$, $A^k_m(t) = \sum_{L,m \in L_k} A_{L,m}(t)$, $A^r_m(t) = \sum_{L,m \in L_r} A_{L,m}(t)$.

We denote the working status of server $m$ at time slot $t$ by $f_m(t)$:
\[
f_m(t) = \begin{cases} 
-1, & \text{if server } m \text{ is idle} \\
0, & \text{if server } m \text{ serves a local task from } Q^L_m \\
1, & \text{if server } m \text{ serves a rack-local task from } Q^k_m \\
2, & \text{if server } m \text{ serves a remote task from } Q^r_m 
\end{cases}
\]

When server $m$ completes a task at the end of time slot $t-1$, i.e., $f_m(t^-) = -1$, it is available for a new task at time slot $t$. The scheduling decision is based on the working status vector $f(t) = (f_1(t), f_2(t), \cdots, f_M(t))$ and the queue length vector $Q(t)$. Let $\eta_m(t)$ denote the scheduling decision for server $m$ at time slot $t$. Note that $\eta_m(t) = f_m(t)$ for all busy servers, and when $f_m(t^-) = -1$, i.e., server $m$ is idle, $\eta_m(t)$ is determined by the scheduler according to the algorithm.
Let $S_l(t), S_k(t)$ and $S_r(t)$ be the local, rack-local and remote service provided by server $m$ respectively, where $S_l(t) \sim \text{Bern}(\alpha I\{\eta(t)=0\}), S_k(t) \sim \text{Bern}(\beta I\{\eta(t)=1\})$ and $S_r(t) \sim \text{Bern}(\gamma I\{\eta(t)=2\})$ are Bernoulli random variables with varying probability. For instance, $S_l(t) \sim \text{Bern}(\alpha)$ when server $m$ is scheduled to its local sub-queue, and Bern(0) otherwise. The same applies to $S_k(t)$ and $S_r(t)$. Then the dynamics of three sub-queues at server $m$ can be described as

\[
\begin{align*}
Q_l(t+1) &= Q_l(t) + A_l(t) - S_l(t), \\
Q_k(t+1) &= Q_k(t) + A_k(t) - S_k(t), \\
Q_r(t+1) &= Q_r(t) + A_r(t) - S_r(t) + U(t),
\end{align*}
\]

where $U(t) = \max\{0, S_r(t) - A_r(t) - Q_r(t)\}$ is the unused service. As the service times follow geometric distributions, $Q(t)$ together with the working status vector $f(t)$ form an irreducible and aperiodic Markov chain \{\(Z(t) = (Q(t), f(t)), t \geq 0\)\}.

### 4.3.2 Throughput Optimality

**Theorem 4.3.** Balanced-Pandas is throughput optimal. That is, it stabilizes any arrival rate vector strictly within the capacity region.

To prove Theorem 4.3, we use a Lyapunov function that is quadratic in the expected workload in each queue:

\[
V(t) = \|W(t)\|^2 = \sum_m \left(\frac{Q_l(t)}{\alpha} + \frac{Q_k(t)}{\beta} + \frac{Q_r(t)}{\gamma}\right)^2.
\]

Note that the service discipline does not affect the proof as the expected workload is reduced at the same rate regardless of which sub-queue is served. The proof is similar to that for the throughput-optimality of JSQ-MaxWeight. The weighted-workload queueing effectively replaces the role of MaxWeight services, but leaves the choice of service discipline free for potential achievement of delay optimality.
4.4 Ideal Load Decomposition

A key component of the proof of heavy-traffic optimality of Balanced-Pandas is the construction of an *ideal load decomposition*, analogous to the method used for two levels of locality in the Chapter 3. However, the construction method with three levels of locality is more involved. Instead, we will use the alternative characterization of ideal load decomposition via two linear programs. The decomposition serves two purposes: 1) The ideal load obtained for each server is used as an intermediary in the proofs of state-space collapse; 2) The construction uniquely identifies four types of servers, helpers and beneficiaries in underloaded and overloaded racks respectively, which have very different traffic compositions and require distinct treatment in the proofs.

![Diagram](image)

**Figure 4.3:** The queue compositions of the four types of servers.

Figure 4.3 illustrates the different sub-queue compositions of the four sub-systems under the ideal load decomposition:

*Helpers in underloaded racks, \( \mathcal{H}_u \):* A server belongs to \( \mathcal{H}_u \) if it is *not overloaded*, provides rack-local service and *remote* service, and all tasks local to this server are served locally in the system.

*Beneficiaries in underloaded racks, \( \mathcal{B}_u \):* A server belongs to \( \mathcal{B}_u \) if it is *overloaded*, does *not provide* rack-local or remote service, and tasks local to this server receive *rack-local* service but *not remote* service.

*Helpers in overloaded racks, \( \mathcal{H}_o \):* A server belongs to \( \mathcal{H}_o \) if it is *not overloaded*, provides rack-local service but not remote service, and all tasks local to this server are served locally in the system.

*Beneficiaries in overloaded racks, \( \mathcal{B}_o \):* A server belongs to \( \mathcal{B}_o \) if it is *overloaded*, does *not provide* rack-local or remote service, and tasks local to this server receive *rack-local service and remote* service.
We will define overloaded servers and racks in a more precise manner in 4.4.2. While pure helpers and beneficiaries in underloaded or overloaded racks do not exist in a real system, the ideal load decomposition approximately depicts the load distribution in the heavy-traffic regime.

We characterize the ideal load decomposition in the rest of the section. Analogous to the two-level locality case, we will construct the ideal load decomposition via two linear programs: 1) Identify the overloaded servers and racks via routing optimization problem; 2) Construct the decomposition that produces $\mathcal{H}_u, \mathcal{B}_u, \mathcal{H}_o, \mathcal{B}_o$ via service optimization problem. In order to define the overloaded set, we will need an equivalent capacity region with a more refined decomposition similar to (3.1) for two-level locality.

4.4.1 An Equivalent Capacity Region

We define the following equivalent capacity region:

$$\bar{\Lambda} = \{ \lambda = (\lambda_L : \bar{L} \in \mathcal{L}) \mid \exists \lambda_{L,n,m} \geq 0, \forall \bar{L} \in \mathcal{L}, \forall n \in \bar{L}, \forall m \in \mathcal{M}, \text{ s.t.}$$

$$\lambda_L = \sum_{n: n \in \bar{L}} \sum_{m=1}^{M} \lambda_{L,n,m}, \forall \bar{L} \in \mathcal{L},$$

$$\sum_{L: m \in L, n \in \bar{L}} \frac{\lambda_{L,n,m}}{\alpha} + \sum_{L: m \in L_k, n \in \bar{L}} \frac{\lambda_{L,n,m}}{\beta} + \sum_{L: m \in L_r, n \in \bar{L}} \frac{\lambda_{L,n,m}}{\gamma} < 1, \forall m \in \mathcal{M} \}. $$

Each $\lambda_{L,m}$ is further decomposed into $\sum_n \lambda_{L,n,m}$, where $\lambda_{L,n,m}$ denotes the rate of type $\bar{L}$ tasks local to the server $n$ but processed at server $m$. The additional index $n$ provides a pseudo-distribution of tasks across their local servers only. It does not affect where they are processed. The information is used for identifying the overloaded set, which only depends on the types and rates of local tasks to a server.

The equivalence of the capacity region is established in similar ways as Lemma 3.2.

4.4.2 Overloaded Servers and Racks

We use the same notation as in Chapter 3. For any subset of servers $\mathcal{S} \subseteq \mathcal{M}$, we denote by $\mathcal{L}_{\mathcal{S}}$ the set of task types local only to servers in $\mathcal{S}$, and by $\mathcal{L}_{\mathcal{S}}^*$
the set of task types that have \textit{at least} one local server in $S$. With a slight abuse of notation, for any subset of racks $\mathcal{R} \subset \mathcal{K}$, we denote by $\mathcal{L}_\mathcal{R}$ the set of task types that are \textit{local only} to servers in racks $\mathcal{R}$.

Given a decomposition $\{\lambda_{\bar{L},n,m}\}$ of $\lambda$, let

$$\psi_n = \sum_{\bar{L}\in \bar{L}} \sum_{m=1}^{M} \lambda_{\bar{L},n,m}, \forall n$$

denote the pseudo-arrival rate of local tasks to server $n$. We define the \textit{overloaded racks} in a similar way as \textit{overloaded servers} with two-level locality. A rack $k$ is overloaded under a decomposition $\{\lambda_{\bar{L},n,m}\}$ if

$$\sum_{m:K(m)=k,\psi_m \geq \alpha} (\psi_m - \alpha) \geq \beta \sum_{i:K(i)=k,\psi_i < \alpha} (1 - \frac{\psi_i}{\alpha}). \quad (4.3)$$

Note that the LHS of (4.3) gives the amount of local traffic for overloaded servers in rack $k$ that could not be served locally. The RHS of (4.3) is the maximum rack-local service that can be provided by underloaded servers. Hence rack $k$ requires remote service if Eq. (4.3) holds.

We define the rack load $\rho_k (\{\lambda_{\bar{L},n,m}\})$ in the same way as (3.3) for two-level locality, which is the minimum possible lower bound on the total utilization of servers needed in order to accommodate arrivals \textit{routed} to servers in rack-$k$ according to $\{\lambda_{\bar{L},n,m}\}$: for any underloaded rack-$k$,

$$\rho_k = \sum_{m:K(m)=k,\psi_m < \alpha} \frac{\psi_m}{\alpha} + \sum_{m:K(m)=k,\psi_m \geq \alpha} (1 + \frac{\psi_m - \alpha}{\beta});$$

for any overloaded rack-$k$,

$$\rho_k = |\{m : K(m) = k\}| + \frac{1}{\gamma} \left[ \sum_{m:K(m)=k,\psi_m \geq \alpha} (\psi_m - \alpha) - \beta \sum_{m:K(m)=k,\psi_m < \alpha} (1 - \frac{\psi_m}{\alpha}) \right].$$

We then define the system load as

$$\rho (\{\lambda_{\bar{L},n,m}\}) = \sum_{k \in \mathcal{K}} \rho_k (\{\lambda_{\bar{L},n,m}\}).$$
Consider the routing optimization problem:

\[
\min_{\{\lambda_{L,n,m}\}} \rho(\{\lambda_{L,n,m}\})
\]

subject to

\[
\lambda_{L,n,m} \geq 0, \quad \forall \bar{L} \in \mathcal{L}, \forall n \in \bar{L}, \forall m \in \mathcal{M}, \quad (4.4)
\]

\[
\lambda_{\bar{L}} = \sum_{n:n \in \bar{L}} \sum_{m=1}^{M} \lambda_{\bar{L},n,m}, \quad \forall \bar{L} \in \mathcal{L}, \quad (4.5)
\]

\[
\sum_{L:m \in L \cap n:n \in L} \frac{\lambda_{L,n,m}}{\alpha} + \sum_{L:m \in L_k \cap n:n \in L} \frac{\lambda_{L,n,m}}{\beta} + \sum_{L:m \in L_r \cap n:n \in L} \frac{\lambda_{L,n,m}}{\gamma} < 1, \quad \forall m \in \mathcal{M}. \quad (4.6)
\]

Let \(\{\tilde{\lambda}_{L,n,m}\}, \rho^*\) be any fixed optimal solution of this linear program. Then \(\{\tilde{\lambda}_{L,n,m}\}\) gives a set of overloaded racks \(\mathcal{O}\) satisfying (4.3), and a set of overloaded servers \(\mathcal{D}\), both of which are unique for the given \(\lambda\).

### 4.4.3 Ideal Load Decomposition

Next we will formally define the four types of servers. Given a decomposition \(\{\tilde{\lambda}_{L,n,m}\}\) of \(\lambda \in \Lambda\) that minimizes \(\rho\), we denote the utilization of each server \(m\) by

\[
w_m = \sum_{L:m \in L \cap n:n \in L} \frac{\tilde{\lambda}_{L,n,m}}{\alpha} + \sum_{L:m \in L_k \cap n:n \in L} \frac{\tilde{\lambda}_{L,n,m}}{\beta} + \sum_{L:m \in L_r \cap n:n \in L} \frac{\tilde{\lambda}_{L,n,m}}{\gamma}.
\]

Let \(\mathcal{O}\) and \(\mathcal{U}\) denote the set of overloaded and underloaded racks determined by the routing optimization problem, respectively. We denote the set of overloaded servers in racks \(\mathcal{O}\) by \(\mathcal{D}_o\). We define the system remaining capacity as

\[
C_R(\{\tilde{\lambda}_{L,n,m}\}) = \sum_{k \in \mathcal{U}} \sum_{m:K(m)=k} \frac{\gamma(1 - w_m)}{\psi_m < \alpha} + \sum_{k \in \mathcal{O}} \sum_{m:K(m)=k} \frac{\beta(1 - w_m)}{\psi_m < \alpha}
\]

\[
+ \sum_{k \in \mathcal{O}} \sum_{m:K(m)=k} \frac{\alpha(1 - w_m)}{ \psi_m \geq \alpha}, \quad (4.7)
\]
which is the maximum amount by which $\sum_{\bar{L} \in \mathcal{L}_{D_o}} \lambda_{\bar{L}}$ can be increased until the boundary of the capacity region is hit.

Analogously, the ideal load decomposition for the multi-level locality is determined by the following linear program, which we refer to as the service optimization problem:

$$\max_{\{\lambda_{L,n,m}\}} C_R \left( \{\lambda_{L,n,m}\} \right)$$

subject to constraints (4.4)-(4.6).

Let $\left(\{\lambda^*_L,n,m\}, C^*_R\right)$ be any fixed optimal solution of this linear program. Then under this optimal decomposition, all servers are classified into the following four subsystems:

$$\mathcal{H}_o = \{ n : K(n) \in \mathcal{O} | \psi_n < \alpha \},$$
$$\mathcal{B}_o = \{ n : K(n) \in \mathcal{O} | \psi_n \geq \alpha \},$$
$$\mathcal{H}_u = \{ n : K(n) \in \mathcal{U} | \psi_n < \alpha \},$$
$$\mathcal{B}_u = \{ n : K(n) \in \mathcal{U} | \psi_n \geq \alpha \}.$$

**Remark.** Recall that the decomposition that identifies overloaded servers $\mathcal{D}$ for systems with two-level locality, satisfies the following property: all shared local traffic between overloaded and underloaded servers are routed to underloaded servers. Similarly, the decomposition that achieves $\rho^*$ have some special property, which depends on the relationship between $\alpha$, $\beta$ and $\gamma$.

An interesting case is $\beta^2 > \alpha \gamma$, which implies that the rack-local rate is significantly larger than the remote rate. This condition holds in MapReduce cluster.

Consider an overloaded rack and an underloaded rack. Suppose there exists traffic that are local to both racks. The condition $\beta^2 > \alpha \gamma$ dictates that all such traffic should be moved to the underloaded rack in the ideal load decomposition regardless of the load on the servers. For instance, moving $\Delta$ amount of traffic from $\mathcal{H}_o$ to $\mathcal{H}_u$ creates new capacity for $\mathcal{H}_o$ so that it can serve an additional $\beta \Delta \alpha$ amount of rack-local traffic in the overloaded rack. On the other hand, when a server in $\mathcal{H}_u$ becomes overloaded (and hence becomes $\mathcal{B}_u$), the movement creates new rack-local traffic in the underloaded rack and as a result reduces a $\gamma \Delta \beta$ amount of remote traffic served in this rack. The condition $\beta^2 > \alpha \gamma$ implies that $\beta \Delta \alpha > \gamma \Delta \beta$, i.e., the increase in rack-local
capacity outweighs the decrease in remote capacity. Hence the movement of shared local traffic continues even if a server changes from $H_u$ to $B_u$. And in the ideal load decomposition constructed, no shared local traffic between underloaded racks and overloaded racks is routed to overloaded racks.

In other words, the condition $\beta^2 > \alpha \gamma$ ensures that the sacrifice of local service for rack-local service benefits the system capacity by reducing the amount of traffic that should be served remotely. And the final load decomposition is ideal in the sense that it minimizes the amount of remote traffic.

4.5 Heavy-traffic Optimality

In this section, we establish the heavy-traffic optimality of balanced-Pandas. The proof follows the framework developed in [59], which we have used to prove the heavy-traffic optimality of Pandas in Chapter 3. However, the Lyapunov drift analysis developed cannot be applied directly to our algorithm due to the prioritized service and a more complicated state-space collapse.

Traffic distributions

The traffic distribution $(\lambda = (\lambda_L : \bar{L} \in L))$ on the system can be classified into two categories: the set of overloaded racks $\mathcal{O} = \emptyset$, or $\mathcal{O} \neq \emptyset$. In the first case, each rack can accommodate its load, and the system in the heavy-traffic regime decomposes into independent racks, each of which has two levels of locality. We focus on the second case in this chapter, which is more challenging of the two, and defer the proof for the first case to Appendix B. In particular, we consider the heavy-traffic regime such that $B_u = \emptyset$, i.e., all servers in underloaded racks can accommodate their arrivals locally.

Figure 4.4 illustrates the one-dimensional state-space vector the system collapses to in the heavy-traffic regime when $B_u = \emptyset$. There are two key ideas. First, the prioritized service allows us to have a uniformly bounded helper subsystem in the heavy-traffic regime, which corresponds to the disappearance of the rack-local and local queues for $H_u$ and that of the local queue for $H_o$ in Figure 4.4. Second, the weighted-workload routing distributes the tasks local only to $B_o$ in the ratio of $\alpha : \beta : \gamma$ in terms of server workload across $B_o$, $H_o$ and $H_u$. 
Figure 4.4: The queue compositions of the three types of servers in the heavy-traffic regime with $\alpha : \beta : \gamma = 1 : 0.8 : 0.5$. The workload at the three types of servers maintain the ratio $\alpha : \beta : \gamma = 1 : 0.8 : 0.5$.

4.5.1 Formal Statement of Results

We formally state the main theorems in this subsection and provide the outline of proofs in Section 4.5.2.

Consider the traffic regime such that there exist a set of overloaded racks. Moreover, these racks are truly overloaded in the sense that remote service is required for each rack. Formally, there exists an ideal load decomposition such that the pseudo-arrival rates for any overloaded rack is strictly greater than its capacity. That is, for any rack $k \in \mathcal{O}$,

$$\sum_{m:K(m)=k,\psi_m \geq \alpha} (\psi_m - \alpha) > \beta \sum_{i:K(i)=k,\psi_i < \alpha} (1 - \frac{\psi_i}{\alpha}),$$

(4.8)

where $\psi_m = \sum_{L,n \in \mathcal{L}} \sum_{m=1}^{M} \lambda_{L,n,m}^*$. We refer to this condition as the heavy rack overloaded traffic assumption.

Assume that

$$B_u = \emptyset.$$  

(4.9)

The local traffic on $\mathcal{H}_u$ and $\mathcal{H}_o$ is assumed to satisfy

$$\sum_{L \in \mathcal{L}_{\mathcal{H}_u}} \lambda_L \equiv \Phi_u \alpha, \quad \sum_{L \in \mathcal{L}_{\mathcal{H}_o}} \lambda_L \equiv \Phi_o \alpha,$$

(4.10)

where $\mathcal{L}_{\mathcal{H}_u} = \{ \bar{L} : \exists m \in \mathcal{H}_u \text{ s.t. } m \in \bar{L} \}$, $\mathcal{L}_{\mathcal{H}_o} = \{ \bar{L} : \forall m \in \bar{L}, m \in \mathcal{H}_o \cup B_o, \text{ and } \exists n \in \mathcal{H}_o \text{ s.t. } n \in \bar{L} \}$, $0 \leq \Phi_o < |\mathcal{H}_o|$, and $0 \leq \Phi_u < |\mathcal{H}_u|$. In
addition, we assume that

\[ \sum_{L \in \mathcal{L}_{B_o}} \lambda_L = |B_o| \alpha + \beta(|H_o| - \Phi_o) + \gamma(|H_u| - \Phi_u) - \epsilon, \quad (4.11) \]

where \( \epsilon > 0 \) characterizes the distance of the arrival rate vector from the capacity boundary. We make the additional assumption that the \( \{ \lambda_L : \bar{L} \in \mathcal{L}_{H_u} \cup \mathcal{L}_{H_o} \} \) are independent of \( \epsilon \). That is, the total local load for helpers is fixed. This assumption can be removed with more care. We now state the heavy traffic assumption as follows.

**Assumption 3** (Assumption for the heavy rack overloaded traffic). Consider the arrival processes \( \{A^{(\epsilon)}_L(t), t \geq 0\}_{\bar{L} \in \mathcal{L}} \), parameterized by \( \epsilon > 0 \), with mean arrival rate vector \( \lambda^{(\epsilon)} \) satisfying conditions (4.8)-(4.11). Arrivals local to helpers \( \{A^{(\epsilon)}_L(t), t \geq 0\}_{\bar{L} \in \mathcal{L}_{H_u}} \) are independent of \( \epsilon \). We denote by \( (\sigma^{(\epsilon)})^2 \) the variance of the number of arrivals that are only local to beneficiaries in overloaded racks, i.e., \( \operatorname{Var} \left( \sum_{L \in \mathcal{L}_{B_o}} A^{(\epsilon)}_L(t) \right) = (\sigma^{(\epsilon)})^2 \), which converges to \( \sigma^2 \) as \( \epsilon \downarrow 0 \).

Let \( \{Z^{(\epsilon)}(t) = (Q^{(\epsilon)}(t), f^{(\epsilon)}(t)), t \geq 0\} \) be the system state under balanced-Pandas when the arrival rate is \( \lambda^{(\epsilon)} \). Since \( \lambda^{(\epsilon)} \in \Lambda \), the Markov chain \( Z^{(\epsilon)}(t) \) is positive recurrent and has a steady state distribution. We denote the steady state queue-length vector by \( \bar{Q}^{(\epsilon)} \). All theorems in this section concern the steady-state queueing process \( \bar{Q}^{(\epsilon)} \) under balanced-Pandas, with the arrival processes \( \{A^{(\epsilon)}_L(t), t \geq 0\}_{\bar{L} \in \mathcal{L}} \), parameterized by \( \epsilon > 0 \), satisfying Assumption 3.

**Theorem 4.4. (Helper queues)** There exist two sequence of finite numbers \( \{N_r : r \in \mathbb{N}\} \) and \( \{N'_r : r \in \mathbb{N}\} \) such that for each positive integer \( r \),

\[
\mathbb{E} \left[ \sum_{m \in \mathcal{H}_u} (\bar{Q}^{j^{(\epsilon)}(\cdot)}_{m} + \bar{Q}^{k^{(\epsilon)}(\cdot)}_{m}) \right] \leq N_r, \quad \mathbb{E} \left[ \sum_{m \in \mathcal{H}_o} \bar{Q}^{j^{(\epsilon)}(\cdot)}_{m} \right] \leq N'_r.
\]

Therefore,

\[
\lim_{\epsilon \downarrow 0} \epsilon \mathbb{E} \left[ \sum_{m \in \mathcal{H}_u} (\bar{Q}^{j^{(\epsilon)}(\cdot)}_{m} + \bar{Q}^{k^{(\epsilon)}(\cdot)}_{m}) \right] = 0, \quad \lim_{\epsilon \downarrow 0} \epsilon \mathbb{E} \left[ \sum_{m \in \mathcal{H}_o} \bar{Q}^{j^{(\epsilon)}(\cdot)}_{m} \right] = 0.
\]

Theorem 4.4 states that the helper subsystem is uniformly bounded and independent of \( \epsilon \). As the arrival rate approaches the capacity boundary, i.e., \( \epsilon \downarrow 0 \),
0, the steady state mean queue length \( \mathbb{E} [\| \bar{Q} \|] = \mathbb{E} [\sum_m (\bar{Q}^l_m + \bar{Q}^k_m + \bar{Q}^r_m)] \to \infty \). In order to characterize the scaling order of \( \mathbb{E} [\| \bar{Q} \|] \), by Theorem 4.4, we only need to consider

\[
\Psi = \sum_{m \in \mathcal{H}_u} Q^r_m + \sum_{m \in \mathcal{H}_o} (Q^k_m + Q^r_m) + \sum_{m \in \mathcal{B}_o} (Q^l_m + Q^k_m + Q^r_m).
\]

The following theorem gives an lower bound on \( \mathbb{E} [\Psi(\epsilon)] \).

**Theorem 4.5. (Lower bound)**

\[
\mathbb{E} [\Psi(\epsilon)] \geq \frac{(\sigma(\epsilon))^2 + (\nu(\epsilon))^2 + \epsilon^2}{2\epsilon} - \frac{M}{2}.
\]

Therefore, in the heavy traffic limit as \( \epsilon \downarrow 0 \),

\[
\liminf_{\epsilon \downarrow 0} \epsilon \mathbb{E} [\Psi(\epsilon)] \geq \frac{\sigma^2 + \nu^2}{2}.
\]  

(4.12)

In order to obtain an upper bound on \( \mathbb{E} [\Psi(\epsilon)] \), we first need to show that the steady-state weighted queue-length vector \( \mathbf{W} \) collapses to a particular direction. Define \( \mathbf{c} = \frac{\tilde{\mathbf{c}}}{\|\tilde{\mathbf{c}}\|} \in \mathbb{R}^M_+ \) as a vector with unit \( l_2 \) norm, where

\[
\tilde{c}_m = \begin{cases} 
\gamma, & \forall m \in \mathcal{H}_u \\
\beta, & \forall m \in \mathcal{H}_o \\
\alpha, & \forall m \in \mathcal{B}_o
\end{cases}
\]

The parallel and perpendicular components of the steady-state weighted queue-length vector \( \mathbf{W} \) with respect to \( \mathbf{c} \) are

\[
\mathbf{W}_{||} = \langle \mathbf{c}, \mathbf{W} \rangle \mathbf{c}, \quad \mathbf{W}_{\perp} = \mathbf{W} - \mathbf{W}_{||}.
\]

The following theorem states that \( \mathbf{W} \) collapses to the direction \( \mathbf{c} \) in the sense that its parallel component with respect to \( \mathbf{c} \) is bounded, independent of heavy-traffic parameter \( \epsilon \).

**Theorem 4.6. (State space collapse)** There exists a sequence of finite numbers \( \{C_r : r \in \mathbb{N}\} \) such that for each positive integer \( r \),

\[
\mathbb{E} [\| \mathbf{W}_{\perp} \|^r] \leq C_r,
\]
that is, the deviation of $W$ from the direction $c$ are bounded and independent of the heavy-traffic parameter $\epsilon$.

Theorem 4.7. (Upper bound)

$$E[\Psi(\epsilon)] \leq \frac{(\sigma(\epsilon))^2 + (\nu(\epsilon))^2}{2\epsilon} + B^{(\epsilon)},$$

where $B^{(\epsilon)} = o(\frac{1}{\epsilon})$, i.e., $\lim_{\epsilon \downarrow 0} \epsilon B^{(\epsilon)} = 0$. Therefore, in the heavy-traffic limit, we have

$$\limsup_{\epsilon \downarrow 0} \epsilon E[\Psi(\epsilon)] \leq \frac{\sigma^2 + \nu^2}{2},$$

which coincides with the lower bound (4.12).

4.5.2 Outline of Proofs

(Theorem 4.4.) We first show that in steady state, the expected local load on any helper is upper bounded by a constant $\bar{\rho}_h < 1$ which is independent of $\epsilon$. As shown in Chapter 3, with upper-bounded local load and priority scheduling for local tasks, the expected local queue length is bounded and independent of $\epsilon$. Therefore the local sub-queue lengths of $H_u$ and $H_o$ are bounded and independent of $\epsilon$. Under the ideal load decomposition, all tasks of types $L^*_H$ are served locally by $H_u$ in order to achieve maximum remote capacity for overloaded racks. We can show that in the absence of $B_u$, the number of tasks in $L^*_H$ that are served rack-locally or remotely vanishes as $\epsilon \downarrow 0$. Therefore we can also show the uniform boundedness of the rack-local sub-queue lengths of $H_u$.

(Theorem 4.5.) In order to obtain a lower bound on $E[\Phi(\epsilon)]$, we construct a single server system $\Psi(\epsilon)(t)$ with an arrival process $\left\{\sum_{i \in B_o} A^{(\epsilon)}_i(t), t \geq 0\right\}$ and a service process $\left\{b^{(\epsilon)}(t), t \geq 0\right\}$, which defined as follows:

$$b^{(\epsilon)}(t) = \sum_{i \in B_o} X_i(t) + \sum_{j \in H_o} Y_j(t) + \sum_{n \in H_u} V_n(t),$$

(4.13)

where $\{X_i(t)\}_{i \in B_o}, \{Y_j(t)\}_{j \in H_o}$ and $\{V_n(t)\}_{n \in H_u}$ are independent and each process is i.i.d. For all $i \in B_o$, $X_i(t) \sim \text{Bern}(\alpha)$. For all $j \in H_o$, $Y_j(t) \sim \text{Bern}(\beta(1 - \rho_j^l))$, where $\rho_j^l$ is the proportion of time helper $j$ spends on local
tasks in steady state. For all \( n \in \mathcal{H}_u \), \( V_n(t) \sim \text{Bern}(\gamma(1 - \rho_n)) \), where \( \rho_n \) is the proportion of time helper \( n \) spends on local and rack-local tasks in steady state. We denote \( \text{Var}(b^{(e)}(t)) \) by \( (\nu^{(e)})^2 \), which converges to a constant \( \nu^2 \) as \( \epsilon \downarrow 0 \). The definition of \( \rho_n \) is such that \( \sum_{i \in \mathcal{B}_o} \lambda_{i,n,m} \geq \kappa \), where \( \kappa \) is a positive constant independent of \( \epsilon \). That is, each task type only local to \( \mathcal{B}_o \) receives service from all of its local servers, rack-local servers in \( \mathcal{H}_o \) and remote servers in \( \mathcal{H}_u \). A crucial step to bound the drift of \( F_\perp(Z) \) is to use the ideal load decomposition as an intermediary.

*(Theorem 4.6.)* We consider the Lyapunov function

\[
F_\perp(Z) = \|W_\perp\|.
\]

We can show that the drift of \( F_\perp(Z) \) is always finite and becomes negative for sufficiently large \( F_\perp \). According to Lemma 3.6, all moments of \( F_\perp(Z) \) exist and are finite. The main challenge is to show that the ideal load decomposition \( \{\lambda_{L,n,m}^*\} \) satisfies: for all \( L \in \mathcal{L}_{B_o} \), \( m \in \{i \in \mathcal{M} | i \in L, \text{ or } i \in \mathcal{H}_u, \text{ or } i \in \mathcal{H}_o \} \), \( \sum_{n \in L} \lambda_{L,n,m}^* \geq \kappa \), where \( \kappa \) is a positive constant independent of \( \epsilon \). That is, each task type only local to \( \mathcal{B}_o \) receives service from all of its local servers, rack-local servers in \( \mathcal{H}_o \) and remote servers in \( \mathcal{H}_u \). A crucial step to bound the drift of \( F_\perp(Z) \) is to use the ideal load decomposition as an intermediary.

*(Theorem 4.7.)* We obtain an upper bound on \( \mathbb{E} [\Psi^{(e)}] \) by bounding \( \mathbb{E} [\|\tilde{c}\|(c, \tilde{Q})] \), where \( \tilde{Q} = (\tilde{Q}_1, \tilde{Q}_2, \ldots, \tilde{Q}_M) \),

\[
\tilde{Q}_m = \begin{cases} 
\frac{Q_{m}^r}{\gamma}, & \forall m \in \mathcal{H}_u \\
\frac{Q_{m}^k}{\beta} + \frac{Q_{m}^r}{r}, & \forall m \in \mathcal{H}_o \\
\frac{Q_{m}^i}{\alpha} + \frac{Q_{m}^k}{\beta} + \frac{Q_{m}^r}{r}, & \forall m \in \mathcal{B}_o
\end{cases}
\]

The corresponding dynamics is given by

\[
\tilde{Q}(t + 1) = \tilde{Q}(t) + \tilde{A}(t) - \tilde{S}(t) + \tilde{U}(t),
\]

where \( \tilde{A}, \tilde{S} \) and \( \tilde{U} \) are defined in the same way as \( \tilde{Q} \).

We consider the Lyapunov function \( G_{\parallel}(Z) = \|\tilde{Q}_{\parallel}\|^2 \), where \( \tilde{Q}_{\parallel} \) is the parallel component of the vector \( \tilde{Q} \) with respect to the direction \( c \). Note that the drift of \( G_{\parallel}(Z) \) is zero in steady state. However, since the service
rate of each server varies with the task type and depends on the status of its three sub-queues, the terms related to service in the drift of $G_{||}(Z)$ cannot be bounded directly. In addition, tasks arrivals of types such as $\mathcal{L}_{H_u} \cup \mathcal{L}_{H_o}$ also depend on $\tilde{Q}$, which makes the terms difficult to bound. Similar to the proof of Theorem 3.5 on upper bound in Chapter 3, we construct a series of ideal arrival and service processes to solve this problem. This allows us to rewrite the dynamics of $\tilde{Q}$, and bound the terms using Lemma 8 in [59].

4.6 Evaluation

We compare the performance of balanced-Pandas with the JSQ-MaxWeight algorithm and Pandas presented in Chapter 3 via simulation. We consider a continuous-time system of 10 racks, where each rack consists of 50 servers. Tasks arrive at the system according to a Poisson process. The service rates for local, rack-local and remote tasks are $\alpha = 1$, $\beta = 0.9$ and $\gamma = 0.5$, respectively. So the mean slowdown of remote tasks is 2, which is consistent to the measurements in [12]. We consider exponential service time distribution for each task.

The task type is designated at arrival. For each task, a set of three servers are chosen to be its local servers according to the distribution of requested data in the system. We consider two cases:

1. Distribution-1. All the datasets requested by the incoming traffic are distributed uniformly in a subset of $B$ servers, which co-locate at a subset of $R$ racks. This simulates the special traffic scenario where the JSQ-MaxWeight algorithm achieves heavy-traffic optimality. Here we report the results for $R = 5$ and $B = 50 \times 5$. That is, the set of three local servers for each task are sampled uniformly randomly from all servers.

2. Distribution-2. At each task arrival, with probability $\sigma_1$, the task samples a set of three servers uniformly randomly from a subset of $N_1$ servers in the first rack; with probability $\sigma_2$, it samples uniformly from a subset of $N_2$ servers in the second rack; with probability $1 - \sigma_1 - \sigma_2$, it samples from all other $M - N_1 - N_2$ servers. We choose $\sigma_1 = 0.2$, $N_1 = 10$, $\sigma_2 = 0.06$, $N_2 = 25$. This simulates the traffic with four types of servers when the mean arrival rate is large. In particular, the first rack becomes overloaded with the $N_1$ servers as $\mathcal{B}_o$, the other $50 - N_1$ servers as $\mathcal{H}_o$; the $N_2$ servers in the second...
rack become $B_u$; all the other servers in the system become $H_u$.

![Figure 4.5: Capacity regions with distribution-2.](image)

Figure 4.5: Capacity regions with distribution-2.

Figure 4.5 compares the stability regions for JSQ-MaxWeight, the Weighted-Workload algorithm and the priority algorithm. The x-axis shows the mean arrival rate, $\lambda \equiv \sum L \lambda_L / M$, and the y-axis shows the mean completion time for all tasks. A drastic increase in completion time indicates that an algorithm is close to its critical load. For distribution-2, we can compute the capacity region $\lambda < 0.9027$. Observe that both the balanced-Pandas algorithm and JSQ-MaxWeight are stable for $\lambda < 0.9027$, hence are throughput-optimal. However, Pandas becomes unstable at $\lambda \simeq 0.83$. This shows that maximizing the amount of tasks served locally can lead to instability at a much lower load than the full capacity.

![Figure 4.6: Mean task completion time.](image)

Figure 4.6: Mean task completion time.

Figure 4.6 compares the delay performance of JSQ-MaxWeight and balanced-Pandas and Pandas at high load. With distribution-1, both algorithms achieve heavy-traffic optimality. Figure 4.6(a) shows that balanced-Pandas has similar performance as JSQ-MaxWeight. With distribution-2, however, balanced-Pandas achieves up to 4-fold improvement over JSQ-MaxWeight algorithm at high load. The balanced-Pandas algorithm is shown to be heavy-traffic optimal for all traffic scenarios. The significant improvement
of balanced-Pandas over JSQ-MaxWeight at high load in Fig. 4.6(b) shows that JSQ-MaxWeight is not heavy-traffic optimal for all traffic scenarios.

4.7 Conclusion

In this chapter, we studied the scheduling problem with multi-level data-locality. We studied an extension of the JSQ-MaxWeight algorithm to three locality levels. We have shown that the JSQ-MaxWeight is throughput optimal but only heavy-traffic optimal for a special traffic scenario. We proposed an algorithm called balanced-Pandas that uses weighted workload routing and priority service. Balanced-Pandas is shown to be throughput optimal, and achieves heavy-traffic optimality for general traffic scenario.
In this chapter, we consider cloud computing systems that provide infrastructure as a service (IaaS). Cloud users submit requests for computing resource in the form of virtual machines (VMs). The resource allocation problem for VMs is a stochastic bin-packing problem [63, 64], but with VMs terminating after an application has completed. This motivates the model with jobs arriving and departing the system, which was first considered in [26] and is referred to as a service model in [28]. Some recent work along this line focuses on improving resource utilization with different packing algorithms [65, 31]. Some other recent work studies this problem with different performance objectives, including maximizing system throughput [26], minimizing heavy-traffic queue lengths [32], and minimizing the total energy consumption [66].

In this chapter, we are interested in zero-delay service, i.e., a VM is served immediately upon arrival. This model is motivated by the fact that when users submit VM requests to a cloud computing system, any request that is not immediately fulfilled is typically rejected [4]. Therefore, we consider a loss model and focus on the blocking probability, i.e., the probability that an arriving job does not find the required amount of resource at the server, in contrast to the models in [26, 28]. Some recent work [33, 28, 67] also studies zero-delay service. However, their performance objective is to minimize the number of servers occupied, which is different from ours. In particular, they consider the case of infinite number of servers, while we consider finite number of servers and study the blocking probability in the limit as the number of servers goes to infinity.

In our model, we consider one-dimensional packing constraint for the requests of resources. While VM requests can be modelled as multi-dimensional bin-packing, it has been observed that memory is the dominating bottleneck [65]. Due to the large size of a cloud computing system, we consider
asymptotic blocking probability as $N \to \infty$.

We consider the power-of-$d$-choices routing algorithm for this system. An arriving job is routed to the server with the largest amount of available resource among $d \geq 2$ randomly chosen servers. When none of the chosen servers has enough resource to accommodate the job, it is rejected. Our goal here is to study the asymptotic blocking probability of the power-of-$d$-choices routing algorithm.

With respect to the power-of-$d$-choices algorithm, Azar et al. [68] were the first to analyze randomized load balancing schemes using a balls-and-bins model. Another line of work focuses on the queueing systems [69, 70, 71, 72, 73, 74, 75, 76]. In particular, a supermarket model has been used widely to analyze the randomized load balancing schemes. Vvedenskaya et al. [71] and Mitzenmacher [69] showed that when each arriving job is assigned to the shortest $d \geq 2$ randomly chosen queues, the equilibrium queue sizes decay doubly exponentially in the limit as the number of servers goes to infinity. This is a substantial improvement over the $d = 1$ case, where the queue size decays exponentially. While the work in [77] does not address power-of-$d$ choices routing directly, similar analytical techniques have been used there to study the impact of resource pooling in large server farms. However, to the best of our knowledge, the performance of the power-of-$d$-choices algorithm ($d \geq 2$) for a loss model has not been studied previously. Related work has also been done in parallel with our work in [78].

The rest of this chapter is organized as follows. We first state the precise model and main results. The proofs of these main results will be deferred to later sections. We study the loss model under the power-of-$d$-choices algorithm ($d \geq 2$) for the case when jobs are homogeneous, i.e., all jobs are of the same type. In particular, we justify the use of fluid approximation of sufficiently large finite systems. We then develop an upper bound for the stationary point of the fluid model and analyze the blocking probability in two different limiting regimes. We then extend our analysis to the case with heterogeneous jobs based on an independence ansatz.

Note on notation: We will use bold letters to denote vectors in $\mathbb{R}^B$ or $\mathbb{N}^J$ or $\mathbb{N}^{J \times N}$, and ordinary letters for scalars. Dot product in the vector spaces $\mathbb{R}^J$ is denoted by $\langle x, y \rangle$.

Let $\mathbb{N}_+$ be the set of non-negative integers. The following notations will
be used throughout this chapter:

\[ C \triangleq \left\{ n \in \mathbb{N}^J : \sum_{j=1}^{J} n_j b_j \leq B \right\}, \]

\[ Q^{(N)} \triangleq \left\{ Q = \{ n_1, n_2, ..., n_N \} : n_m \in C, \forall m = 1, 2, ..., N \right\}, \]

\[ S \triangleq \left\{ s \in [0, 1]^{B+1} : 1 = s_0 \geq s_1 \geq \ldots \geq s_B \geq 0 \right\}, \]

\[ S^{(N)} \triangleq \left\{ s \in S : s_i = \frac{K_i}{N}, \text{for some } K_i \in \mathbb{N}_+, \forall i \right\}, \]

\[ P \triangleq \left\{ p \in \mathbb{R}^{|C|} : \sum_{i=1}^{|C|} p_i = 1, \ p_i \geq 0, \ \forall i \right\}. \]

And we will use the following notation for asymptotic comparisons; here \( f \) and \( g \) are positive functions:

1. \( f(x) \lesssim g(x) \) for \( f(x) = O(g(x)) \), and \( f(x) \gtrsim g(x) \) for \( f(x) = \Omega(g(x)) \).

2. \( f(x) \sim g(x) \) for \( \lim_{x \to \infty} \frac{f(x)}{g(x)} = 1 \).

## 5.1 Problem Statement and Main Results

We consider a system with \( N \) servers, each of which has \( B \) units of a resource, such as CPU, memory, etc. This system is accessed by \( J \) different types of jobs, where each type of job is characterized by the number of units of resource that it demands. Jobs of type \( j \) arrive according to a Poisson process of rate \( N\lambda_j \), each type-\( j \) job requests \( b_j \) units of the resource, and each job stays in the system for an exponentially distributed amount of time with mean 1. We use \( b = (b_1, b_2, ..., b_J) \) to denote the vector of resource units required by different job types. The arrival processes of the different job types and the job holding times are all independent of each other. Let \( \lambda = \sum_{j=1}^{J} \lambda_j b_j \) denote the total traffic intensity.

Each arriving job is routed to a server according to a routing policy and requires zero-delay service. If the selected server has sufficient resource to accommodate the arriving job, the job will be processed immediately. Otherwise the job is blocked, i.e., it leaves the system immediately without being served.
For each server $m$, let $n_{j,m}(t)$ denote the number of type-$j$ jobs that the server is serving at time $t$. We use

$$n_m(t) = (n_{1,m}(t), n_{2,m}(t), \ldots, n_{J,m}(t))$$

to denote the state of server $m$. Note that $n_m$ is feasible only if server $m$ has enough resource to accommodate all these jobs. That is,

$$\sum_{j=1}^{J} n_{j,m} b_j \leq B.$$

We consider two cases separately: $J = 1$ which we call the homogeneous job case and $J > 1$ which we call the heterogeneous job case. In the homogeneous case, we assume without loss of generality that $b_1 = 1$, i.e., all jobs require one unit of resource.

Our goal is to study the blocking probability of the power-of-$d$-choices routing: under this routing scheme, upon each job arrival, $d$ servers are selected uniformly at random and the job is routed to the least loaded of the servers (the one with the least amount of resource used). If none of the selected servers has sufficient amount of resource, then the arriving job is blocked and lost. The performance in the case $d = 1$ is fundamentally different from the cases where $d > 1$. Therefore, we study these two cases separately. In the case of $d = 1$, since we are routing an arrival to a randomly selected server, we will call this scheme the random routing scheme. We will reserve the use of the term power-of-$d$-choices routing to the case where $d > 1$.

Next, we present the main results of this chapter, for the homogeneous job case first followed by the heterogeneous job case.

### 5.1.1 Homogeneous Jobs

Before we present our main results, we introduce some notation. Consider a system with $N$ servers. Let $S_{k}^{(N)}(t)$ denote the fraction of servers with at least $k$ jobs in service at time $t$. The Markov process $\{S^{(N)}(t), t \geq 0\}$ is positive recurrent, and then has a unique equilibrium distribution, denoted by $\pi^{(N)}$. We will approximate $\pi^{(N)}$ by the unique invariant measure of the
following fluid model in a manner which will be made precise later.

**Definition 5.1. (Fluid Model).** Given any initial condition \( s^0 \in S \), a function \( s(t) : [0, \infty) \to S \) is said to be a solution to the fluid model if:

1. \( s(0) = s^0 \);
2. \( s_0(t) = 1 \) for any \( t \geq 0 \);
3. \( s(t) \) satisfies the following differential equations for any \( t \geq 0 \):

\[
\frac{ds_k(t)}{dt} = \begin{cases} 
\lambda(s^d_{k-1} - s^d_k) - k(s_k - s_{k+1}), & 1 \leq k \leq B - 1 \\
\lambda(s^d_{B-1} - s^d_B) - Bs_B, & k = B.
\end{cases}
\] (5.1)

Equation (5.1) can be written as

\[
\dot{s}(t) = F(s),
\]

where

\[
F_k(s) = \begin{cases} 
\lambda(s^d_{k-1} - s^d_k) - k(s_k - s_{k+1}), & 1 \leq k \leq B - 1 \\
\lambda(s^d_{B-1} - s^d_B) - Bs_B, & k = B.
\end{cases}
\]

The \( k \)-th function \( F_k(s) \) is the drift of \( s_k \) at point \( s(t) \). The stationary point of the differential equation (5.1), denoted by \( \pi \), satisfies

\[
F(\pi) = 0.
\] (5.2)

The following theorem presents the main convergence result (in the limit \( N \to \infty \)) for the homogeneous job case.

The Markov process \( \{S^{(N)}(t), t \geq 0\} \) is positive recurrent, and then has a unique stationary probability measure. We use

**Theorem 5.1.** For any \( N \), the Markov process \( S^{(N)}(t) \) is positive recurrent, thus it has a unique equilibrium distribution \( \pi^{(N)} \). Then the sequence \( \pi^{(N)} \) converges weakly to \( \delta_\pi \), where \( \pi \) is the unique stationary point of the fluid model (i.e. \( F(\pi) = 0 \)), and \( \delta_\pi \) is the Dirac measure concentrated on \( \pi \). That is,

\[
\lim_{N \to \infty} \pi^{(N)} = \delta_\pi, \text{ in distribution.}
\]
Due to the convergence result above and due to the Poisson nature of the arrival process, \( \pi_B^d \) is a good approximation to the blocking probability experienced by arriving jobs, denoted by \( P_b^{(N)} \), in a system with \( N \) servers. This is due to the fact that

\[
P_b^{(N)} = E \left[ (S_B^{(N)})^d \right].
\]

From Theorem 5.1, we can approximate \( P_b^{(N)} \) by \( \pi_B^d \) when \( N \) is sufficiently large.

While \( \pi \) can be computed recursively from Eq. (5.2), we provide a closed-form expression which provides an upper bound on \( \pi_B \) for all values of \( \lambda \) and \( B \) for the case \( d \geq 2 \). This upper bound is useful later to understand the striking performance difference between the cases \( d = 1 \) and \( d > 1 \).

**Theorem 5.2.** (Upper bound) Let \( \pi \) denote the stationary point of the fluid model. Define \( \{ \bar{\pi}_k \}_{k=0}^B \) as follows:

\[
\bar{\pi}_k = \begin{cases} 
1, & 0 \leq k \leq i_0 + 1 \\
\frac{\lambda^{d-i_0-1} \cdot \lambda}{(k-1)(k-2) \cdot \cdots \cdot (i_0+1)}^{d-i_0-1}, & i_0 + 1 < k \leq B.
\end{cases}
\]

(5.3)

where \( i_0 = \lfloor \lambda \rfloor \).

Then \( \bar{\pi} \) is an upper bound for \( \pi \), i.e., for any \( 0 \leq k \leq B \),

\[
\bar{\pi}_k \geq \pi_k.
\]

Note that in the case \( d = 1 \), since we are randomly selecting a server, by the property of Poisson processes, the blocking probability is given by the well-known Erlang-B formula for \( M/M/B/B \) systems:

\[
B(B, \lambda) = \frac{\lambda^B / B!}{\sum_{k=0}^B (\lambda^k / k!)}. \quad (5.4)
\]

Comparing equations (5.3) and (5.4), we can see that the blocking probability goes to zero faster in the case of \( d \geq 2 \), compared to that for \( d = 1 \).

To provide further insight into the blocking probability \( P_b \) in the case of \( d \geq 2 \), we consider two limiting regimes: (i) \( \frac{B-\lambda}{\sqrt{\lambda}} \to \alpha \) as \( B \to \infty \) and (ii) \( \frac{B-\lambda}{\log d \cdot \lambda} \to \beta \) as \( B \to \infty \). We call the former the heavy-traffic regime and
the latter the critically-loaded regime. The heavy-traffic has been studied extensively in the context of $M/M/B/B$ and $G/G/B/B$ systems [79, 80, 81].

**Theorem 5.3.** Let $\lambda < B$ and $\frac{\lambda}{B} \to 1$ as $B \to \infty$, then

\[
\pi_B \lesssim \left( e^{\frac{c^2}{2}} \right)^{\frac{(B-\lambda)^2}{\lambda}}d^{(1-c)(B-\lambda)-1}, \tag{5.5}
\]

where $c$ is an arbitrary constant satisfying $0 < c < 1$.

In particular,

1. If $\frac{B-\lambda}{\sqrt{\lambda}} \to \alpha$ as $B \to \infty$, where $\alpha > 0$, then

\[
\log d \log \frac{1}{P_b} \gtrsim ((1-c)\alpha + o(1))\sqrt{\lambda}.
\]

That is, the blocking probability decays doubly exponentially in $\sqrt{\lambda}$.

2. If $\frac{B-\lambda}{\log \lambda} \to \beta$ as $B \to \infty$, where $\beta > 1$, then there exists a constant $\gamma = (1-c)\beta - 1 > 0$ such that

\[
\log \frac{1}{P_b} \gtrsim \lambda^{\gamma + o(1)}.
\]

That is, the blocking probability decays exponentially in $\lambda^{\gamma}$.

**Remark.** Theorem 5.3 shows that the fluid limit of the equilibrium blocking probability is dominated by an asymptotic upper bound, which exhibits very different behavior depending on the relationship between $\lambda$ and $B$ as $B$ goes to infinity. In particular, if $\frac{B-\lambda}{\sqrt{\lambda}} \to \alpha$, the upper bound is doubly exponential in $\sqrt{\lambda}$ and if $\frac{B-\lambda}{\log \lambda} \to \beta$, $\beta > 1$, the upper bound is exponential in $\lambda^{\beta}$. This is in contrast with the result for random routing, where the blocking probability scales as $O(\frac{1}{\sqrt{\lambda}})$ even if $\frac{B-\lambda}{\sqrt{\lambda}} \to \alpha$.

**Numerical Results:** Figure 5.1 shows the blocking probability for the power-of-two-choices algorithm with $B - \lambda = \sqrt{\lambda}$ and $B - \lambda = 2 \log \lambda$, both by solving Eq. (5.2) numerically and by simulating a finite system with $N = 1000$. Note that the y-axis is in log scale. We can see that even for small $B$, the blocking probability $P_b$ exhibits qualitatively different behavior in these two regions: with log $\lambda$ load gap, $P_b$ decays exponentially; while for $\sqrt{\lambda}$ load gap, $P_b$ decays much faster. For $B = 30$, $P_b$ is of order $10^{-15}$ with $\sqrt{\lambda}$ load gap. It requires very long simulation time to observe a blocking
Figure 5.1: Blocking probability for the power-of-two-choices algorithm with different load gap. Line curves are obtained by solving Eq. (5.2) numerically. Markers are from simulations with $N = 1000$.

event. We simulated around $10^{10}$ arrivals and no job blocking was observed for $B \geq 30$.

To extend the results in this section to the heterogeneous job case, we present a well-known alternative viewpoint of the derivation of $\pi$. Suppose we assume that, in steady-state, the servers become independent of each other and due to symmetry, the tail of the equilibrium queue-size distribution at each server is given by $\pi$. In this case, let us focus on a particular server, say server 1, and write down the Markov chain corresponding to the number of jobs in the server. To describe the transition rate of this Markov chain, suppose that the server has $k$ jobs currently in service. Then, the arrival rate of jobs to this server (call it $q_k$) is $N\lambda$ times the probability that an arriving job selects this server. It is easy that $q_k$ is given by

$$q_k = N\lambda \times \frac{d}{N} \times \left( \sum_{i=1}^{d} \frac{1}{i} \binom{d-1}{i-1} (\pi_k - \pi_{k+1})^i (\pi_{k+1})^{d-i} \right)$$

$$= \lambda \left( \frac{\pi_k^d - \pi_{k+1}^d}{\pi_k - \pi_{k+1}} \right).$$

Thus, the Markov chain can be represented by the transition diagram in Figure 5.2. It is now easy to see that the steady-state distribution of this Markov chain is given by Eq. (5.2). This independence ansatz will be used in the next section to derive blocking probability results for the heterogeneous job case.
Figure 5.2: State-transition-rate diagram for server 1 with \(B\) units of resource and homogeneous job arrivals.

5.1.2 Heterogeneous Jobs

We use the independence ansatz in the previous subsection as follows. Consider a particular server, say server 1, and let \(\mathbf{n} = (n_1, ..., n_J)\) be the number of jobs of different types in this server. Let \(\{p_n\}_{n \in C}\) denote the asymptotic equilibrium distribution for server 1. Then \(p_n\) is also the asymptotic fraction of servers in state \(n\).

Under the asymptotic independence assumption, the arrival process of type \(j\) jobs to server 1 is a state-dependent Poisson process with rate \(\lambda_j(n)\), which is given by

\[
\lambda_j(n) = \lambda_j \left( \sum_{i=1}^{d} \binom{d}{i} E_n^{i-1} G_n^{d-i} \right),
\]

(5.6)

where

\[
E_n = \sum_{\hat{n} \in C} p_{\hat{n}}, \quad G_n = \sum_{\hat{n}' \in C, \langle \hat{n}', b \rangle > \langle n, b \rangle} p_{\hat{n}'}.
\]

Let \(B_j = \lfloor \frac{B}{b_j} \rfloor\) denote the maximum number of type-\(j\) jobs that a server can serve simultaneously. In the case of two job types, the Markov chain is shown in Figure 5.3. However, it is difficult to analyze the equilibrium distribution of this Markov and obtain a simple expression for the blocking probability. Therefore, we study a one-dimensional recursion as in [82] and [83].

**Theorem 5.4.** The tail distribution \(r\) of the number of occupied resource
units satisfies the following equation for any $k = 0, 1, \ldots, B$:

$$\sum_{j=1}^{J} \lambda_j b_j (r_{k-b_j}^d - r_{k-b_j+1}^d) = k(r_k - r_{k+1}), \quad (5.7)$$

where $r_x = 1$ for any $x \leq 0$ and $r_{B+1} = 0$.

As for the blocking probability, we obtain analogous results as for homogeneous jobs. Let $b = \max_{j=1, \ldots, J} b_j$, and denote the blocking probability for jobs of type $j$ by $P_{b_j}$. We have the following theorem.

**Theorem 5.5.** Let $\lambda < B$ and $\frac{\lambda}{B} \to 1$ as $B \to \infty$,

$$r_{B-b+1} \lesssim (e^{-\frac{\lambda}{B}})^{\frac{(B-\lambda)^2}{2}} d^{(1-c)(\frac{B-\lambda}{B})^{-1}}, \quad (5.8)$$

where $c$ is an arbitrary constant satisfying $0 < c < 1$.

In particular,

1. If $\frac{B-\lambda}{\sqrt{\lambda}} \to \alpha$ as $B \to \infty$, where $\alpha > 0$, then

$$\log_d \log \frac{1}{P_{b_j}} \gtrsim ((1-c)\frac{\alpha}{b} + o(1))\sqrt{\lambda},$$

$\forall j \in \{1, 2, \ldots, J\}$. That is, for any type of jobs, the blocking probability

Figure 5.3: State-transition-rate diagram for server 1 with $B$ units of resource and two types of jobs arrivals.
decays doubly exponentially in $\sqrt{\lambda}$.

2. If $\frac{B - \lambda}{\log d} \rightarrow \beta$ as $B \rightarrow \infty$, where $\beta > b$, then there exists a constant $\eta = (1 - c) \frac{\beta}{b} - 1 > 0$ such that

$$\log \frac{1}{P_{b_j}} \gtrsim \lambda^{\eta + o(1)},$$

$\forall j \in \{1, 2, ..., J\}$. That is, for any type of jobs, the blocking probability decays exponentially in $\lambda^\eta$.

The results in this section are derived under the independence ansatz. The existing technique to establish asymptotic independence depends on monotonicity, which does not hold for our problem. Although we do not have the tools to prove the ansatz without monotonicity, we believe that it is true in terms of the random nature of power-of-$d$-choices algorithm. Alternatively, one can use the fluid approximation: first show convergence of the stochastic system to a differential equation, then show that the differential equation has a unique stationary point to which it converges starting from any initial condition, and finally prove certain tightness results. We have done all of this for the homogeneous case in the next section. In the heterogeneous case, we only have partial results: we can prove convergence to a differential equation and also show that Eq. (5.7) is one of the stationary points of the differential equation. The rest of the steps need to be verified.

5.2 Convergence Results for Homogeneous Jobs

In this section, we focus on the convergence results that justify the approximation of the sample paths $S^{(N)}(t)$ of sufficiently large systems using the solution $s(t)$ to the fluid model. Before showing the convergence results rigorously, we introduce some notation for system state and provide some interpretation of the fluid model defined in Section 5.1.1.

5.2.1 Preliminaries

Fix the number of servers $N$. With homogeneous jobs, system state can be represented by $Q^{(N)}(t) = (n_1^{(N)}(t), n_2^{(N)}(t), ..., n_N^{(N)}(t))$, where $n_m^{(N)}(t)$ is
the number of jobs in server $m$ at time $t$. Under the Poisson arrivals and i.i.d. exponential service time assumption, the process $\{Q^{(N)}(t), t \geq 0\}$ is Markov with state space $Q^{(N)}$. Note that $0 \leq n^{(N)}_m(t) \leq B$ as each server can accommodate at most $B$ jobs simultaneously. Define

$$S^{(N)}_k(t) = \frac{1}{N} \sum_{i=1}^{(N)} \mathbb{I}_{[k,B]}(n^{(N)}_i(t)), \forall k \in \{0,1,2,\ldots,B\},$$

where $S^{(N)}_k(t)$ represents the fraction of servers with at least $k$ jobs in service. Note that $S^{(N)}_0(t) = 1$ for all $t$. Since the system is fully symmetric, the evolution of the system can be described by the process $\{S^{(N)}(t), t \geq 0\}$, which is also Markov. Moreover, the system is stable for any $\lambda \geq 0$, as the amount of resource at each server is finite and there is no extra waiting room for arrivals. Hence the Markov process $\{S^{(N)}(t), t \geq 0\}$ is positive recurrent, and then has a unique equilibrium distribution $\pi^{(N)}$.

**Explanation for the drift of $s_k(t)$ in Eq. (5.1):** Consider a system with $N$ servers. We will identify the expected change in the fraction of servers with at least $k$ jobs in service over a small period of time of length $dt$.

(I). The first term corresponds to the change caused by the arrivals. When an arriving job is assigned to a server with $k-1$ jobs, $S^{(N)}_k$ increases by $\frac{1}{N}$. Observe that the number of servers with at least $j$ jobs for $j \neq k$ does not change. Thus $S^{(N)}_k$ is increased by $\frac{1}{N}$ if only if an arriving job joins a server with $k-1$ jobs. Note that the probability that all $d$ sampled servers have at least $k-1$ jobs is $s^{d}_{k-1}$. The difference $s^{d}_{k-1} - s^{d}_k$ is the probability that at least one of the sampled servers has $k-1$ jobs. With total arrival rate $N\lambda$, the increment for $S^{(N)}_k$ during this time period due to arrival is hence $dt \times N\lambda \times \frac{1}{N} \times (s^{d}_{k-1} - s^{d}_k) = \lambda(s^{d}_{k-1} - s^{d}_k)dt$.

(II). The second term corresponds to the decrease due to the completion of jobs. The argument is similar to that of the first term.

### 5.2.2 Convergence Results

We first provide an overview of the convergence results:

First we prove some properties of the fluid model. We will show that there exists a unique solution $\pi$ to the differential equations (5.1) which is
stationary with respect to t, i.e., \( F(\pi) = 0 \) (Lemma 5.1). Moreover, given any finite initial condition, the solution to the fluid equation is unique and converges to the stationary solution as \( t \to \infty \) (Lemma 5.2).

The second step is to show that as \( N \to \infty \), the evolution of process \( S^{(N)}(t) \) converges uniformly, over any finite time interval, to the unique solution of the fluid model (Lemma 5.5). The result is derived by applying Kurtz’s theorem ([84, 69]) for density dependent jump Markov processes.

The last step is to prove that the sequence of the stationary probability measure of \( S^{(N)}(t) \) (denoted by \( \pi^{(N)} \)), concentrates at the unique stationary point \( \pi \) of the fluid model as \( N \to \infty \) (Theorem 5.1).

**Lemma 5.1.** There exists a unique solution \( \pi \in S \) of the differential equation (5.1) that is invariant with respect to t, i.e., \( F(\pi) = 0 \).

**Proof outline of Lemma 5.1**

**Existence:** The stationary solution \( \pi \) satisfies the equation \( F(\pi) = 0 \). We construct a continuous mapping \( G : S \to S \), such that a fixed point of \( G \) is a solution to \( F(\pi) = 0 \). By Brouwer Fixed Point Theorem, \( G \) has at least one fixed point, i.e., there exists \( \pi \in S \) such that \( F(\pi) = 0 \).

**Uniqueness:** We prove the uniqueness of stationary solution by contradiction and induction. First we show that if there exist two stationary solutions \( \pi \) and \( \hat{\pi} \) satisfying \( \pi_B = \hat{\pi}_B \), then \( \pi_k = \hat{\pi}_k \) for any \( k \). Therefore if there exist two different solutions \( \pi \) and \( \hat{\pi} \), \( \pi_B \neq \hat{\pi}_B \). Assume \( \pi_B < \hat{\pi}_B \), by induction, we can show that \( \pi_k < \hat{\pi}_k \) for any \( k = 0, 1, ..., B \), which contradicts with the fact that \( \pi_0 = \hat{\pi}_0 = 1 \).

**Lemma 5.2.** Given any initial condition \( s^0 \in S \),

1. the fluid model has a unique solution \( s(s^0, t) \) in \( S \),
2. as \( t \to \infty \), the solution \( s(s^0, t) \) converges to the unique stationary solution \( \pi \).

We need the following lemmas to prove Lemma 5.2. The proofs of Lemma 5.3-5.4 are provided in the Appendix C.

**Lemma 5.3.** Let \( \bar{s}(t) \) and \( s(t) \) be the solutions to differential equations (5.1) with initial condition \( \bar{s}^0 \) and \( s^0 \) respectively. If \( \bar{s}_k^0 \leq s_k^0 \) for \( k = 1, 2, ..., B \), then \( \bar{s}_k(t) \leq s_k(t) \) for any \( t \geq 0 \).
Lemma 5.4. Let \( \psi(t) = \sum_{k=0}^{B} |s_k(t) - \pi_k| \), where \( s(t) \) is the solution to differential equations (5.1) with initial condition \( s^0 \) satisfying \( s^0_k \geq \pi_k \) for any \( k \) (or \( s^0_k \leq \pi_k \) for any \( k \)), then \( \psi(t) \) converges to \( 0 \) as \( t \to \infty \).

Proof of Lemma 5.2. Item 1 follows by the arguments in Theorem 1.(a) of [71]. For any initial values \( s^0 \in \mathcal{S} \), define two initial conditions \( s^u \) and \( s^l \):

\[
  s^u_k = \max\{s^0_k, \pi_k\}, \quad s^l_k = \min\{s^0_k, \pi_k\}
\]

for any \( k \). Let \( s^u(t) \) and \( s^l(t) \) denote the solutions with initial conditions \( s^u \) and \( s^l \) respectively. From Lemma 5.3, we have \( s^u_k(t) \geq \pi_k \geq s^l_k(t) \) for all \( t \) and any \( k \). Thus it is sufficient to show that

\[
  \lim_{t \to \infty} |s^u(t) - \pi| = \lim_{t \to \infty} |s^l(t) - \pi| = 0,
\]

where \( |\cdot| \) is \( l_1 \) norm. The result follows directly from Lemma 5.4.

Lemma 5.5. Consider a sequence of systems with the number of servers \( N \) increasing to infinity. Fix any \( T > 0 \). If the sequence of initial system state \( \{S^{(N)}(0)\}_{N=1}^{\infty} \) concentrates on some \( s^0 \in \mathcal{S} \) as \( N \to \infty \), then

\[
  \lim_{N \to \infty} \sup_{t \in [0,T]} |S^{(N)}(t) - s(s^0, t)| = 0 \quad \text{a.s.} \tag{5.9}
\]

where \( s(s^0, t) \) is the solution to the differential equation (5.1) given initial condition \( s^0 \).

The following lemma is used to prove Lemma 5.5.

Lemma 5.6. The drift function \( F(s) \) is Lipschitz, i.e., there exists a constant \( M > 0 \) such that for any \( x, y \in \mathcal{S} \),

\[
  |F(x) - F(y)| \leq M|x - y|,
\]

where \( |\cdot| \) is \( l_1 \) norm.

Proof of Lemma 5.5. We prove this lemma by Kurtz’s theorem [84].

(a). It is easy to check that \( \{S^{(N)}(t), t \geq 0\} \) is a density dependent jump Markov process with state space \( \mathcal{S}^{(N)} \).

(b). When the system is in state \( s \), the possible transitions is given by \( \mathcal{L} = \{\pm e_k : 1 \leq k \leq B\} \), where \( e_k \) are vectors with only the \( k \)-th element equal to \( 1/N \) and all other elements zero. The transition rates are given by

\[
  q^{(N)}_{s,s+1} = N\beta_1(s), \quad \beta_{e_k}(s) = \lambda(s_k^d - s_k^l) \quad \text{and} \quad \beta_{-e_k}(s) = k(s_k - s_{k+1}).
\]

Therefore the rate at which jumps occur is bounded above by \( \lambda + B \) everywhere.
Lemma 5.6 states that the differential equation for the limiting deterministic process satisfies the Lipschitz condition.

Then the result follows by Kurtz’s Theorem.

Proof of Theorem 5.1. We will use ⇒ for weak convergence throughout the proof. Note that set $S$ is compact. By a corollary of Prokhorov’s theorem, for any subsequence of $\{N\}$, there exists a subsubsequence $\{N_k\}$ such that $\pi^{(N_k)}$ converges weakly to some probability distribution $\bar{\pi}$. By the Skorokhod’s representation theorem, there exist a sequence of random vector $\{X^{(N_k)}\}$ and a random vector $\bar{X}$ such that

$$X^{(N_k)} \overset{d}{=} \pi^{(N_k)}, \quad \bar{X} \overset{d}{=} \bar{\pi},$$

and

$$X^{(N_k)} \overset{a.s.}{\longrightarrow} \bar{X} \text{ as } k \to \infty.$$

Let $S^{(N_k)}(0) = X^{(N_k)}$, i.e., start the system with $N_k$ servers at an initial condition specified by its stationary distribution. We use $\bar{S}(t)$ to denote the random state of the dynamic system with initial condition $\bar{X}$.

We have the following claim:

Claim 1: For any $t \geq 0$,

$$S^{(N_k)}(t) \Rightarrow \bar{S}(t) \text{ as } k \to \infty.$$

Then the result follows from the arguments in Theorem 5.1 of [85]. We present it here for completeness. Since $S^{(N_k)}(t)$ was started at the steady-state distribution $\pi^{(N_k)}$,

$$S^{(N_k)}(t) \overset{d}{=} \pi^{(N_k)}, \quad \text{for all } t.$$

Thus, Claim 1 implies that the distribution of $\bar{S}(t)$ is independent of time $t$, i.e., $\bar{\pi}$ represents an invariant distribution of the dynamic system $\bar{S}(t)$. On the other hand, the solution to the ODE for any initial condition converges to a unique fixed point $\pi$. Therefore, the invariant measure $\bar{\pi}$ concentrates at the fixed point $\pi$. That is, $\bar{\pi} = \delta_\pi$. Hence

$$\pi^{(N_k)} \Rightarrow \delta_\pi.$$
So every convergent subsequence of \( \{ \pi^{(N)} \} \) converges weakly to \( \delta_\pi \). Therefore \( \pi^{(N)} \Rightarrow \delta_\pi \) by a corollary of Prohorov’s theorem.

**Remark.** Lemma 5.5 and Theorem 5.1 state that the behavior of sufficiently large systems can be approximated by that of the deterministic infinite system, which is described by a system of differential equations defined in Eq. (5.1).

![Figure 5.4: Equilibrium tail distribution for the power-of-two-choices algorithm with \( B = 50 \) at three different loads. The values for the stationary point are obtained numerically by solving Eq. (5.2). Simulation results are from a finite system with \( N = 500 \).](image)

**Numerical Result.** Figure 5.4 shows the equilibrium tail distributions of the number of jobs at a server under the power-of-two-choices algorithm with \( B = 50 \) at three different loads, both by solving Eq. (5.2) numerically and by simulating a finite system with \( N = 500 \). We can see that the coincidence of the empirical distribution with the stationary point is almost exact. That is, values of the stationary point in the large system limit predict that of a finite system very well.

### 5.3 Asymptotic Blocking Probability for Homogeneous Jobs

In this section, we focus on the asymptotic blocking probability of power-of-\( d \)-choices routing algorithm with homogeneous jobs. We first develop an explicit upper bound for the blocking probability and then analyze the blocking probability in two limiting regimes.
5.3.1 An Upper Bound

Unlike the supermarket model operating under the power-of-\(d\)-choices policy [69, 71], there is no explicit expression for the stationary point \(\pi\) of the loss model. We establish an explicit upper bound for \(\pi\). Observe that the proposed upper bound \(\bar{\pi}\) (defined in Eq. (5.3)) can be expressed by a recursive formula as follows:

\[
\bar{\pi}_k = \begin{cases} 
1, & 0 \leq k \leq i_0 + 1 \\
\frac{\lambda}{k-1}\pi^d_{k-1}, & i_0 + 1 < k \leq B,
\end{cases}
\]

where \(i_0 = \lfloor \lambda \rfloor\).

**Proof of Theorem 5.2:** We complete the proof in two steps.

(i) First we show that \(\pi_k \leq \frac{\lambda}{k} \pi^d_{k-1}\) for \(1 \leq k \leq B\) by backward induction. The inequality holds for \(k = B\):

\[
\pi_B - \frac{\lambda}{B} \pi^d_{B-1} = -\frac{\lambda}{B} \pi^d_B \leq 0.
\]

Assume that \(\pi_{k+1} \leq \frac{\lambda}{k+1} \pi^d_k\) hold for \(k + 1 \leq B\). Then

\[
\pi_k - \frac{\lambda}{k} \pi^d_{k-1} = \pi_{k+1} - \frac{\lambda}{k} \pi^d_k \leq \pi_{k+1} - \frac{\lambda}{k+1} \pi^d_k \leq 0.
\]

Hence \(\pi_k \leq \frac{\lambda}{k} \pi^d_{k-1}\), \(\forall k = 1, 2, ..., B\).

(ii) Next we prove the theorem by induction.

For any \(k \leq i_0 + 1\), \(\bar{\pi}_k = 1 \geq \pi_k\). Assume that \(\bar{\pi}_k \geq \pi_k\) hold for some \(k \geq i_0 + 1\). Then

\[
\bar{\pi}_{k+1} = \frac{\lambda}{k} \bar{\pi}^d_k = \frac{\lambda}{k} \pi^d_k \geq \frac{\lambda}{k} \pi^d_k + \pi_k = \frac{\lambda}{k} \pi^d_{k-1} = \pi_{k+1},
\]

where the first inequality comes from the assumption and the second one follows by the property of \(\pi\) we just proved.

Figure 5.5 compares the equilibrium tail distribution of the stationary point and the proposed distribution \(\bar{\pi}\) with \(B = 50\) at three different loads. We can see that the upper bound always holds. Moreover, the proposed distribution characterizes the steep slope of the stationary point, i.e., \(\pi_k\) decreases drastically from 1 to 0 at some \(k\).
Since the performance measure of primary interest is the blocking probability $P_b$, we are interested in the tightness of the upper-bound blocking probability.

Table 5.1: The blocking probability for the power-of-two-choices policy with $B = 50$ at different loads.

<table>
<thead>
<tr>
<th>$\rho = \lambda/B$</th>
<th>Fluid limit</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0.8</td>
<td>0</td>
<td>$4.508 \times 10^{-27}$</td>
</tr>
<tr>
<td>0.84</td>
<td>0.0000</td>
<td>$7.003 \times 10^{-7}$</td>
</tr>
<tr>
<td>0.88</td>
<td>$1.873 \times 10^{-25}$</td>
<td>0.0426</td>
</tr>
<tr>
<td>0.9</td>
<td>$5.229 \times 10^{-13}$</td>
<td>0.2419</td>
</tr>
<tr>
<td>0.92</td>
<td>$8.240 \times 10^{-7}$</td>
<td>0.5535</td>
</tr>
<tr>
<td>0.94</td>
<td>$7.854 \times 10^{-4}$</td>
<td>0.8122</td>
</tr>
</tbody>
</table>

Table 5.1 compares the upper-bound blocking probability and values of the stationary fluid limit under the power-of-two-choices policy with $B = 50$ at different loads. The values given by the upper bound are quite close to that of the stationary fluid limit at low to medium load. With $B$ fixed, as the load increases towards 1, the gap increases. We have seen that the proposed upper bound resembles a shift of the stationary fluid limit from Fig. 5.5. At high load, the upper bound shifts too much that the resulting bound for blocking probability becomes loose. However, if we fix the load $\rho = \lambda/B$ for the system, we can see that the upper bound blocking probability $\bar{\pi}_B^d$ decays to 0 as $B$ increases. This implies that the upper bound becomes tight for sufficiently large $B$. 

Figure 5.5: An upper bound for the stationary point.

![Figure 5.5: An upper bound for the stationary point.](image-url)
5.3.2 Proof of Theorem 5.3

We devote this section to the proof of Theorem 5.3. We begin by proving the following lemma.

**Lemma 5.7.** Let \( \lambda < B \) and \( \frac{\lambda}{B} \to 1 \) as \( B \to \infty \). If \( \frac{k}{B-\lambda} \to \theta \) as \( B \to \infty \), where \( \theta \) is a constant satisfying \( 0 \leq \theta < 1 \), then

\[
\frac{\lambda^{B-i_0-k} \cdot i_0!}{(B-k)!} \sim e^{-\frac{(1-\theta)^2(B-\lambda)^2}{2\lambda}}.
\]

(5.10)

where \( i_0 = \lfloor \lambda \rfloor \).

**Proof.** By Stirling’s formula, we have

\[
\frac{\lambda^{B-i_0-k} \cdot i_0!}{(B-k)!} \sim \frac{\lambda^{B-i_0-k}}{\sqrt{2\pi i_0} \cdot \left( \frac{i_0 e}{\lambda} \right)^i_0} \cdot \frac{(B-k)^{B-k}}{\lambda^{B-k}} \cdot \frac{\lambda^{B-k-\lambda}}{\lambda} \cdot \left( \frac{\lambda}{B-k} \right)^{B-k-\lambda} \cdot \left( \frac{\lambda}{B-k} \right)^{B-k-\lambda}.
\]

(5.11)

Define \( \Delta = B - \lambda \). Note that \( \lambda/\Delta \to \infty \) as \( B \to \infty \). And \( (B-k-\lambda) \sim (1-\theta)\Delta \). Then we have

\[
\left( \frac{\lambda}{B-k} \right)^{B-k-\lambda} \sim \left( \frac{\lambda}{\lambda + (1-\theta)\Delta} \right)^{(1-\theta)\Delta} \sim \left( 1 + \frac{(1-\theta)\Delta}{\lambda} \right)^{-1(1-\theta)\Delta} \sim \left( 1 + \frac{(1-\theta)\Delta}{\lambda/\Delta} \right)^{-\lambda/\Delta (1-\theta)^2 \Delta^2} \sim e^{-\frac{(1-\theta)^2 \Delta^2}{\lambda}}.
\]

(5.12)
Now consider the first two terms in Eq. (5.11).

\[
\log \left( e^{B-k-\lambda} \left( \frac{\lambda}{B-k} \right)^\lambda \right) \\
\sim (1 - \theta) \Delta - \lambda \log \left( 1 + \frac{(1 - \theta) \Delta}{\lambda} \right) \\
\sim (1 - \theta) \Delta - \lambda \left( \frac{(1 - \theta) \Delta}{\lambda} - \frac{1}{2} \left( \frac{(1 - \theta) \Delta}{\lambda} \right)^2 + o(\lambda) \right) \\
\sim \frac{(1 - \theta) \Delta^2}{2\lambda} + o(1).
\]

That is,

\[
e^{B-k-\lambda} \left( \frac{\lambda}{B-k} \right)^\lambda \sim e^{\frac{(1 - \theta) \Delta^2}{2\lambda}}.
\]

Equations (5.12)-(5.13) yield the asymptotic approximation in Eq. (5.10).

Proof of Theorem 5.3. From Theorem 5.2, it is sufficient to show that the upper bound \( \bar{\pi}_B \) defined in (5.3) satisfies Eq. (5.5). We establish this result using Lemma 5.7. We can write \( \bar{\pi}_B \) as

\[
\bar{\pi}_B = \left( \frac{\lambda^{B-i_0-1} \cdot i_0!}{(B-1)!} \right) \cdot \left( \frac{\lambda^{B-i_0-2} \cdot i_0!}{(B-2)!} \right)^{(d-1) \cdot d^0} \\
\cdot \left( \frac{\lambda^{B-i_0-3} \cdot i_0!}{(B-3)!} \right)^{(d-1) \cdot d^1} \cdots \left( \frac{\lambda \cdot i_0!}{(i_0+1)!} \right)^{(d-1) \cdot d^{i_0-3}}.
\]  

(5.14)

Note that each term within the bracket in Eq. (5.14) is no greater than 1. We can obtain an upper bound for \( \bar{\pi}_B \) by discarding some terms in Eq. (5.14). In particular, consider keeping the first \( m \) terms, where \( m = (1 - c)(B - \lambda) \), \( c \) is an arbitrary constant satisfying \( 0 < c < 1 \). From Lemma 5.7, each term we keep here can be approximated by using Eq. (5.10). Define \( \Delta = B - \lambda \).
Then we have

\[
\bar{\pi}_B \leq \left( \frac{\lambda^{B-i_0-1} \cdot i_0!}{(B-1)!} \right) \cdot \left( \frac{\lambda^{B-i_0-2} \cdot i_0!}{(B-2)!} \right)^{(d-1)d^0} \\
\cdots \left( \frac{\lambda^{B-i_0-m} \cdot i_0!}{(B-m)!} \right)^{(d-1)d^m-2} \\
\sim e^{-\frac{\Delta^2}{\lambda}} \left[ (1-\frac{\Delta}{\lambda})^2 + (1-\frac{\Delta}{\lambda})^2 + \cdots + (1-\frac{\Delta}{\lambda})^2 \cdot (d-1)d^m-2 \right] \\
\lesssim e^{-\frac{c^2 \Delta^2}{2\lambda} \cdot d^{m-1}} \\
= \left( e^{-\frac{c^2 \Delta^2}{2\lambda} \cdot d^{1-c}\Delta} \right).
\]

We complete the proof for Eq. (5.5). As discussed in Section 5.1.1, we have \(P_b = \pi_B^d\). Thus,

\[
P_b \lesssim \left( e^{-\frac{c^2 \Delta^2}{2\lambda} \cdot d^{1-c}\Delta} \right).
\]

Now we can study the blocking probability with various load gap by analyzing the exponent \(\frac{c^2 \Delta^2}{2\lambda} \cdot d^{1-c}\Delta\).

1. \(\frac{B-\lambda}{\sqrt{\lambda}} \to \alpha\): we have:

\[
\log_d \log \frac{1}{P_b} \gtrsim 2 \log_d \Delta - \log_d \lambda + \log_d \left( \frac{c^2}{2} \right) + (1-c)\Delta \\
\sim ((1-c)\alpha + o(1))\sqrt{\lambda}.
\]

2. \(\frac{B-\lambda}{\log_d \lambda} \to \beta\): As \(\beta > 1\) and \(0 < c < 1\) is an arbitrary constant, we can select \(c\) to make \(\gamma = (1-c)\beta - 1 > 0\). Then we have:

\[
\log_d \log \frac{1}{P_b} \gtrsim ((1-c)\beta - 1) \log_d \lambda + 2 \log_d \log \lambda + o(1) \\
\sim (\gamma + o(1)) \log_d \lambda.
\]

Hence

\[
\log \frac{1}{P_b} \gtrsim \lambda^{\gamma + o(1)}.
\]
5.4 Heterogeneous Jobs

In this section, we focus on the heterogeneous job case. In particular, we will employ the ansatz in [72], which asserts that in equilibrium, any finite set of queues in a randomized load balancing system become asymptotically independent as the number of queues goes to infinity. This will allows us to derive the equilibrium distribution by studying a single server, which has state-dependent Poisson arrivals.

5.4.1 Independence Ansatz

The asymptotic independence for a supermarket model operating under the power-of-$d$ policy with exponentially distributed service time was established by Graham [73] using the propagation of chaos approach. And the independence ansatz for general service time distributions was demonstrated in [72]. A key step of the existing approaches involves standard coupling to establish a monotonicity property for the supermarket model, which is essential to proving the independence ansatz. The monotonicity property states that there exists a coupling such that the evolution of a system with any non-zero initial condition stochastically dominates the evolution of the same system with the all-zeros initial condition. The monotonicity argument is used to demonstrate uniform convergence, i.e., the distance between the two evolutions of the system monotonically decreases with time. This ensures convergence of the system under the arbitrary initial condition to the limiting equilibrium distribution.

We found that it is difficult to establish the independence ansatz using such approach as the loss model with the power-of-$d$ policy does not satisfy the monotonicity property. Consider two copies $X_1(\cdot)$ and $X_2(\cdot)$ of the loss model under the power-of-$d$ policy. And assume element-wise dominance of $X_1(\cdot)$ over $X_2(\cdot)$. With exponential service times, departures of the two systems can always be coupled. The problem comes from blocking for arrivals. As an arrival is blocked when it is assigned to a server with insufficient resource, it is possible that jobs are blocked in the heavier-loaded system $X_1(\cdot)$ while enter the lighter-loaded system $X_2(\cdot)$. This might break the dominance. Therefore monotonicity does not hold for the loss model by standard coupling.

Justification of the independence ansatz for our model remains to be done.
However, we believe that it is true considering the randomized nature of power-of-\(d\) algorithms. In the following section, we derive some interesting results under the independence ansatz.

### 5.4.2 Equilibrium Distribution for A Single Queue

We assume asymptotic independence for the loss model with the power-of-\(d\) algorithm. Consider server 1 (by symmetry, any server) in the large \(N\) limit. Under the asymptotic independence assumption, the arrival process of type \(j\) jobs to server 1 is a state-dependent Poisson process with rate \(\lambda_j(n)\), which is given in Eq. (5.6).

We can explain Eq. (5.6) as follows: Assume that server 1 is of state \(n\). When a type \(j\) job arrives at the system, it will join server 1 only if server 1 is chosen and the state \(n'\) of any other selected server satisfies the condition \(\langle n', b \rangle \geq \langle n, b \rangle\), i.e., server 1 has the largest amount of available resource. Note that server 1 is selected as one of the \(d\) sampled servers with probability \(\frac{\binom{N-1}{d-1}}{\binom{N}{d}} = \frac{d}{N}\). Consider the case where \(i - 1\) out of the other \(d - 1\) selected servers have the same amount of available resource, \(i \in \{1, 2, ..., d\}\). Such an event happens with probability \(\frac{(d-1) E_n^{i-1} G_{n}^{d-i}}{E_n^{i} G_{n}^{d-i}}\), where \(E_n\) \((G_n)\) represents the fraction of servers with the same (larger) amount of resource occupied. As ties are broken randomly, server 1 is selected with probability \(\frac{1}{i}\). Hence the probability that the arrival is routed to server 1 is given by

\[
\sum_{i=1}^{d} \frac{d}{N} \cdot \frac{1}{i} \cdot \left(\frac{d-1}{i-1}\right) E_n^{i-1} G_{n}^{d-i} = \frac{1}{N} \sum_{i=1}^{d} \left(\frac{d}{i}\right) E_n^{i-1} G_{n}^{d-i}.
\]

Multiplying this probability by the arrival rate of type \(j\) jobs and letting \(N \to \infty\) yield Eq. (5.6).

Note that queue 1 is a birth-death process with state-dependent arrival and departure rates. The global balance equation is given by:

\[
\begin{aligned}
\left[ \sum_{j=1}^{J} n_j \delta_j^- (n) + \sum_{j=1}^{J} \lambda_j(n) \delta_j^+ (n) \right] p_n \\
= \sum_{j=1}^{J} \lambda_j(n_j^-) \delta_j^- (n) p_{n_j^-} + \sum_{j=1}^{J} (n_j + 1) \delta_j^+ (n) p_{n_j^+},
\end{aligned}
\]

(5.15)
where
\[ n^+_j = (n_1, n_2, ..., n_{j-1}, n_j + 1, n_{j+1}, ..., n_J), \]
\[ n^-_j = (n_1, n_2, ..., n_{j-1}, n_j - 1, n_{j+1}, ..., n_J), \]
\[ \delta^+_j(n) = \begin{cases} 
1, & \text{if } n^+_j \in \mathcal{C} \\
0, & \text{otherwise},
\end{cases} \]
\[ \delta^-_j(n) = \begin{cases} 
1, & \text{if } n^-_j \in \mathcal{C} \\
0, & \text{otherwise}.
\end{cases} \]

Moreover, the local balance equation is given by
\[ \lambda_j(n^-_j)\delta^-_j(n)p_{n^-_j} = n_j\delta^-_j(n)p_n, \quad \forall j \in \{1, 2, ..., J\}, \forall n \in \mathcal{C}. \]

**Remark.** We notice that if the local balance equations are satisfied, the global balance equations are satisfied. However, we have not established that the global balance equations have a unique solution. This is normally true for queueing systems where the arrival rate is fixed; however, since the derivation here follows from the independence ansantz, the arrival rate depends on \( p \). Thus, establishing the uniqueness of the solution to Eq. (5.15) remains to be done.

### 5.4.3 One-dimensional Recursion

We are interested in the probability \( P_{b_j} \) that an arriving job of type \( j \) is blocked. Note that
\[ P_{b_j} = \left( \sum_{n \in T_j^+} p_n \right)^d, \quad (5.16) \]
where \( T_j^+ = \{ n \in \mathcal{C} : n^+_j \notin \mathcal{C} \} \).

The underlying high dimension of the state \( n \) makes it difficult to obtain the equilibrium distribution from Eq. (5.16). In order to quantify the blocking probability, we will use Kaufman-Roberts recursion [82, 83] to establish a one-dimensional recursion, regardless of the dimensionality of jobs types (Theorem 5.4). The key idea is to pay attention to the random variable \( R(n) = \sum_{j=1}^J n_j b_j \), which denote the amount of occupied resource. We use r
to represent the tail distribution of $R(n)$, i.e.,

$$r_k = \Pr[R \geq k] = \sum_{n \in C : (n, b) \geq k} p_n, \text{ for } k = 0, 1, ..., B.$$ 

Note that $r_k$ is also the asymptotic fraction of servers having at least $k$ units of resource occupied. For ease of exposition, throughout this section, we define $r_x = 1$ for any $x \leq 0$, and $r_{B+1} = 0$.

In order to prove Theorem 5.4, we need the following lemma.

**Lemma 5.8.** For any $j \in J$, and $k \in \{0, 1, ..., B\}$,

$$\lambda_j (r_k^d - b_j) = \mathbb{E}[n_j | (n, b) = k] (r_k - r_{k+1}), \quad (5.17)$$

where $r_x = 1$ for any $x \leq 0$ and $r_{B+1} = 0$.

**Proof.** Equation (5.16) can be written as:

$$\lambda_j (n_j^d) \gamma_j (n) p_{n_j} = n_j p_n, \quad (5.18)$$

where

$$\gamma_j (n) = \begin{cases} 
1 & \text{if } n_j \geq 1 \\
0 & \text{if } n_j = 0.
\end{cases}$$

For any $k \in \{0, 1, ..., B\}$, define $\mathcal{D}_k = \{n \in C : k = \sum_{j=1}^J n_j b_j\}$. Note that for any $n \in \mathcal{D}_k$,

$$E_n = r_k - r_{k+1}, \quad G_n = r_k.$$ 

Hence $\lambda_j (n)$ depends on $k = (n, b)$ only. Summing Eq. (5.18) over the set $\mathcal{D}_k$, we have

$$\sum_{n \in \mathcal{D}_k} \lambda_j (n_j^d) \gamma_j (n) p_{n_j} = \sum_{n \in \mathcal{D}_k} n_j p_n, \quad (5.19)$$
Consider the left-hand side (LHS) of (5.19).

\[
LHS = \sum_{n \in D_k} \lambda_j(n_j^-) \gamma_j(n) p_{n_j^-}
\]

\[
= \lambda_j \sum_{n \in D_k} \left( \sum_{i=1}^{d} \binom{d}{i} E_{n_j}^{i-1} G_{n_j}^{d-i} \right) \gamma_j(n) p_{n_j^-}
\]

\[
= \lambda_j \sum_{n \in D_k \cap \{n : n_j \geq 1\}} \left( \sum_{i=1}^{d} \binom{d}{i} E_{n_j}^{i-1} G_{n_j}^{d-i} \right) p_{n_j^-}.
\]

Note that

\[
D_k \cap \{n : n_j \geq 1\} = \left\{ n \in C : \sum_{i \neq j} n_i b_i + (n_j - 1)b_j = k - b_j, n_j \geq 1 \right\}.
\]

Let \( \hat{n} = n_j^- \). Then

\[
LHS = \lambda_j \sum_{\hat{n} \in D_{k-b_j}} \left( \sum_{i=1}^{d} \binom{d}{i} E_{\hat{n}}^{i-1} G_{\hat{n}}^{d-i} \right) p_{\hat{n}}
\]

\[
= \lambda_j \left( \sum_{i=1}^{d} \binom{d}{i} (r_{k-b_j} - r_{k-b_j+1})^{i-1} r_{k-b_j+1}^{d-i} \right) \sum_{\hat{n} \in D_{k-b_j}} p_{\hat{n}}
\]

\[
= \lambda_j \left( \sum_{i=1}^{d} \binom{d}{i} (r_{k-b_j} - r_{k-b_j+1}) i r_{k-b_j+1}^{d-i} \right)
\]

\[
= \lambda_j (r_{k-b_j}^d - r_{k-b_j+1}^d). \quad (5.20)
\]

The right-hand side (RHS) of (5.19) can be written as

\[
RHS = \sum_{n \in D_k} n_j \mathbb{P} \left[ \{n : \langle n, b \rangle = k\} \right] \mathbb{P} \left[ \{n : \langle n, b \rangle = k\} \right]
\]

\[
= \sum_{n \in D_k} n_j \mathbb{P} [n | \langle n, b \rangle = k] (r_k - r_{k+1})
\]

\[
= \mathbb{E} [n_j | \langle n, b \rangle = k] (r_k - r_{k+1}). \quad (5.21)
\]

Equation (5.17) follows from Eq. (5.20) and (5.21).

Proof of Theorem 5.4. Multiplying Eq. (5.17) by \( b_j \) on both side and sum-
ming over $j$ yields
\[
\sum_{j=1}^{J} \lambda_j b_j (r_{k-b_j}^d - r_{k-b_j+1}^d) = \sum_{j=1}^{J} b_j \mathbb{E}[n_j|k] (r_k - r_{k+1}) \\
= \mathbb{E} \left[ \sum_{j=1}^{J} b_j n_j|k \right] (r_k - r_{k+1}) \\
= k (r_k - r_{k+1}).
\]

**Remark.** We can write the blocking probability for jobs of type $j$ as
\[
P_{b_j} = \left( \sum_{n \in \mathbb{C}: (n,b)>B-b_j} p_n \right)^d = r_{B-b_j+1}^d.
\]

By solving Eq. (5.7), we can obtain $P_{b_j}$ immediately. Compared with the formula (5.16), the one-dimensional recursion brings a significant reduction in computation.

![Figure 5.6: Equilibrium distribution of the number of occupied resource units for the power-of-two-choices algorithm with $B = 50$ and three types of jobs, where $b = (1, 2, 4)$ and $\lambda_j = \lambda/7$. The values for the stationary point are obtained numerically by solving Eq. (5.7). Simulation results are from a finite system with $N = 1000$.](image)

**Numerical Results.** Figure 5.6 compares the empirical distribution from simulation of a finite system with $N = 1000$ with the stationary point at three different loads. Simulation results coincide with the stationary point very well, which also verifies the validness of independence ansatz.
5.4.4 Upper Bound

We first establish an upper bound for the tail distribution \( r \) of the number of occupied resource units. Let \( \lambda = \sum_{j=1}^{J} \lambda_j b_j \) be the total traffic intensity. We have the following theorem.

**Theorem 5.6.** Define \( \{\bar{r}_k\}_{k=0}^{B} \) as follows:

\[
\bar{r}_k = \begin{cases} 
1, & 0 \leq k \leq k_0 + 1 \\
\frac{1}{k-1} \sum_{j=1}^{J} \lambda_j b_j \bar{r}^{d}_{k-b_j}, & k_0 + 1 < k \leq B,
\end{cases}
\]

(5.22)

where \( k_0 = \lfloor \lambda \rfloor \), \( \bar{r}_x = 1 \) for any \( x \leq 0 \) and \( \bar{r}_{B+1} = 0 \).

Let \( \{r_k\}_{k=0}^{B} \) denote the solution to Eq (5.7). Then for any \( k = 0, 1, \ldots, B \),

\[
\bar{r}_k \geq r_k.
\]

Proof of Theorem 5.6 is essentially the same as that of Theorem 5.2.

**Lemma 5.9.** Define \( \{\tilde{r}_k\}_{k=0}^{B} \) as follows:

\[
\tilde{r}_k = \begin{cases} 
1, & 0 \leq k < b(k'_0 + 2) \\
\frac{\lambda}{(m-1)b} \tilde{r}^{d}_{k-b}, & mb \leq k < (m+1)b, k \leq B, \\
m \in \mathbb{N} \text{ and } k'_0 + 1 < m \leq \frac{B}{b},
\end{cases}
\]

(5.23)

where \( b = \max_{j=1,\ldots,J} b_j \), and \( k'_0 = \lfloor \frac{\lambda}{b} \rfloor \).

Then \( \tilde{r} \) gives an upper bound for \( \bar{r} \), i.e., for any \( k = 0, 1, \ldots, B \),

\[
\tilde{r}_k \geq \bar{r}_k.
\]

The following corollary follows immediately by Theorem 5.6 and Lemma 5.9.

**Corollary 1.** \( \tilde{r} \) is an upper bound for \( r \), i.e.,

\[
\tilde{r}_k \geq r_k, \forall k = 0, 1, \ldots, B.
\]

**Remark.** Although the upper bound \( \tilde{r} \) has no explicit expression, the recursion is straightforward and no further iterative calculation is needed here.
Lemma 5.9 provides a further upper bound on $\bar{r}$ which is used in the analysis of the blocking probability in the heavy-traffic and critically-loaded traffic regimes (Theorem 5.5).

5.4.5 Proof Outline of Theorem 5.5

Proof outline of Theorem 5.5. Note that $b = \max_j b_j$. By the monotonicity of the tail distribution \( \{r_k\}_{k=0}^B \), the blocking probability $P_{b_j}$ for type $j$ jobs $(\forall j \in \{1, 2, ..., J\})$ satisfies

$$P_{b_j} = r_{B-b_j+1}^d \leq \bar{r}_{B-b+1}^d \leq \tilde{r}_{B-b+1}^d.$$ 

Hence it is sufficient to show that the upper bound $\tilde{r}_{B-b+1}$ satisfies (5.8).

From the definition of $\tilde{r}$, we can see that $\{\tilde{r}_k\}_{k=0}^B$ consists of consecutive subsequences of size $b$, where elements in each subsequence have the same value. That is, $\forall k \in [mb, (m+1)b)$, $m \in \mathbb{N}$, $\tilde{r}_k = \tilde{r}_{mb}$. To analyze its asymptotic behavior, we consider the subsequence $\{\tilde{r}_{mb}\}_{m\in\mathbb{N}}$. Define the scaled arrival rate $\lambda' = \lambda/b$, and resource units $B' = \lfloor B/b \rfloor$. Then the recursion of $\{\tilde{r}_{mb}\}_{m=0}^{B'}$ is the same as $\bar{\pi}$ with arrival rate $\lambda'$ and $B'$ units of resource.

By following the proof for Theorem 5.3, we can establish the asymptotic behavior of $\tilde{r}_{B'\lambda}$ in large $B'$ limit, which gives Eq. (5.8). The analysis for the two limiting regimes is the same as that in Theorem 5.3.

Remark. Theorem 5.5 states that for the general case with multiple types of jobs, the blocking probability for jobs of any type under the power-of-$d$ algorithm has exactly the same asymptotic behavior as that of homogeneous job case.

Numerical Results. We simulate a system of $N = 1000$ servers under the power-of-two-choices algorithm with different load gap. We consider three types of jobs with same arrival rate, i.e., $\lambda_1 = \lambda_2 = \lambda_3$, and $b = (1, 2, 4)$. For each $B$, we simulate this system with different load gap $B - \lambda = \sqrt{\lambda}$ and $B - \lambda = 2 \log \lambda$, where $\lambda = \sum_j \lambda_j b_j$ is the total traffic intensity. Figure 5.7 compares the blocking probability for jobs that require the maximum amount of resource, i.e., type 3 jobs, with different load gap, both by solving Eq. (5.7) numerically and by simulation. Note that the y-axis is in log...
Figure 5.7: Blocking probability for the power-of-two-choices algorithm with different load gap. There are three types of jobs with \( b = (1, 2, 4) \). Line curves are obtained by solving Eq. (5.7) numerically. Markers are from simulations with \( N = 1000 \).

scale. Observe that the blocking probability for jobs of type 3 exhibits similar behavior as that of the homogeneous job case (Fig. 5.1). That is, \( P_{b_3} \) decays exponentially with \( \log \lambda \) load gap, while it decays much faster with \( \sqrt{\lambda} \) load gap. Similar behavior can be observed for the blocking probability of the other two types of jobs.

5.5 Conclusion

This chapter considered a loss model for the VM assignment problem in a cloud system. The overall goal is to study how to route arriving jobs to the servers in order to minimize the probability that an arriving job does not find the required number of resources in the system. Using the fluid model approach, we showed that when arrivals are routed to the least utilized of \( d \geq 2 \) randomly selected servers, the blocking probability decays exponentially or doubly exponentially. This is a substantial improvement over the random policy. In addition, we developed an explicit upper bound for the stationary fluid limit. The analysis of the upper bound revealed significant insight into the asymptotic behavior of large systems with the power-of-\( d \)-choices (\( d \geq 2 \)) algorithm.

We have seen that for a fixed \( B \), the gap between the proposed upper bound and the stationary fluid limit increases with the load. For future work, we are interested in characterizing the gap and establishing an approximation with higher accuracy. Some of current model assumptions could be relaxed.
to make the model closer to the real system, including the assumption of exponential service times and the constraint on the one-dimensionality of requested resources.
In this thesis, we have studied the scheduling and resource allocation problems in two typical cloud systems: data-intensive clouds and a IaaS cloud system.

For data-intensive clouds, we first investigated the scheduling problem from a stochastic perspective. We have proposed two novel priority algorithms, Pandas and balanced-Pandas. Using stochastic analysis, we have established optimality of both algorithms with respect to throughput and delay performance. In particular, we remark that the result of Pandas settles a version of an open problem in affinity scheduling, where we want to minimize delay without knowing job arrival rates. Moreover, we have implemented Pandas in Hadoop clusters, and demonstrated that Pandas achieves an order of magnitude improvement over existing schedulers. On the technical end, the prioritized service poses challenges to the state-space collapse analysis and makes the proof of heavy-traffic optimality go beyond applying existing approaches. We used a novel ideal load decomposition to separate the system into several subsystems, which require distinct treatments. The techniques developed could be useful to the general affinity scheduling problem.

For the VM allocation problem in a IaaS cloud, we considered a loss model, which characterizes the loss of unfulfilled VM requests in real systems. The overall goal is to study how to route arriving VM requests to servers in order to minimize the blocking probability. Using the fluid model approach, we showed that under the well-known power-of-$d$-choice routing, the blocking probability decays exponentially or doubly exponentially. This is a substantial improvement over the random policy.

There are several interesting and important questions which we did not address in this thesis. For the scheduling problem with multi-level locality, we have left out the question of what happens to the proposed Balanced-Pandas when overloaded servers exist in underloaded racks. Based on the
state-space collapse result, we conjecture that the delay under balanced-Pandas is within some constant factor of a universal lower bound. It will be interesting to investigate the factor here. A more fundamental question is what algorithm can achieve delay optimality for all traffic scenarios with unknown arrival rates. Addressing this issue for general affinity scheduling has been a longstanding open problem.

Another question of practical relevance is the design of a distributed scheduler. In this thesis, we have focused on centralized data-centric scheduling algorithms. The large scale of data centers and massive request rates makes the overhead of a centralized scheduler excessive, and calls for algorithms working with distributed schedulers, which is a harder problem. An alternative is random sample-based approaches, such as power-of-$d$-choice. Future work to design and analyze distributed schedulers could be of great interest.

On the modeling end, an interesting direction is to relax some of our current assumptions. For instance, the service times are assumed to be memoryless (geometric or exponential), while more general traffic distributions are observed in reality. Also, we assume a one-dimensional resource constraint for the VM assignment problem. It would be interesting to extend the model by incorporating more realistic constraints.
APPENDIX A

ADDITIONAL PROOFS FOR PANDAS

A.1 Proofs for Ideal Load Decomposition

We first prove Lemma 3.3 and then use the resulting decomposition of Lemma 3.3 to prove Lemma 3.4.

A.1.1 Proof of Lemma 3.3.

Given \( \lambda \in \Lambda \), there exists a decomposition \( \{ \lambda_{L,n,m} \} \) satisfying Eq. (3.1). We apply an iterative approach to construct \( \{ \tilde{\lambda}_{L,n,m} \} \) from \( \{ \lambda_{L,n,m} \} \).

We denote by \( \{ \lambda^{(k)}_{L,n,m} \} \), \( k \geq 0 \), the decomposition after the \( k \)-th iteration. Let \( M^{(k)}_h \) and \( M^{(k)}_b \) denote the corresponding locally underloaded queues and locally overloaded queues, respectively. That is, \( M^{(k)}_h = \{ n \in M | \sum_{L,n \in L} \lambda^{(k)}_{L,n,m} < \alpha \} \) and \( M^{(k)}_b = \{ n \in M | \sum_{L,m \in L} \sum_{m} \lambda^{(k)}_{L,n,m} \geq \alpha \} \). And \( L^{(k)}_s \) is used to denote the set of task types that are only local to \( M^{(k)}_b \), \( L^{(k)}_s \) the set of task types local both to \( M^{(k)}_h \) and \( M^{(k)}_b \).

Initialize \( \{ \lambda^{(0)}_{L,n,m} \} \) as the given decomposition \( \{ \lambda_{L,n,m} \} \). If there exists \( \bar{L} \in L^{(k)}_s \) such that \( \lambda^{(k)}_{L,n,m} > 0 \) for some \( n_1 \in M^{(k)}_b \), \( m \in M \), \( \{ \lambda^{(k+1)}_{L,n,m} \} \) will be updated as follows. Otherwise, the iterative processing ends up with \( \{ \tilde{\lambda}_{L,n,m} \} = \{ \lambda^{(k)}_{L,n,m} \} \).

The \( k + 1 \)-th iteration will redistribute \( \lambda^{(k)}_{L,n,m} \) from temporal overloaded queue \( n_1 \) to temporal underloaded queue \( n_2 \) which is also local to \( \bar{L} \). Consider the following four cases.

Case (i): \( \lambda^{(k)}_{n_1} - \lambda^{(k)}_{L,n_1,m} \geq \alpha, \lambda^{(k)}_{n_2} + \lambda^{(k)}_{L,n_1,m} < \alpha \).

Set

\[
\lambda^{(k+1)}_{L,n_1,m} = 0, \quad \lambda^{(k+1)}_{L,n_2,m} = \lambda^{(k)}_{L,n_2,m} + \lambda^{(k)}_{L,n_1,m}.
\]

All other components \( \lambda^{(k+1)}_{L,n,m} \) remain the same as the previous iteration.
Hence after the $k + 1$-th iteration, $n_1$ is still overloaded, while $n_2$ is still underloaded. Observe that for $\forall m' \in \mathcal{M}, m' \neq m$, Eq. (3.1) still holds under $\{\lambda_{L,n,m}^{(k+1)}\}$. The total amount of remote load for $m$ remains the same as the $k$-th iteration, which ensures the correctness of Eq. (3.1) for $m$.

**Case (ii):** $\lambda_{n_1}^{(k)} - \lambda_{L,n_1,m}^{(k)} < \alpha, \lambda_{n_2}^{(k)} + \lambda_{L,n_1,m}^{(k)} < \alpha$.

Update $\{\lambda_{L,n,m}^{(k+1)} : \bar{L} \in L, n \in \bar{L}, m \in \mathcal{M}\}$ as case (i). Thus the $k + 1$-th iteration redistributes the shared load between $n_1$ and $n_2$, making $n_1$ underloaded as $n_2$. It is obvious that the load decomposition after the $k + 1$-th iteration satisfies Eq. (3.1).

**Case (iii):** $\lambda_{n_1}^{(k)} - \lambda_{L,n_1,m}^{(k)} \geq \alpha, \lambda_{n_2}^{(k)} + \lambda_{L,n_1,m}^{(k)} \geq \alpha$.

Let

$$\delta = \min\{\lambda_{L,n_1,m}^{(k)} - \lambda_{L,n_1,m}^{(k)} / 2\}, \lambda_{L,n_1,m}^{(k+1)} = \lambda_{L,n_1,m}^{(k)} - \delta, \lambda_{L,n_2,m}^{(k+1)} = \lambda_{L,n_2,m}^{(k)} + \delta.$$ 

Keep all other components $\lambda_{L,n,m'}^{(k+1)}$ unchanged. Observe that such an exchange makes $n_2$ be overloaded as $n_1$ and minimizes the local load difference between $n_1$ and $n_2$. Again Eq. (3.1) holds for $\forall m' \in \mathcal{M}$ after $k + 1$-th iteration.

**Case (iv):** $\lambda_{n_1}^{(k)} - \lambda_{L,n_1,m}^{(k)} < \alpha, \lambda_{n_2}^{(k)} + \lambda_{L,n_1,m}^{(k)} \geq \alpha$.

Follow the same update as case (iii).

If $\lambda_{n_1}^{(k)} + \lambda_{n_2}^{(k)} \geq 2\alpha$, the update turns $n_2$ into an overloaded queue like case (iii).

If $\lambda_{n_1}^{(k)} + \lambda_{n_2}^{(k)} < 2\alpha$, $\delta = \lambda_{n_1}^{(k)} - \lambda_{n_2}^{(k)} / 2 < \lambda_{L,n_1,m}^{(k)}$. Thus $\lambda_{n_1}^{(k+1)} < \alpha$ and $\lambda_{n_2}^{(k+1)} < \alpha$, i.e., both $n_1$ and $n_2$ are underloaded after the $k + 1$-th iteration.

Consider the system load $\rho$ defined in (3.3). It is easy to verify that $\rho\left(\{\lambda_{L,n,m}^{(k+1)}\}\right) < \rho\left(\{\lambda_{L,n,m}^{(k)}\}\right)$. We note the important fact that $\rho\left(\{\lambda_{L,n,m}\}\right)$ is minimized by a decomposition satisfying condition (3.2). Observe that any arrival exchange among underloaded queues only or among overloaded queues only will not decrease the total system utilization. When all shared type tasks join underloaded queue, the corresponding total load is minimized as there is no possible arrival exchange that will reduce the total load. This ensures the convergence of the above iterative approach. Consequently, the decomposition after the algorithm stops gives the desired decomposition. This completes the proof of Lemma 3.3.

$\blacksquare$
A.1.2 Proof of Lemma 3.4.

We construct the ideal decomposition iteratively from \( \{ \tilde{\lambda}_{L,n,m} \} \) given in Lemma 3.3 by exchanging remote load for local load in each buffer. First consider load exchange for \( D^c = M/D \) to construct \( H \). Define

\[
\psi(\{ \tilde{\lambda}_{L,n,m} \}) = \sum_{n \in D^c} \sum_{m : m \neq n} \nu_{n,m}
\]

as the total amount of remote service received by \( D^c \) with the decomposition \( \{ \tilde{\lambda}_{L,n,m} \} \). Whenever there exists some remote sub-queue of queue \( n \in H \) with non-zero load, for instance \( \nu_{n,m} > 0 (m \neq n) \), we move all the traffic from this remote sub-queue \((n, m)\) to the local sub-queue \((n, n)\). In order to maintain validity of Eq. (3.1) for server \( n \), we reduce the amount of remote service provided by \( n \). We can move \( \min\{\nu_{n,m}, \sum_{k \neq n} \nu_{k,n}\} \) amount of load from remote sub-queues at the \( n \)-th column to the corresponding sub-queues at the \( m \)-th column (within the same row). Then Eq. (3.1) still holds for \( n \). It is easy to see that such an exchange reduces \( \psi \) by \( \nu_{n,m} \) at least. The iterative process ends when no remote load is left in the buffers of \( D^c \), i.e., \( \psi = 0 \), and \( D^c \) become \( H \) defined in (3.7).

Next we exchange load for \( D \) to construct \( B \). Define

\[
\phi(\{ \tilde{\lambda}_{L,n,m} \}) = \sum_{m_1 \in D} \sum_{m_2 \in D \atop m_2 \neq m_1} \nu_{m_2,m_1}
\]

as the total amount of remote service offered by \( D \) with the updated decomposition \( \{ \tilde{\lambda}_{L,n,m} \} \) satisfying Eq. (3.7). If some overloaded buffer \( m_1 \in D \) offers remote service, i.e., \( \exists \nu_{m_2,m_1} > 0 \) where \( m_2 \in D \) and \( m_2 \neq m_1 \), we can exchange the remote service offered by \( m_1 \) for local service as follows: Pick any non-empty remote sub-queue \((m_1, k)\) within \( Q_{m_1} \) \((k \in H)\), then move \( \min\{\nu_{m_2,m_1}, \nu_{m_1,k}\} \) amount of load from sub-queue \( \nu_{m_1,k} \) to the local sub-queue \((m_1, m_1)\), and move the same amount of load from the sub-queue \((m_2, m_1)\) to the sub-queue \((m_2, k)\) within \( Q_{m_2} \). Note that such movement does not increase remote service offered by other beneficiaries. Hence \( \psi \) is reduced by at least \( \min\{\nu_{m_2,m_1}, \nu_{m_1,k}\} \). Again Eq. (3.1) holds for all \( m \in M \) after such an exchange. Similarly, the iterative process ends when \( \psi = 0 \), i.e., \( D \) become \( B \) defined in (3.8).
A.2 Additional Proofs for Theorem 3.1

For ease of exposition, we temporally omit the superscript \(^{(H)}\).

A.2.1 Proof of Lemma 3.7.

Under Pandas, every arriving task at the beginning of each time slot will join its shortest local queue. For \(\forall \bar{L} \in \mathcal{L}_H\), define \(Q^*_\bar{L}(t) = \min_{m \in L \cap H} \{Q_m(t)\}\). For any task type that is only local to \(H\), i.e., \(\bar{L} \in \mathcal{L}_H\), it will be routed to queue \(Q^*_\bar{L}(t)\) at the beginning of time slot \(t\). Meanwhile, a task local both to \(B\) and \(H\) might join \(Q^*_\bar{L}(t)\) or its shortest local queue in \(B\).

\[
E \left[ \langle Q^{(H)}(t), A^{(H)}(t) \rangle \mid Z(t) \right] = E \left[ \sum_{m \in H} Q_m(t) A_m(t) \mid Z(t) \right]
= E \left[ \sum_{\bar{L} \in \mathcal{L}_H^*} \sum_{m \in L \cap H} Q_m(t) A_{\bar{L},m}(t) \mid Z(t) \right]
\leq (a) \sum_{\bar{L} \in \mathcal{L}_H^*} Q^*_\bar{L}(t) \lambda_{\bar{L}}
\leq (b) \sum_{\bar{L} \in \mathcal{L}_H^*} Q^*_\bar{L}(t) \sum_{m \in L \cap H} \sum_{n=1}^{M} \lambda_{\bar{L},m,n}
\leq (c) \sum_{\bar{L} \in \mathcal{L}_H^*} \sum_{m \in L \cap H} \lambda_{\bar{L},m,m} Q_m(t)
= E \left[ \langle Q^{(H)}(t), \lambda^{*(H)} \rangle \mid Z(t_0) \right],
\]

where step (a) follows from the fact that shared-type tasks might join \(B\) upon arrival; (b) uses the definition of ideal load decomposition; (c) is true since \(\forall \bar{L}, \forall m \in \bar{L} \cap H, Q_m(t) \geq Q^*_\bar{L}(t)\).

Therefore, we have

\[
E \left[ \langle Q^{(H)}(t), A^{(H)}(t) \rangle - \langle Q^{(H)}(t), \lambda^{*(H)} \rangle \mid Z(t_0) \right]
= E \left[ E \left[ \langle Q^{(H)}(t), A^{(H)}(t) \rangle - \langle Q^{(H)}(t), \lambda^{*(H)} \rangle \mid Z(t) \right] \mid Z(t_0) \right] \leq 0.
\]
A.2.2 Proof of Lemma 3.8.

Consider the following random variables:

\[ t^*_m = \min \{ \tau : \tau \geq t_0, f_m(\tau) = -1 \}, m \in \mathcal{M}, \quad (A.1) \]
\[ t^* = \max_{1 \leq m \leq M} t^*_m. \quad (A.2) \]

So server \( m \) makes the first scheduling decision after \( t_0 \) at \( t^*_m \). And \( t^* \) is the first time slot that every server has made at least one scheduling decision after \( t_0 \). Let \( T = JK \), where \( J > 0 \) and \( K > 0 \). We then decompose the probability space into two parts by using \( t^* \):

\[ A_1 = \{ t^* > t_0 + K \mid Z(t_0) \} \]
\[ A_2 = \{ t^* \leq t_0 + K \mid Z(t_0) \}. \]

Let \( B_i \) denote the expectation term that is further conditioned on \( A_i \), \( i = 1, 2 \), i.e.,

\[ B_i = \mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} \left( \langle Q^{(H)}(t), \lambda^{*(H)} \rangle - \langle Q^{(H)}(t), S^{(H)}(t) \rangle \right) \mid Z(t_0), A_i \right]. \]

Thus the expectation term in (3.10) is broken down into two parts: \( B_1 \mathbb{P}[A_1] \) and \( B_2 \mathbb{P}[A_2] \). That is,

\[ \mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} \left( \langle Q^{(H)}(t), \lambda^{*(H)} \rangle - \langle Q^{(H)}(t), S^{(H)}(t) \rangle \right) \mid Z(t_0) \right] = B_1 \mathbb{P}[A_1] + B_2 \mathbb{P}[A_2]. \]

The following lemma gives an bound on \( \mathbb{P}[A_1] \) and \( \mathbb{P}[A_2] \), which will be used later.

**Lemma A.1.** Consider the random variables \( t^* \) and \( t^*_m \) for \( m \in \mathcal{M} \) defined in (A.1)-(A.2). Then

\[ \mathbb{P}[t^* < t_0 + K \mid Z(t_0)] \geq (1 - (1 - \gamma)^K)^M, \]
\[ \mathbb{P}[t^* \geq t_0 + K \mid Z(t_0)] \leq 1 - (1 - (1 - \gamma)^K)^M. \]

Since both of arrivals and departures are bounded, for \( \forall t_1, t \in [t_0, t_0 + T] \), where \( t_1 < t \),

\[ Q_m(t) \leq Q_m(t_1) + (t - t_1)C_A, \]
\[ Q_m(t) \geq Q_m(t_1) - (t - t_1)M. \]
As \( \lambda \in \Lambda \), there exists \( \vartheta > 0 \) such that for \( \forall m \in \mathcal{M} \), the decomposition satisfies

\[
\sum_{L:m \in L} \frac{\lambda^*_L}{\alpha} + \sum_{L:m \notin L} \sum_{n:n \in L} \frac{\lambda^*_L}{\gamma} \leq \frac{1}{1 + \vartheta}.
\]

For any \( m \in \mathcal{H} \), \( \lambda^*_m = \sum_{L:m \in L} \lambda^*_L < \alpha \). Together with the bounded difference between \( Q_m(t_0) \) and \( Q_m(t) \), we can bound \( B_1 \) as

\[
B_1 \leq E \left[ \sum_{t=t_0}^{t_0+T-1} \langle Q^{(H)}(t), \lambda^{*H} \rangle | Z(t_0), A_1 \right]
\leq E \left[ \sum_{t=t_0}^{t_0+T-1} \sum_{m \in \mathcal{H}} \alpha Q_m(t) | Z(t_0), A_1 \right]
\leq E \left[ \sum_{t=t_0}^{t_0+T-1} \sum_{m \in \mathcal{H}} \alpha (Q_m(t_0) + (t-t_0)C_A) | Z(t_0), A_1 \right]
\leq \alpha T \sum_{m \in \mathcal{H}} Q_m(t_0) + \alpha T^2 MC_A.
\]

To bound the term \( B_2 \), we divide the summation into two parts: from \( t = t_0 \) to \( t = t^* \) and from \( t = t^* + 1 \) to \( t = t_0 + T - 1 \). The first part can be bounded in a similar way as term \( B_1 \):

\[
E \left[ \sum_{t=t_0}^{t^*} \left( \langle Q^{(H)}(t), \lambda^{*H} \rangle - \langle Q^{(H)}(t), S^{(H)}(t) \rangle \right) | Z(t_0), t^* \leq t_0 + K \right]
\leq \alpha (t^* - t_0) \sum_{m \in \mathcal{H}} Q_m(t_0) + \alpha (t^* - t_0) TMC_A. \tag{A.3}
\]

For the second part, we first let it condition on \( t^* \), and then further conditioned on \( Z(t) \). Note that \( \forall t \in (t^*, t_0 + T) \) and \( m \in \mathcal{H} \),

\[
E \left[ \left( \langle Q^{(H)}(t), \lambda^{*H} \rangle - \langle Q^{(H)}(t), S^{(H)}(t) \rangle \right) | Z(t_0), t^* \leq t_0 + K \right]
= E \left[ \sum_{m \in \mathcal{H}} (Q_m(t)\lambda^*_m - Q_m(t)S^l_m(t) - Q_m(t)S^c_m(t)) | Z(t_0), t^* \leq t_0 + K \right]
\leq E \left[ \sum_{m \in \mathcal{H}} (Q_m(t)\lambda^*_m - Q_m(t)S^l_m(t)) | Z(t_0), t^* \leq t_0 + K \right]
= \sum_{m \in \mathcal{H}} E \left[ Q_m(t) \left( \sum_{L:m \in L} \lambda^*_L \bar{I}_{m(t)=m} \right) | Z(t_0), t^* \leq t_0 + K \right].
\]
As \( t > t^* \), given \( Z(t), \eta(t) \) is independent of all the previous system state. Thus we have

\[
\mathbb{E} \left[ Q_m(t) \left( \sum_{L,m \in L} \lambda^*_{L,m,m} - \alpha I_{\{\eta_m(t) = m\}} \right) \mid Z(t_0), Z(t), t^* \leq t_0 + K \right] = Q_m(t) \sum_{L,m \in L} \lambda^*_{L,m,m} - Q_m(t) \alpha \mathbb{E} \left[ I_{\{\eta_m(t) = m\}} \mid Z(t) \right]. \tag{A.4}
\]

Note that \( \eta_m(t) \) is conditionally independent of \( Q(t) \) given \( Z(t) \).

Consider the following random variables

\[
\tau^t_m := \max\{\tau : \tau \leq t, f_m(\tau) = -1\}, m \in \mathcal{M}.
\]

Hence \( \tau^t_m \) is the last moment before \( t \) at which server \( m \) makes a scheduling decision. Therefore the status of server \( m \) remains the same from time \( \tau^t_m \) to \( t \), i.e., \( \eta_m(t) = \eta_m(\tau^t_m) \). Observe that \( \eta_m(\tau^t_m) = m \) if \( Q_m(\tau^t_m) > 0 \), as local tasks will be scheduled first. If \( Q_m(\tau^t_m) = 0 \), \( \eta_m(\tau^t_m) \neq m \). Thus,

\[
Q_m(\tau^t_m) \mathbb{E} \left[ I_{\{\eta_m(t) = m\}} \mid Z(\tau^t_m) \right] = Q_m(\tau^t_m).
\]

Using the bounded difference between \( Q_m(t_0), Q_m(\tau^t_m) \) and \( Q_m(t) \), we have

\[
\mathbb{E} \left[ Q_m(t)I_{\{\eta_m(t) = m\}} \mid Z(t) \right] = \mathbb{E} \left[ Q_m(t) \mathbb{E} \left[ I_{\{\eta_m(t) = m\}} \mid Z(\tau^t_m) \right] \mid Z(t) \right] \geq \mathbb{E} \left[ (Q_m(\tau^t_m) - TM) \mathbb{E} \left[ I_{\{\eta_m(t) = m\}} \mid Z(\tau^t_m) \right] \mid Z(t) \right] \geq \mathbb{E} \left[ Q_m(\tau^t_m) \mathbb{E} \left[ I_{\{\eta_m(t) = m\}} \mid Z(\tau^t_m) \right] \mid Z(t) \right] - TM = \mathbb{E} \left[ Q_m(\tau^t_m) \mid Z(t) \right] - TM \geq \mathbb{E} \left[ Q_m(t_0) \mid Z(t) \right] - 2TM. \tag{A.5}
\]

As \( \sum_{L,m \in L} \lambda^*_{L,m,m} \leq \frac{\alpha}{1 + \vartheta} \), together with (A.5), we can upper bound (A.4) as

\[
(A.4) \leq -\frac{\alpha \vartheta}{1 + \vartheta} Q_m(t_0) + 2\alpha TM.
\]

Thus the summation from \( t = t^* + 1 \) to \( t = t_0 + T - 1 \) can be upper bounded
by

\[-(t_0 + T - t^*) \left[ \frac{\alpha \vartheta}{1 + \varrho} \sum_{m \in \mathcal{H}} Q_m(t_0) - 2\alpha TMM_h \right]. \quad (A.6)\]

Now we can bound the term $B_2$ by combining the bounds for two summations in (A.3) and (A.6):

\[ B_2 \leq K\alpha \left( 1 - \frac{(J - 1)\vartheta}{1 + \varrho} \right) \sum_{m \in \mathcal{H}} Q_m(t_0) + C, \]

where $C > 0$ is a constant.

Let $\zeta = \frac{\vartheta}{1 + \varrho}$, and $J_1 = 1 + \frac{1}{\zeta}$. Pick any $J > J_1$, then $K\alpha \left( 1 - \frac{(J - 1)\vartheta}{1 + \varrho} \right) < 0$.

From Lemma A.1, we have

\[ \mathbb{P}[t^* < t_0 + K \mid Z(t_0)] \geq (1 - (1 - \gamma)^K)^M, \]

\[ \mathbb{P}[t^* \geq t_0 + K \mid Z(t_0)] \leq 1 - (1 - (1 - \gamma)^K)^M. \]

Applying the bound for $B_1$ and $B_2$, together with the above two inequalities, we can obtain

\[
\mathbb{E} \left[ \sum_{t = t_0}^{t_0 + T - 1} \left( \langle Q^{(\mathcal{H})}(t), \mathbf{X}^{(\mathcal{H})} \rangle - \langle Q^{(\mathcal{H})}(t), \mathbf{S}^{(\mathcal{H})}(t) \rangle \right) \mid Z(t_0) \right]
\leq \alpha T \left( \sum_{m \in \mathcal{H}} Q_m(t_0) \right) (1 - (1 - (1 - \gamma)^K)^M)
+ K\alpha \left( 1 - \frac{(J - 1)\vartheta}{1 + \varrho} \right) \left( \sum_{m \in \mathcal{H}} Q_m(t_0) \right) (1 - (1 - \gamma)^K)^M + C
= \alpha T \left( D_1(K) + \frac{1}{J}(1 + \zeta)D_2(K) - \zeta D_2(K) \right) \sum_{m \in \mathcal{H}} Q_m(t_0) + C,
\]

where $D_1(K) = 1 - (1 - (1 - \gamma)^K)^M$, $D_2(K) = (1 - (1 - \gamma)^K)^M$, and $C$ is a constant independent of $Z(t_0)$.

Next we select $K$ and $J$ to make the coefficient of $\sum_{m \in \mathcal{H}} Q_m(t_0)$ negative. First pick any $\theta \in (0, \zeta)$. Note that $D_1(K) \rightarrow 0$ as $K \rightarrow \infty$, there exists $K_1$ such that $\forall K > K_1$, $D_1(K) \leq \frac{\zeta - \theta}{3\zeta}$. Since $D_2(K) \rightarrow 1$ as $K \rightarrow \infty$, there exists $K_2$ such that $\forall K > K_2$, $D_2(K) \geq 1 - \frac{\zeta - \theta}{3\zeta}$. Let $J_2 = \frac{3(1 + \zeta)}{\zeta - \theta}$, then $\forall J > J_2$, $\frac{1}{J}(1 + \zeta)D_2(K) < \frac{\zeta - \theta}{3}D_2(K) < \frac{\zeta - \theta}{3}$. Thus, by picking $K > \max\{K_1, K_2\}$ and
\[ J > \max\{J_1, J_2\}, \] we obtain
\[
D_1(K) + \frac{1}{J}(1 + \zeta)D_2(K) - \zeta D_2(K) \leq \frac{\zeta - \theta}{3} + \frac{\zeta - \theta}{3} - \zeta(1 - \frac{\zeta - \theta}{3\zeta}) = -\theta.
\]

Therefore,
\[
\mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} \left( \langle Q^{(H)}(t), X^{(H)} \rangle - \langle Q^{(H)}(t), S^{(H)}(t) \rangle \right) \mid Z(t_0) \right] \\
\leq -\theta \alpha T \sum_{m \in \mathcal{H}} Q_m(t_0) + C \\
= -\theta_1 \| Q^{(H)}(t_0) \|_1 + C,
\]
where \( \theta_1 = \theta \alpha T \) and \( C \) are independent of \( Z(t_0) \).

A.2.3 Proof of Lemma A.1

Given the server status vector \( f(t_0) \), the service time distribution for all servers are determined. Hence \( t^*_m, m \in \mathcal{M} \) are independent. We have
\[
\mathbb{P}[t^* < t_0 + K \mid Z(t_0)] = \mathbb{P}[t^*_1 < t_0 + K, \ldots, t^*_M < t_0 + K \mid Z(t_0)] \\
= \prod_{m=1}^{M} \mathbb{P}[t^*_m < t_0 + K \mid Z(t_0)] \\
= (1 - (1 - \alpha)^K)^{M_1} (1 - (1 - \gamma)^K)^{M_2},
\]
where \( M_1 = \sum_m I_{\{f_m(t) = m\}}, \ M_2 = \sum_m I_{\{f_m(t) \neq m, f_m(t) \neq -1\}}. \) Note that \( M_1 + M_2 \leq M, \) and \( 0 < 1 - (1 - \gamma)^K < 1 - (1 - \alpha)^K < 1. \) Thus
\[
(1 - (1 - \alpha)^K)^{M_1} (1 - (1 - \gamma)^K)^{M_2} \geq (1 - (1 - \gamma)^K)^{M_1+M_2} \geq (1 - (1 - \gamma)^K)^{M}.
\]

Therefore,
\[
\mathbb{P}[t^* < t_0 + K \mid Z(t_0)] \geq (1 - (1 - \gamma)^K)^{M}, \\
\mathbb{P}[t^* \geq t_0 + K \mid Z(t_0)] \leq 1 - (1 - (1 - \gamma)^K)^{M}.
\]
A.3 Heavy-traffic Optimality with Locally Overloaded Traffic

A.3.1 Proof of Lemma 3.11

We will prove this lemma by constructing a decomposition that meets the three conditions.

Consider a decomposition \( \{ \lambda_{L,n,m} \} \) that satisfies Lemma 3.4. We fix the decomposition of \( L_H \) over \( H \). In the following argument, we will focus on the decomposition of \( L_B \) to achieve the goal. We start with the coarse decomposition of \( \lambda \equiv \sum_{m \in L} \lambda_{L,m} \).

For ease of exposition, we model the relationship between the task types \( L_B \) and the beneficiaries \( B \) by a bipartite graph \( G = (X, Y, \mathcal{E}) \). Each vertex \( x \in X \) corresponds to a task type \( \bar{L} \in L_B \) and we assign \( x \) a budget \( b(x) = \lambda_{L} \). Each vertex \( y \in Y \) represents a server \( m \in B \). If server \( m \) is local to task type \( \bar{L} \), we put an edge \( xy \) in \( \mathcal{E} \). For any vertex \( v \) in the graph, we denote the set of its neighbor vertices by \( N(v) \). And let \( N(V) = \bigcup_{v \in V} N(v) \) for any vertex set \( V \). Consider the weight function \( w : \mathcal{E} \to [0, +\infty) \)

\[
xy \to w(xy)
\]

Let \( w(x) = \sum_{y \in N(x)} w(xy) \) and \( w(y) = \sum_{x \in N(y)} w(xy) \). If a weight function \( w \) satisfies that \( \forall x \in X, w(x) = b(x) \) and \( w(y) \geq \alpha \), it is said to be a proper weight function. Let \( \mathcal{W} \) be the set of proper weight functions. Then \( \mathcal{W} \) is nonempty by Lemma 3.4.

For any proper weight function, we can further decompose \( w(xy) \) into \( w(xy) = \sum_{z \in M} u(xy, z) \) to satisfy Eq. (3.1) and (3.8), where the function \( u \)

\[
u : \mathcal{E} \times M \to [0, +\infty)
\]

\[
(xy, z) \to u(xy, z), \forall xy \in \mathcal{E}, \forall z \in M
\]

For any such refined decomposition, let \( w^l(y) = \sum_{x \in N(y)} u(xy, y) \), which denotes the rate of arrivals that are served locally at server \( y \). Then \( w^r(y) = w(y) - w^l(y) \) is the rate of arrivals served remotely by other servers. In the rest of the proof we only consider proper weight functions. To prove the lemma, it suffices to find a weight function \( w \) and its refined decomposition
such that

\[ \forall x \in X, w(x) = b(x), \quad (A.7) \]
\[ \forall y \in Y, w(y) \geq \alpha, w^l(y) = \alpha(1 - \varepsilon), \quad (A.8) \]
\[ \forall x \in X, \forall y \in Y, \forall z \in B, z \neq y, u(xy, z) = 0 \quad (A.9) \]
\[ \forall y \in Y, \exists x \in X, \sum_{z \in H} u(xy, z) \geq \lambda_0. \quad (A.10) \]

**Step 1.** We first find a weight function \( w \) that satisfies (A.7) and

\[ w(y) \geq \alpha + \kappa_0, \]

where \( \kappa_0 > 0 \) is a constant that does not depend on \( \varepsilon \).

For any \( G \subseteq B \), let \( \mathcal{L}(G) = \{ \bar{L} \in \mathcal{L}_B \mid \exists m \in G, \ s.t., \ m \in \bar{L} \} \), i.e., the set of task types that are local to some servers in \( G \). Define

\[ \kappa_1 = \min_{G \subseteq B} \left\{ \sum_{L \in \mathcal{L}(G)} \lambda_L - |G|\alpha \right\}. \]

From the heavy locally overloaded traffic assumption, \( \kappa_1 > 0 \), and for any \( G \subseteq B \),

\[ \sum_{L \in \mathcal{L}(G)} \lambda_L \geq |G|\alpha + \kappa_1. \quad (A.11) \]

First we obtain a proper weight function \( w \) such that for any \( y \in Y \),

\[ w(y) \geq \alpha + \frac{\kappa_2}{M_b}, \]

where

\[ \kappa_2 = \min \left\{ \kappa_1, \min_{L \in \mathcal{L}_B} \frac{\lambda_L}{|L| + 1} \right\}. \]

We have the following claim.

**Claim 1.** For any proper weight function \( w \in \mathcal{W} \), if there exists \( y_0 \in Y \) with \( w(y_0) < \alpha + \frac{\kappa_2}{M_b} \), then there exists a path \( \mathcal{P} = y_0x_0y_1x_1 \cdots y_k \) such that for \( i = 0, 1, \ldots, k - 1 \), \( w(x_iy_{i+1}) > 0 \), and for \( i = 1, \ldots, k - 1 \), \( w(y_i) \leq \alpha + \frac{\kappa_2}{M_b} \), and \( w(y_k) > \alpha + \frac{\kappa_2}{M_b} \).

**Proof.** If there exists \( x_0 \in \mathcal{N}(y_0) \) and \( y_1 \in \mathcal{N}(x_0) \) such that \( w(x_0y_1) > 0 \) and \( w(y_1) > \alpha + \frac{\kappa_2}{M_b} \), then let \( \mathcal{P} = y_0x_0y_1 \) and it is done. Otherwise \( \forall x \in \mathcal{P} \).
Consider the sets $X_0 = N(y_0)$ and $Y_1 = N(X_0)$. Let $V = \{ y \in V \mid \exists x \in N(y), s.t. x \notin X_0 \}$, which is the set of vertices that have neighbors outside $X_0$. Note that for any $y \in Y_1 \setminus V$, $w(x) > 0$, otherwise $w(y) = 0$, which contradicts with the heavy traffic assumption in (A.11). Thus there exists $\exists x_0 \in X_0$, $y_1 \in V$ such that $w(x_0y_1) > 0$, since if this is not true, we have

$$
\sum_{x \in X_0} b(x) = \sum_{x \in X_0} w(x) = \sum_{y \in Y_1 \setminus V} w(y) = \sum_{y \in Y_1 \setminus V} w(y) < |Y_1 \setminus V| \alpha + \kappa_2,
$$

which contradicts with the heavy traffic assumption. Thus there exists $\exists x_0 \in X_0$, $y_1 \in V$ such that $w(x_0y_1) > 0$. If $\exists x_1 \in N(y_1)$, and $\exists y_2 \in N(x_1)$ such that $w(x_1y_2) > 0$ and $w(y_2) > \alpha + \kappa_2$, then let $P = y_0x_0y_1x_1y_2$ and we are done. Otherwise, let $X_1 = N(y_1)$, and $Y_2 = N(X_1)$. Arguing similarly, we can find $x_1 \in X_1$ and $y_2 \in Y_2$ such that $y_2$ has neighbors outside of $X_1$ and $w(x_1y_2) > 0$. Then if $\exists x_2 \in N(y_2)$, and $\exists y_3 \in N(x_2)$ such that $w(x_2y_3) > 0$ and $w(y_3) > \alpha + \kappa_2$, then let $P = y_0x_0y_1x_1y_2x_2y_3$ and we are done. Otherwise we can continue to consider $X_2 = N(y_0, y_1, y_2)$, and $Y_2 = N(X_2)$. The procedure will end in finite steps for the following reason.

In the connected component $(X', Y', E')$ that contains $y_0$, there exists at least $y \in Y'$ such that $w(y) > \alpha + \kappa_2$. Otherwise

$$
\sum_{x \in X'} b(x) = \sum_{x \in X'} w(x) = \sum_{y \in Y', x \in X'} w(y) < |Y'| \alpha + \kappa_2,
$$

which contradicts with the heavy traffic assumption.

Following the above procedure, we obtain a sequence $Y_0 \subseteq Y_1 \subseteq \cdots$ in $Y'$. The procedure ends when the sequence hits some $y \in Y'$ with $w(y) > \alpha + \kappa_2$. So it takes at most $|Y'|$ steps. This completes the proof for the claim. 

Consider a proper weight function $w$ such that $\min_{y \in Y} w(y)$ is maximized. Then for any $y \in V$, $w(y) \geq \alpha + \frac{\kappa_2}{M_b}$. If $w$ does not satisfy this condition, let $y_0 = \arg \min_{y \in V} w(y)$. Then $\alpha \leq w(y_0) < \alpha + \frac{\kappa_2}{M_b}$. From Claim 1, there exists a path $P = y_0x_0y_1x_1 \cdots y_k$ such that $w(x_iy_{i+1}) > 0$ for $i = 0, 1, \ldots, k - 1$, and $w(y_i) \leq \alpha + \frac{\kappa_2}{M_b}$ for $i = 1, \ldots, k - 1$ and $w(y_k) > \alpha + \frac{\kappa_2}{M_b}$. Let $\delta = \frac{\kappa_2}{M_b}$.
\[
\min \{ w(x_0 y_1), w(x_1 y_2), \ldots, w(x_{k-1} y_k), w(y_k) - (\alpha + \frac{\kappa}{M_b}) \}. \] Then \( \delta > 0 \). We modify \( w \) to get another weight function \( \tilde{w} \) as follows:

\[
\tilde{w}(xy) =
\begin{cases}
  w(xy) + \delta & \text{if } x = x_i, y = y_i, \text{ where } i = 0, 1, \ldots, k \\
  w(xy) - \delta & \text{if } x = x_i, y = y_{i+1}, \text{ where } i = 0, 1, \ldots, k - 1 \\
  w(xy) & \text{otherwise}.
\end{cases}
\]

By the definition of \( \delta \), \( \tilde{w}(xy) \geq 0 \) for any \( xy \in E \). And for any \( x \in X \), \( b(x) = \tilde{w}(x) \). For any \( y \in Y, y \neq y_0, y \neq y_k, \tilde{w}(y) = w(y) \geq \alpha. \) And \( \tilde{w}(y_k) \geq \alpha + \frac{\kappa}{M_b} \), \( \tilde{w}(y_0) = w(y_0) + \delta > w(y_0) \geq \alpha. \) We then modify other vertices in \( \arg \min_{y \in Y} w(y) \) using similar method, which results a proper weight function \( \hat{w}. \) Then \( \min_{y \in Y} \tilde{w}(y) > \min_{y \in Y} w(y), \) which contradicts with the assumption that \( w \) maximize \( \min_{y \in Y} w(y). \) Let \( \kappa_0 = \frac{\kappa}{M_b}. \)

**Step 2.** Next we further decompose \( w(xy) \) into \( w(xy) = \sum_{z \in M} u(xy, z) \) that satisfies conditions (A.8)-(A.10).

Define \( \epsilon_b = \frac{\epsilon}{2\alpha M_b}, \epsilon_h = \frac{\epsilon}{2\gamma M_b}. \) For any \( y \in Y, \) since \( w(y) \geq \sum_{x \in N(y)} w(xy) \geq \alpha + \kappa_0, \) we can pick a subset of \( X' \subset N(y), \) and assign appropriate values for \( u(xy, z) \) such that

\[
0 < u(xy, y) \leq w(xy), \quad \forall x \in X',
\]

\[
\sum_{x \in X'} u(xy, y) = \alpha (1 - \epsilon_b),
\]

\[
u(xy, y) = 0, \quad \forall x \in N(y) \setminus X'.
\]

Further, \( \forall xy \in E, \forall z \in B, z \neq y, \) let \( u(xy, z) = 0. \) Therefore, conditions (A.7)-(A.9) are satisfied. Next we focus on distributing the remaining weight of \( y, w^r(y) = \sum_{x \in N(y)} (w(xy) - u(xy, y)), \) over helpers \( H \) to ensure that Eq. (3.1) holds for any helper, and condition (A.10) is satisfied.
Observe that
\[
\sum_{y \in \mathcal{Y}} w'(y) = \sum_{y \in \mathcal{Y}} \sum_{x \in \mathcal{N}(y)} (w(xy) - u(xy, y))
\]
\[
= \sum_{x \in \mathcal{X}} w(x) - \sum_{y \in \mathcal{Y}} w'(y)
\]
\[
= \sum_{L \in \mathcal{L}_h} \lambda_L - M_b \alpha (1 - \epsilon_b)
\]
\[
= M_h \gamma - \frac{\gamma}{\alpha} \sum_{L \in \mathcal{L}_h} \lambda_L - M_h \gamma \epsilon_h.
\]

For any edge \(xy\) with \(w(xy) - u(xy, y) = 0\), let \(u(xy, z) = 0\) for any \(z \in \mathcal{H}\). If \(w(xy) - u(xy, y) > 0\), we can assign an appropriate non-negative value for \(u(xy, z), z \in \mathcal{H}\), such that \(\sum_{z \in \mathcal{H}} u(xy, z) = w(xy) - u(xy, y)\), and
\[
\sum_{xy \in \mathcal{E}} \frac{u(xy, z)}{\gamma} + \frac{\lambda^l_z}{\alpha} = 1 - \epsilon_h, \quad \forall z \in \mathcal{H},
\]
where \(\lambda^l_z = \sum_{L: z \in L} \lambda^L_{z, z}\) is the amount of local arrivals for helper \(z\) from task types \(\mathcal{L}^*_h\).

In this way, the refined decomposition \(u(xy, z)\) maintains the validity of Eq.(3.1). Last, we will show that condition (A.10) is satisfied. For any \(y \in \mathcal{Y}\),
\[
\sum_{x \in \mathcal{N}(y)} (w(xy) - u(xy, y)) = w'(y) = w(y) - w'(y) \geq \alpha + \kappa_0 - \alpha (1 - \epsilon_b) \geq \kappa_0.
\]
By the pigeon hole principle, there exists \(x' \in \mathcal{N}(y)\) such that
\[
w(x'y) - u(x'y, y) \geq \frac{\kappa_0}{|\mathcal{N}(y)|} \geq \frac{\kappa_0}{|\mathcal{L}_h|}.
\]
That is,
\[
\sum_{z \in \mathcal{H}} u(x'y, z) \geq \lambda_0,
\]
where \(\lambda_0 = \frac{\kappa_0}{|\mathcal{L}_h|}\), a constant not depending on \(\epsilon\). Therefore, condition (A.10) holds for each beneficiary. This completes the proof. 

\[\square\]
A.3.2 Proof of Lemma 3.12

By the queue dynamics,

\[
\left\| Q^{(B)}(t+1) \right\|^2 - \left\| Q^{(B)}(t) \right\|^2 = \langle c_b, A^{(B)}(t) - S^{(B)}(t) \rangle^2 + 2 \langle c_b, Q^{(B)}(t) \rangle \langle c_b, A^{(B)}(t) - S^{(B)}(t) \rangle \\
+ 2 \langle c_b, Q^{(B)}(t) \rangle \langle c_b, U^{(B)}(t) \rangle \\
\geq 2 \langle c_b, Q^{(B)}(t) \rangle \langle c_b, A^{(B)}(t) - S^{(B)}(t) \rangle.
\]

A.3.3 Proof of Lemma 3.13

Note that \((Q^{(B)}(t) - Q^{(B)}(t_0))_\perp = Q^{(B)}_\perp(t) - Q^{(B)}_\perp(t_0)\). By the boundedness of arrivals and service, we have

\[
\left\| Q^{(B)}_\perp(t) - Q^{(B)}_\perp(t_0) \right\| \leq T \sqrt{M_b} \max\{M, C_A\}.
\]

A.3.4 Proof of Lemma 3.14

\[
G(t) = \langle Q^{(B)}(t), A^{(B)}(t) - S^{(B)}(t) \rangle - \langle c_b, Q^{(B)}(t) \rangle \langle c_b, A^{(B)}(t) - S^{(B)}(t) \rangle \\
= \langle Q^{(B)}_\perp(t), A^{(B)}_\perp(t) - S^{(B)}_\perp(t) \rangle \\
\leq (a) \left\| Q^{(B)}_\perp(t) \right\| \left\| A^{(B)}_\perp(t) - S^{(B)}_\perp(t) \right\| \\
\leq (b) \left( \left\| Q^{(B)}_\perp(t_0) \right\| + T \sqrt{M_b} \max\{M, C_A\} \right) \cdot \sqrt{M_b} \max\{M, C_A\},
\]

where (a) follows from Cauchy-Schwartz inequality, (b) is true due to the boundedness of arrivals and service. Thus the proof is complete if we set \(h = \sqrt{M_b} \max\{M, C_A\}\) and \(F_0 = M_b T \max\{M, C_A\}^2\).
A.3.5 Proof of Lemma 3.15

For $\forall \bar{L} \in \mathcal{L}_B$, define $Q^*_L(t) = \min_{m \in L} \{ Q_m(t) \}$. For any task type that is only local to $B$, i.e., $L \in \mathcal{L}_B$, it will be routed to queue $Q^*_L(t)$ at the beginning of time slot $t$. By the definition of ideal arrival process $\hat{A}$,

$$\sum_{m \in B} \hat{A}_m(t) = \sum_{L \in \mathcal{L}_B} A_L(t).$$

From Lemma 3.11, for any $m \in B$, $\exists \bar{L}_m \in \mathcal{L}_B$ such that $\sum_{n: n \neq m} \lambda^*_L, m,n \geq \lambda_0$.

$$\mathbb{E} \left[ \langle Q^{(B)}(t), \hat{A}^{(B)}(t) \rangle \mid Z^{(B)}(t) \right] = \sum_{L \in \mathcal{L}_B} Q^*_L \lambda_L$$

$$\overset{(a)}{=} \sum_{m \in B} \sum_{L \in \mathcal{L}_B} Q^*_L \lambda^*_{L,m,m} + \sum_{m \in B} \sum_{L \in \mathcal{L}_B} \sum_{n: n \neq m} Q^*_L \lambda^*_{L,m,n} + \sum_{m \in B} \sum_{n: n \neq m} Q^*_m \lambda^*_m \lambda^*_{L,m,n}$$

$$\overset{(b)}{=} \sum_{m \in B} \sum_{L \in \mathcal{L}_B} Q_m \lambda^*_{L,m,m} + \sum_{m \in B} \sum_{L \in \mathcal{L}_B} \sum_{n: n \neq m} Q^{\max} \lambda^*_{L,m,n}$$

$$+ \sum_{m \in B} Q^{\max} \left( \sum_{n: n \neq m} \lambda^*_{L,m,n} - \lambda_0 \right) + \sum_{m \in B} Q_m \lambda_0$$

$$= \mathbb{E} \left[ \langle Q^{(B)}(t), \lambda^{*l^{(B)}} \rangle + \langle Q^{\max}(t)e, \lambda^{*r^{(B)}} \rangle + \langle Q^{(B)}(t) - Q^{\max}(t)e, \lambda_0 e \rangle \mid Z^{(B)}(t_0) \right],$$

where (a) follows from the definition of ideal load decomposition; (b) follows from the fact that $Q^*_L \leq Q_m \leq Q^{\max}$ for any $m \in L$.

A.3.6 Proof of Lemma 3.16

The proof is similar to the derivation of (A.6) in the proof of Lemma 3.8.
A.3.7 Proof of Lemma 3.17

\[ E \left[ \sum_{t=t^*+1}^{t_0+T-1} \left( Q^{\text{max}}(t) \mathbf{e} , \lambda^{sr}(B) \right) | t^* < t_0 + K, Z^{(B)}(t_0) \right] \]
\[ = E \left[ \sum_{t=t^*+1}^{t_0+T-1} \sum_{m \in B} Q^{\text{max}}(t) \lambda^{sr}_m | t^* < t_0 + K, Z^{(B)}(t_0) \right] \]
\[ \leq E \left[ \sum_{t=t^*+1}^{t_0+T-1} \sum_{m \in B} (Q^{\text{max}}(t_0) + TC_A) \lambda^{sr}_m | t^* < t_0 + K, Z^{(B)}(t_0) \right] \]
\[ \leq (t_0 + T - t^*) Q^{\text{max}}(t_0) \sum_{m \in B} \lambda^{sr}_m + C, \]

where \( C \) is a constant.

\[ E \left[ \sum_{t=t^*+1}^{t_0+T-1} (Q^{(B)}(t), S^{r(B)}(t)) | t^* < t_0 + K, Z^{(B)}(t_0) \right] \]
\[ = E \left[ \sum_{t=t^*+1}^{t_0+T-1} \sum_{m \in B} Q_m(t) \sum_{n : n \neq m} R_n(t) I_{\{\eta_n(t) = m\}} | t^* < t_0 + K, Z^{(B)}(t_0) \right] \]
\[ = E \left[ \sum_{t=t^*+1}^{t_0+T-1} \sum_{n \in M} R_n(t) \left( \sum_{m \in B : m \neq n} Q_m(t) I_{\{\eta_m(t) = m\}} \right) | t^* < t_0 + K, Z^{(B)}(t_0) \right] \]
\[ \geq E \left[ \sum_{t=t^*+1}^{t_0+T-1} \sum_{n \in H} \gamma \left( \sum_{m \in B} Q_m(t) I_{\{\eta_m(t) = m\}} \right) | t^* < t_0 + K, Z^{(B)}(t_0) \right]. \]

Similar to the proof of Lemma 3.8, consider the following random variables \( \tau_n^t := \max\{\tau : \tau \leq t, f_n(\tau) = -1\} , n \in M. \)

Hence \( \tau_n^t \) is the last moment before \( t \) at which server \( n \) makes a scheduling decision. Therefore the status of server \( m \) remains the same from time \( \tau_n^t \) to \( t \), i.e., \( \eta_n(t) = \eta_n(\tau_n^t) \). Note that if a remote task is scheduled for server \( n \), it must come from the longest queue. Hence,

\[ \sum_{m \in B} E \left[ Q_m(\tau_n^t) I_{\{\eta_n(t) = m\}} | Z(\tau_n^t) \right] = \sum_{m \in B} E \left[ Q_m(\tau_n^t) I_{\{\eta_n(\tau_n^t) = m\}} | Z(\tau_n^t) \right] \]
\[ = Q^{\text{max}}(\tau_n^t) I_{\{\eta_n(\tau_n^t) \in B\}} = Q^{\text{max}}(\tau_n^t) I_{\{\eta_n(t) \in B\}}. \]
Applying the bounded difference between $Q(t_0)$, $Q(\tau_n)$ and $Q(t)$ yields
\[
E \left[ \sum_{m \in B} Q_m(t) I_{\{\eta_n(t) = m\}} \mid Z^{(B)}(t_0) \right] \\
= E \left[ \sum_{m \in B} Q_m(t) E \left[ E \left[ I_{\{\eta_n(t) = m\}} \mid Z(\tau_n) \right] \mid Z(t) \right] \mid Z^{(B)}(t_0) \right] \\
\geq E \left[ \sum_{m \in B} (Q_m(\tau_n) - TM) E \left[ E \left[ I_{\{\eta_n(t) = m\}} \mid Z(\tau_n) \right] \mid Z(t) \right] \mid Z^{(B)}(t_0) \right] \\
\geq E \left[ \sum_{m \in B} Q_{\max}(\tau_n) I_{\{\eta_n(t) \in B\}} \mid Z(t) \right] - TM \\
\geq E \left[ Q_{\max}(t_0) E \left[ I_{\{\eta_n(t) \in B\}} \mid Z^{(B)}(t_0) \right] \right] - 2TM \\
= Q_{\max}(t_0) E \left[ I_{\{\eta_n(t) \in B\}} \mid Z^{(B)}(t_0) \right] - 2TM.
\]

Thus
\[
E \left[ \sum_{t=t^*+1}^{t_0+T-1} \left( \langle Q_{\max}(t) e, \lambda_{sr^{(B)}} \rangle - \langle Q^{(B)}(t), S^{r^{(B)}}(t) \rangle \right) \mid t^* < t_0 + K, Z^{(B)}(t_0) \right] \\
\leq (t_0 + T - t^*)Q_{\max}(t_0) \sum_{m \in B} \lambda_{sr} \\
- E \left[ \sum_{t=t^*+1}^{t_0+T-1} \sum_{n \in H} I_{\{\eta_n(t) \in B\}} \mid t^* < t_0 + K, Z^{(B)}(t_0) \right] + C.
\]

By the boundedness of arrivals and service, we have
\[
\langle c_b, Q(t_0) \rangle - \frac{TM}{\sqrt{M_b}} \leq \langle c_b, Q(t) \rangle \leq \langle c_b, Q(t_0) \rangle + \frac{TC_A}{\sqrt{M_b}}.
\]

So
\[
E \left[ \langle c_b, Q(t) \rangle \langle c_b, \hat{A}(t) - S(t) \rangle \mid t^* < t_0 + K, Z^{(B)}(t_0) \right] \\
\geq \langle c_b, Q(t_0) \rangle \frac{1}{\sqrt{M_b}} E \left[ \sum_{m \in B} (\hat{A}_m(t) - S_m(t)) \mid t^* < t_0 + K, Z^{(B)}(t_0) \right] - C.
\]
Observe that

\[
\mathbb{E} \left[ \sum_{m \in B} \hat{A}_m(t) \mid t^* < t_0 + K, Z^{(B)}(t_0) \right] = \sum_{L \in \mathcal{L}_B} \lambda_L.
\]

\[
\mathbb{E} \left[ \sum_{m \in B} S_m(t) \mid t^* < t_0 + K, Z^{(B)}(t_0) \right] = \mathbb{E} \left[ \sum_{m \in B} (\alpha I_{\eta_m(t)=m} + \gamma I_{\eta_m(t) \in B}) \mid t^* < t_0 + K, Z^{(B)}(t_0) \right]
\]

\[
\leq \alpha M_b + \mathbb{E} \left[ \sum_{n \in \mathcal{H}} \gamma I_{\eta_n(t) \in B} \mid t^* < t_0 + K, Z^{(B)}(t_0) \right].
\]

Hence the conditional expectation of \( \langle c_b, Q(t) \rangle \langle c_b, \hat{A}(t) - S(t) \rangle \) can be lower bounded by

\[
\frac{\langle c_b, Q(t_0) \rangle}{\sqrt{M_b}} \left( \sum_{L \in \mathcal{L}_B} \lambda_L - \alpha M_b - \mathbb{E} \left[ \sum_{n \in \mathcal{H}} \gamma I_{\eta_n(t) \in B} \mid t^* < t_0 + K, Z^{(B)}(t_0) \right] \right) - C.
\]

Then we can obtain an upper bound on the summation from \( t = t^* + 1 \) to \( t_0 + T - 1 \):

\[
(t_0 + T - t^*) \alpha x_0 \sum_{m \in B} Q_m(t_0) + C + \frac{1}{M_b} \left( \sum_{m \in B} Q_m(t_0) - M_b Q_{\text{max}}(t_0) \right)
\]

\[
\cdot \left( \mathbb{E} \left[ \sum_{t=t^*+1}^{t_0+T-1} \sum_{n \in \mathcal{H}} \gamma I_{\eta_n(t) \in B} \mid t^* < t_0 + K, Z^{(B)}(t_0) \right] - (t_0 + T - t^*) \sum_{m \in B} \lambda^*_m \right).
\]  \hspace{1cm}  (A.12)

We will show that \( \forall \epsilon < \frac{M_b \lambda_0}{4} \), there exist a constant \( L_r > 0 \) not depending on \( \epsilon \) such that \( \forall Z^{(B)}(t_0) \) with \( \| Q^{(B)}_{\perp}(t_0) \| \geq L_r \),

\[
\mathbb{E} \left[ \sum_{t=t^*+1}^{t_0+T-1} \sum_{n \in \mathcal{H}} \gamma I_{\eta_n(t) \in B} \mid t^* < t_0 + K, Z^{(B)}(t_0) \right]
\]

\[
\geq (t_0 + T - t^*) \left( \sum_{m \in B} \lambda^*_m - \frac{M_b \lambda_0}{4} \right). \hspace{1cm}  (A.13)
\]
Then for any $Z(B)$ with sufficiently large $\|Q^*_L\|$, (A.12) can be bounded as:

$$
(A.12) \leq (t_0 + T - t^*) \left[ \alpha \epsilon_0 \sum_{m \in B} Q_m(t_0) + \lambda_{0} \left( \sum_{m \in B} Q_m(t_0) - M_0 Q^{\max}(t_0) \right) \right] + C.
$$

This finishes the proof of Lemma 3.17.

We now prove inequality (A.13) by contradiction. Assume that $\exists \epsilon < M_0 \lambda_0 / 4$.

We can bound the total amount of service received by beneficiaries when $Z(B)$ hits the state $Z(B)(t_0)$ as

$$
E \left[ \sum_{t=t^*+1}^{t_0+T-1} \sum_{m \in B} S_m(t) \mid t^* < t_0 + K Z(B)(t_0) \right]
$$

$$
= \sum_{m \in B} \left( \alpha I_{\{\eta_m(t)=m\}} + \gamma I_{\{\eta_n(t) \in B\}} \right) + \sum_{n \in H} \gamma I_{\{\eta_n(t) \in B\}} \mid t^* < t_0 + K, Z(B)(t_0)
$$

$$
< (t_0 + T - t^*) \left( M_0 \alpha + \sum_{m \in B} \lambda^*_m - M_0 \lambda_0 / 4 \right).
$$

Therefore,

$$
E \left[ \sum_{t=t^*+1}^{t_0+T-1} \sum_{m \in B} A_m(t) \right]
$$

$$
\geq \sum_{t=t^*+1}^{t_0+T-1} \sum_{L \in L_B} \lambda_L
$$

$$
> E \left[ \sum_{t=t^*+1}^{t_0+T-1} \sum_{m \in B} S_m(t) \mid t^* < t_0 + K, Z(B)(t_0) \right].
$$

That is, when $Z(B)$ hits the state $Z(B)(t_0)$, the amount of service beneficiaries receive is insufficient for the arrival. Arguing similarly to the proof for stability of the beneficiary system, all beneficiary queues will grow together. Then shared arrivals will join helper queues, i.e., the helper subsystem receives arrivals with maximum rate $\sum_{L \in L_B} \lambda_L$. From Section 3.3, the helper subsystem will be stable with such arrivals and any moment of $\|Q^*_L\|$ is bounded. Consider $\hat{Z}(B)$ with $\|\hat{Q}^*_L\| > \|\hat{Q}^*_L(t_0)\| > L_1$ and $\hat{Q}_m > Q_m(t_0)$ for any $m \in B$, then $\hat{Q}^{\max}_B \geq \frac{1}{M_b} \|\hat{Q}^*_L\| \geq \frac{L_1}{M_b}$. Note that we can make $\mathbb{P}[Q^{\max}_H > \hat{Q}^{\max}_B]$ arbitrarily small by selecting sufficiently large $L_1$. An upper bound on the amount of remote service provided by helpers and devoted
to helpers, denoted by $\delta_{HH}$, is given by $\delta_{HH} \leq R_H^H \mathbb{P}[Q_H^{max} > \hat{Q}_B^{max}]$, which can be arbitrarily small. Hence $\exists L_1 > 0$ such that for any $\hat{Z}^{(B)}$ with $\|Q_B^{(B)}\| > L_1$, $\delta_{HH} < \frac{M_b \lambda_0}{4}$. Thus we can obtain an lower bound on the amount of remote service provided by helpers and devoted to beneficiaries

$$E \left[ \sum_{t=t^*+1}^{t_0+T} \sum_{m \in \mathcal{L}} \gamma I_{\{\eta_m(t) \in \mathcal{B}\}} \right] \geq (t_0 + T - t^*) \left( R_H - \frac{M_b \lambda_0}{4} \right).$$

This contradicts with the assumption. Note that $L_1$ does not depend on $\epsilon$, as $\lambda_0$ is independent of $\epsilon$.

A.3.8 Proof of Lemma 3.18

For each $m \in \mathcal{B}$, define

$$A^e_m(t) = A_m(t) - \hat{A}_m(t) = \sum_{L, L \notin L_B, m \in L} A_{L,m}(t),$$

which gives the extra arrivals of shared types for $m$. For any $L > 0$, we have

$$E \left[ \langle Q(t), A(t) - \hat{A}(t) \rangle \mid Z^{(B)}(t_0) \right] = E \left[ \sum_{m \in \mathcal{B}} Q_m(t) A^e_m(t) \mid Z^{(B)}(t_0) \right]$$

$$= E \left[ \sum_{m \in \mathcal{B}} \left( Q_m(t) I_{\{Q_m(t) < L\}} A^e_m(t) + Q_m(t) I_{\{Q_m(t) \geq L\}} A_m(t) \right) \mid Z^{(B)}(t_0) \right]$$

$$\leq E \left[ L \sum_{m \in \mathcal{B}} A^e_m(t) + \sum_{m \in \mathcal{B}} Q_m(t) I_{\{Q_m(t) \geq L\}} A_m(t) \mid Z^{(B)}(t_0) \right]$$

$$\leq C + Q^{max}(t_0) E \left[ \sum_{m \in \mathcal{B}} I_{\{Q_m(t) \geq L\}} A^e_m(t) \mid Z^{(B)}(t_0) \right].$$
For brevity, we use $Y$ to denote the event $\{t^* < t_0 + K, Z^{(B)}(t_0)\}$. Since

$$
\mathbb{E} \left[ \sum_{t = t^* + 1}^{t_0 + T - 1} \langle c_b, Q(t) \rangle (c_b, A(t) - \hat{A}(t) \mid Y \right]
$$

$$
= \mathbb{E} \left[ \sum_{t = t^* + 1}^{t_0 + T - 1} \frac{\sum_{m \in B} Q_m(t)}{M_b} \sum_{m \in B} A_m^c(t) \mid Y \right],
$$

$$
\geq \frac{\sum_{m \in B} Q_m(t_0)}{M_b} \mathbb{E} \left[ \sum_{t = t^* + 1}^{t_0 + T - 1} \sum_{m \in B} I_{\{Q_m(t) \geq L\}} A_m^c(t) \mid Y \right] - C,
$$

we can upper bound the conditional expectation of the summation over $[t^* + 1, t_0 + T - 1]$ by

$$
M_b Q^{\max}(t_0) - \sum_{m \in B} Q_m(t_0)
$$

$$
\frac{\sum_{m \in B} I_{\{Q_m(t) \geq L\}} A_m^c(t) \mid Y} + C. \quad (A.14)
$$

Next we will show that $\forall \epsilon < \frac{M_b \lambda_0 (\alpha - \gamma)}{4\alpha}$, there exists $L_a > 0$ not depending on $\epsilon$, $\forall L > L_a > 0$,

$$
\mathbb{E} \left[ \sum_{t = t^* + 1}^{t_0 + T - 1} \sum_{m \in B} I_{\{Q_m(t) \geq L\}} A_m^c(t) \mid Y \right] \leq (t_0 + T - t^*) \frac{M_b \lambda_0}{4}. \quad (A.15)
$$

Then we can bound term (A.14) as

$$(A.14) \leq (t_0 + T - t^*) \frac{\lambda_0}{4} \left( M_b Q^{\max}(t_0) - \sum_{m \in B} Q_m(t_0) \right) + C.$$

Similar to the proof of inequality (A.13), we prove (A.15) by contradiction. Assume that $\exists \epsilon < \frac{M_b \lambda_0 (\alpha - \gamma)}{4\alpha}$, such that $\forall L > 0$, $\exists Z^{(B)}$ such that

$$
\mathbb{E} \left[ \sum_{m \in B} I_{\{Q_m(t) \geq L\}} A_m^c(t) \mid Z^{(B)}(t_0) \right] > \frac{M_b \lambda_0}{4}.
$$
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Then total arrival for $B$ is bounded as

$$
\mathbb{E} \left[ \sum_{m \in B} A_m(t) \mid Z^{(B)}(t_0) \right] \\
\geq \mathbb{E} \left[ \sum_{L \in \mathcal{L}_B} A_L(t) \mid Z^{(B)}(t_0) \right] + \mathbb{E} \left[ \sum_{m \in B} I_{\{Q_m(t) \geq L\}} A_m^e(t) \mid Z^{(B)}(t_0) \right] \\
> \sum_{L \in \mathcal{L}_B} \lambda_L + \frac{M_b \lambda_0}{4} \sum_{L \in \mathcal{L}_B} \lambda_L + \frac{\alpha}{\alpha - \gamma} \epsilon \\
\geq \mathbb{E} \left[ \sum_{m \in B} S_m(t) \mid Z^{(B)}(t_0) \right].
$$

Thus all beneficiaries grow together when sub-system hits the state $Z^{(B)}(t_0)$. Again shared arrivals will join helper queues. Consider stable helper subsystem with maximum arrival rate $\sum_{L \in \mathcal{L}_H} \lambda_L$. Note that there exists uniform bound for stable helper subsystem. The bounded moments of $\|Q_H\|$ ensure that $\mathbb{P}[Q_H^{\text{max}} > L_a]$ can be arbitrarily small with sufficiently large $L_a$. Hence $\exists L_a > 0$ such that the amount of shared arrivals that join $B$, denoted by $ae$, is upper bounded by

$$
ae \leq C_A \mathbb{P}[Q_H^{\text{max}} > Q_B^{\text{min}} \mid Q_B^{\text{min}} > L_a] < \frac{M_b \lambda_0}{4}.
$$

We note the fact that $L_a$ does not depend on $\epsilon$. This contradicts with the assumption.

### A.3.9 Proof of Lemma 3.20.

In the following argument, we will focus on the steady state of the system and omit the time ($t$). We will show that

$$
\mathbb{E} \left[ \| \hat{S} - S \|^2 \right] \leq C_1 \epsilon, \quad \mathbb{E} \left[ \| A - \hat{A} \|^2 \right] \leq C_2 \epsilon, \quad \mathbb{E} \left[ \| U \|^2 \right] \leq C_3 \epsilon,
$$
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where \( C_1, C_2, C_3 \) are constants independent of \( \epsilon \). Then

\[
\mathbb{E} \left[ \| \hat{U} \|^2 \right] = \mathbb{E} \left[ \| \hat{S} - S + A - \hat{A} + U \|^2 \right] \\
\leq 2\epsilon \| \hat{S} - S \|^2 + 2\mathbb{E} \left[ \| A - \hat{A} \|^2 \right] + 2\mathbb{E} \left[ \| U \|^2 \right] \\
\leq 2(C_1 + C_2 + C_3)\epsilon.
\]

We first show that \( \mathbb{E} \left[ \| \hat{S} - S \|^2 \right] \leq C_1 \epsilon \). Since we consider steady state,

\[
\mathbb{E} \left[ \sum_{m \in B} S_m \right] = \mathbb{E} \left[ \sum_{m \in B} A_m \right] + \mathbb{E} \left[ \sum_{m \in B} U_m \right] \geq \mathbb{E} \left[ \sum_{m \in B} A_m \right] \geq \sum_{L \in \mathcal{L}_B} \lambda_L
\]

\[
\mathbb{E} \left[ \sum_{m=1}^{M} S_m \right] = \mathbb{E} \left[ \sum_{m=1}^{M} A_m \right] + \mathbb{E} \left[ \sum_{m=1}^{M} U_m \right] \geq \mathbb{E} \left[ \sum_{m=1}^{M} A_m \right] = \sum_{L \in \mathcal{L}} \lambda_L.
\]

Let \( N_{bb}(t) \) and \( N_{bh}(t) \) denote the number of servers in \( B \) that are scheduled to serve beneficiary and remote helper queues at time slot \( t \), respectively. Similarly define \( N_{hb}(t) \) and \( N_{hh}(t) \) as the number of servers in \( H \) that are scheduled to serve remote beneficiary and helper queues at time slot \( t \), respectively. Then

\[
\mathbb{E} \left[ \sum_{m \in B} S_m \right] = \alpha (M_b - \mathbb{E} [N_{bb} + N_{bh}]) + \gamma \mathbb{E} [N_{hb} + N_{bb}] \geq \sum_{L \in \mathcal{L}_B} \lambda_L, \quad (A.16)
\]

\[
\mathbb{E} \left[ \sum_{m=1}^{M} S_m \right] = \alpha (M_b - \mathbb{E} [N_{bb} + N_{bh}]) + M_h - \mathbb{E} [N_{hb} + N_{hh}] + \gamma \mathbb{E} [N_{hb} + N_{bb} + N_{bh} + N_{hh}] \geq \sum_{L \in \mathcal{L}} \lambda_L. \quad (A.17)
\]

Eliminating \( \mathbb{E} [N_{hb}] \) by adding \( \frac{\gamma}{\alpha - \gamma} \)\( (A.17) \) to \( (A.16) \) yields:

\[
(\alpha + \gamma) \mathbb{E} [N_{bb}] + \alpha \mathbb{E} [N_{bb}] + \gamma \mathbb{E} [N_{hb}] \leq \frac{\alpha}{\alpha - \gamma} \epsilon.
\]

Therefore

\[
\mathbb{E} [N_{bb}] \leq \frac{\alpha \epsilon}{(\alpha + \gamma)(\alpha - \gamma)}, \quad \mathbb{E} [N_{bb}] \leq \frac{\epsilon}{\alpha - \gamma}, \quad \mathbb{E} [N_{hb}] \leq \frac{\alpha}{\gamma(\alpha - \gamma)} \epsilon. \quad (A.18)
\]
For $\forall m \in \mathcal{B}$,

$$\hat{S}_m - S_m = \sum_{n \in \mathcal{H}} X_n^r \cdot I_{\{\eta_n = m\}} - \sum_{n \in \mathcal{B} \setminus \{m\}} R_n I_{\{\eta_n = m\}} = X_m^l (1 - I_{\{\eta_m = m\}}) + \sum_{n \in \mathcal{H}} X_n^r (I_{\{\eta_n = m\}} - I_{\{\eta_m = m\}}) - \sum_{n \in \mathcal{B} \setminus \{m\}} R_n I_{\{\eta_n = m\}}.$$

We have

$$\mathbb{E} \left[ \sum_{m \in \mathcal{B}} (\hat{S}_m - S_m) \mid Z \right] = \alpha (N_{bb} + N_{bh}) + \gamma N_{hh} - \gamma N_{bb}.$$

It is easy to see that $-(M_b - 1) \leq \hat{S}_m - S_m \leq 1 + M_h$. So $|\hat{S}_m - S_m| \leq M$.

Define $\mathcal{M}_b^- = \{m \in \mathcal{B} : \hat{S}_m - S_m \leq 0\}$ and $\mathcal{M}_b^+ = \{m \in \mathcal{B} : \hat{S}_m - S_m > 0\}$.

$$\mathbb{E} \left[ \sum_{m \in \mathcal{M}_b^-} (\hat{S}_m - S_m) \mid Z \right] \geq \mathbb{E} \left[ \sum_{m \in \mathcal{M}_b^-} \sum_{n \in \mathcal{B} \setminus \{m\}} - R_n I_{\{\eta_n = m\}} \mid Z \right] \geq -\mathbb{E} \left[ \sum_{n \in \mathcal{M}_b^-} R_n I_{\{\eta_n \neq m \text{ and } \eta_n \in \mathcal{B}\}} \mid Z \right] = -\gamma N_{bb}.$$

Thus

$$\mathbb{E} \left[ \sum_{m \in \mathcal{B}} (\hat{S}_m - S_m)^2 \mid Z \right] \leq \mathbb{E} \left[ \sum_{m \in \mathcal{B}} M |\hat{S}_m - S_m| \mid Z \right] = M \mathbb{E} \left[ \sum_{m \in \mathcal{B}} (\hat{S}_m - S_m) - 2 \sum_{m \in \mathcal{M}_b^-} (\hat{S}_m - S_m) \mid Z \right] \leq M [(\alpha - \gamma) N_{bb} + \alpha N_{bh} + \gamma N_{hh}] + 2 M \gamma N_{bb} = M [(\alpha + \gamma) N_{bb} + \alpha N_{bh} + \gamma N_{hh}].$$

For $\forall m \in \mathcal{H}$,

$$\hat{S}_m - S_m = - \sum_{n \neq m} R_n I_{\{\eta_n = m\}}.$$
It is obvious that $-M \leq \hat{S}_m - S_m \leq 0$. Hence
\[
\mathbb{E} \left[ \sum_{m \in \mathcal{H}} (\hat{S}_m - S_m)^2 \mid Z \right] \leq \mathbb{E} \left[ \sum_{m \in \mathcal{H}} -M(\hat{S}_m - S_m) \mid Z \right] = M \gamma (N_{bh} + N_{hh}).
\]
Therefore
\[
\mathbb{E} \left[ \sum_{m=1}^{M} (\hat{S}_m - S_m)^2 \right] = \mathbb{E} \left[ \mathbb{E} \left[ \sum_{m=1}^{M} (\hat{S}_m - S_m)^2 \mid Z \right] \right]
\leq M(\alpha + \gamma)(\mathbb{E} [N_{bh}] + \mathbb{E} [N_{bh}]) + 2M\gamma \mathbb{E} [N_{bh}] \leq C_1 \epsilon,
\]
where $C_1 = \frac{M(4\alpha + \gamma)}{\alpha - \gamma}$ is a constant not depending on $\epsilon$.

Next we will show that $\mathbb{E} \left[ \| \mathbf{A} - \hat{\mathbf{A}} \|^2 \right] \leq C_2 \epsilon$. Note that $\forall m \in \mathcal{M}$, $|A_m - \hat{A}_m| \leq C_A$. In particular, for $\forall m \in \mathcal{B}$, $A_m - \hat{A}_m \geq 0$ and for $\forall m \in \mathcal{H}$, $A_m - \hat{A}_m \leq 0$. Let $A^b_s$ denote the total amount of shared tasks that are routed to beneficiary queues. Then we have
\[
\mathbb{E} \left[ \sum_{m \in \mathcal{H}} S_m \right] = \mathbb{E} \left[ \sum_{m \in \mathcal{H}} A_m \right] + \mathbb{E} \left[ \sum_{m \in \mathcal{H}} U_m \right] \geq \mathbb{E} \left[ \sum_{m \in \mathcal{H}} A_m \right] = \sum_{L \in \mathcal{L}_H^*} \lambda_L - \mathbb{E} [A^b_s]
\]
\[
\mathbb{E} \left[ \sum_{m \in \mathcal{B}} S_m \right] = \mathbb{E} \left[ \sum_{m \in \mathcal{B}} A_m \right] + \mathbb{E} \left[ \sum_{m \in \mathcal{B}} U_m \right] \geq \mathbb{E} \left[ \sum_{m \in \mathcal{B}} A_m \right] = \sum_{L \in \mathcal{L}_B^*} \lambda_L + \mathbb{E} [A^b_s].
\]

On the other hand,
\[
\mathbb{E} \left[ \sum_{m \in \mathcal{H}} S_m \right] = \alpha (M_h - \mathbb{E} [N_{hh} + N_{bh}]) + \gamma \mathbb{E} [N_{hh} + N_{bh}]
\leq \alpha M_h - \alpha \mathbb{E} [N_{bh}] + \gamma \mathbb{E} [N_{bh}] \quad (A.19)
\]
\[
\mathbb{E} \left[ \sum_{m \in \mathcal{B}} S_m \right] = \alpha (M_b - \mathbb{E} [N_{bh} + N_{hh}]) + \gamma \mathbb{E} [N_{hh} + N_{bh}]
\leq \alpha M_b - \alpha \mathbb{E} [N_{bh}] + \gamma \mathbb{E} [N_{hh}]. \quad (A.20)
\]
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Eliminating $N_{hb}$ on the right hand sides of (A.19) and (A.20) yields:

$$\frac{\gamma}{\alpha} \mathbb{E} \left[ \sum_{m \in \mathcal{H}} S_m \right] + \mathbb{E} \left[ \sum_{m \in \mathcal{B}} S_m \right] \leq \alpha M_b + \gamma M_h - \frac{1}{\alpha} (\alpha^2 - \gamma^2) \mathbb{E} \left[ N_{hb} \right]$$

$$\leq \alpha M_b + \gamma M_h.$$  

We have

$$\alpha M_b + \gamma M_h \geq \frac{\gamma}{\alpha} \sum_{L \in \mathcal{L}_H} \lambda_L - \frac{\gamma}{\alpha} \mathbb{E} \left[ A_s^b \right] + \sum_{L \in \mathcal{L}_B} \lambda_L + \mathbb{E} \left[ A_s^b \right]$$

$$= \alpha M_b + \gamma M_h - \epsilon + \frac{\alpha - \gamma}{\alpha} \mathbb{E} \left[ A_s^b \right].$$

Hence $\mathbb{E} \left[ A_s^b \right] \leq \frac{\alpha - \gamma}{\alpha} \epsilon$. Therefore,

$$\mathbb{E} \left[ \| \mathbf{A} - \hat{\mathbf{A}} \|^2 \right] \leq 2C_A \cdot \frac{\alpha - \gamma}{\alpha} \epsilon = C_2 \epsilon,$$

where $C_2 = 2C_A \cdot \frac{\alpha - \gamma}{\alpha}$ is a constant.

Now consider the term $\mathbb{E} \left[ \| \mathbf{U} \|^2 \right]$. Since $0 \leq U_m \leq M$, $\mathbb{E} \left[ \| \mathbf{U} \|^2 \right] \leq M \mathbb{E} \left[ \sum_{m=1}^{M} U_m \right]$. In steady state,

$$\mathbb{E} \left[ \sum_{m=1}^{M} U_m \right] = \mathbb{E} \left[ \sum_{m=1}^{M} S_m \right] - \mathbb{E} \left[ \sum_{m=1}^{M} A_m \right].$$

From (A.20), we have

$$\mathbb{E} \left[ N_{hb} \right] \geq \frac{1}{\gamma} \left( \mathbb{E} \left[ \sum_{m \in \mathcal{B}} S_m \right] - \alpha M_b + \alpha \mathbb{E} \left[ N_{bh} \right] \right)$$

$$\geq \frac{1}{\gamma} \left( \sum_{L \in \mathcal{L}_B} \lambda_L - \alpha M_b + \alpha \mathbb{E} \left[ N_{bh} \right] \right).$$

It follows from (A.19) and (A.20) that

$$\mathbb{E} \left[ \sum_{m=1}^{M} S_m \right] \leq \alpha M_b + \gamma M_h - (\alpha - \gamma) \mathbb{E} \left[ N_{bh} \right] - (\alpha - \gamma) \mathbb{E} \left[ N_{hb} \right]$$

$$\leq \sum_{L \in \mathcal{L}} \lambda_L + \frac{\alpha}{\gamma} \epsilon.$$
Therefore
\[ \mathbb{E} [\|U(t)\|^2] \leq \frac{\alpha M}{\gamma} \epsilon. \]

\[ \text{A.3.10 Proof of Lemma 3.21.} \]

\[ \langle Q(t), \hat{S}(t) - S(t) \rangle \]
\[ = \sum_{m \in H} Q_m(t) \left( - \sum_{n : n \neq m} R_n(t) I_{\{\eta_n(t) = m\}} \right) + \sum_{m \in B} Q_m(t) \left( X^l_m(t) \right. \\
\left. + \sum_{n \in H} X^r_n(t) \cdot I_{\{\hat{\eta}_n(t) = m\}} \right) - S^l_m(t) - \sum_{n : n \neq m} R_n(t) I_{\{\eta_n(t) = m\}} \right) \]
\[ = \sum_{m \in H} \left( X^r_m(t) \sum_{n \in B} Q_n(t) I_{\{\hat{\eta}_m(t) = n\}} - R_m(t) \sum_{n : n \neq m} Q_n(t) I_{\{\eta_m(t) = n\}} \right) \]
\[ + \sum_{m \in B} \left( Q_m(t) (X^l_m(t) - S^l_m(t)) - R_m(t) \sum_{n : n \neq m} Q_n(t) I_{\{\eta_m(t) = n\}} \right). \]  
\[ \text{(A.21)} \]
\[ \text{(A.22)} \]

By the coupling of \( \{X^r_m(t), t \geq 0\} \) with \( \{R_m(t), t \geq 0\} \), the expectation of each term in (A.21) can be written as
\[ \gamma \sum_{m \in H} \mathbb{E} \left[ \sum_{n \in B} Q_n(t) (I_{\{\hat{\eta}_m(t) = n\}} - I_{\{\eta_m(t) = n\}}) - \sum_{n : n \neq m} Q_n(t) I_{\{\eta_m(t) = n\}} \right]. \]

Consider the random variable \( \tau^t_m \), which is the last time slot before \( t \) at
which server \( m \) makes a scheduling decision. Then

\[
\gamma \mathbb{E} \left[ \sum_{n \in B} Q_n(t)(I_{\tilde{\eta}_n(t)=n} - I_{\eta_n(t)=n}) - \sum_{m \neq n} Q_n(t)I_{\eta_n(t)=n} \right] \tag{A.23}
\]

\[
= \sum_{i=1}^{t} \gamma \mathbb{E} \left[ \sum_{n \in B} Q_n(t)(I_{\tilde{\eta}_n(t)=n} - I_{\eta_n(t)=n}) - \sum_{m \neq n \in H} Q_n(t)I_{\eta_n(t)=n} \mid \tau_m^t = t - i \right] \cdot \mathbb{P}\left[ \tau_m^t = t - i \right].
\]

For a particular \( \tau_m^t = t - i \), we decompose the probability space based on \( Q_m(\tau_m^t) \).

**Case (i):** \( Q_m(\tau_m^t) > 0 \)

Under the proposed algorithm, \( \eta_m(\tau_m^t) = m \) when \( Q_m(\tau_m^t) > 0 \). Hence the corresponding term equals zero.

**Case (ii):** \( Q_m(\tau_m^t) = 0 \)

Let \( Q_b^{max}(t) = \max_{m,m \in B}\{Q_m(t)\} \) and \( Q_h^{max}(t) = \max_{m,m \in H}\{Q_m(t)\} \). Under the proposed algorithm, \( \tilde{\eta}_m(\tau_m^t) = \arg\max_{m \neq n, \tau_m^t} \{Q_n(\tau_m^t)\} \) if \( Q_m(\tau_m^t) = 0 \). We further decompose the probability space based on the values of \( Q_b^{max}(\tau_m^t) \) and \( Q_h^{max}(\tau_m^t) \).

Observe that if \( Q_b^{max}(\tau_m^t) > Q_h^{max}(\tau_m^t) \), \( \tilde{\eta}_m(\tau_m^t) = \eta_m(\tau_m^t) = Q_b^{max}(\tau_m^t) \). Hence the expectation in Eq. (A.23) is equal to zero under this case.

If \( Q_b^{max}(\tau_m^t) \leq Q_h^{max}(\tau_m^t) \), \( \eta_m(\tau_m^t) = Q_h^{max}(\tau_m^t) \) and \( \tilde{\eta}_m(\tau_m^t) = Q_b^{max}(\tau_m^t) \). By the boundedness of arrivals and departures, we can upper bound the conditional expectation by

\[
\mathbb{E}\left[ Q_b^{max}(\tau_m^t) + iC_A - Q_h^{max}(\tau_m^t) + iM \mid Q_b^{max}(\tau_m^t) \leq Q_h^{max}(\tau_m^t), Q_m(\tau_m^t) = 0, \tau_m^t \right] \leq i(C_A + M).
\]

Then we can obtain an upper bound the term (A.23)

\[
\sum_{i=1}^{t} \gamma i(C_A + M) \cdot \mathbb{P}\left[ Q_b^{max}(\tau_m^t) \leq Q_h^{max}(\tau_m^t), Q_m(\tau_m^t) = 0, \tau_m^t \right]. \tag{A.24}
\]

The event \( \{Q_b^{max}(\tau_m^t) \leq Q_h^{max}(\tau_m^t), Q_m(\tau_m^t) = 0, \tau_m^t = t - i\} \) is equivalent
to the event that at time slot $t - i$, server $m$ is idle and is scheduled to the maximum helper queue. Let $k = \arg \max_{n \in \mathcal{H}} \{ Q_n(\tau^t_m) \}$. For any time slot between $t - i$ and $t$, the working status of server $m$ is equal to $k$. Hence

$$\{ Q^\text{max}_b(\tau^t_m) \leq Q^\text{max}_h(\tau^t_m), Q_m(\tau^t_m) = 0, \tau^t_m = t - i \}$$

$$= \{ f_m((t - i)^-) = 0, \eta_m(t - i) = k, f_m(t - i + 1) = k, \ldots, f_m(t) = k \}.$$

We have

$$\mathbb{P} \left[ Q^\text{max}_b(\tau^t_m) \leq Q^\text{max}_h(\tau^t_m), Q_m(\tau^t_m) = 0, \tau^t_m = t - i \right]$$

$$= \mathbb{P} \left[ f_m((t - i)^-) = 0, \eta_m(t - i) = k, f_m(t - i + 1) = k, \ldots, f_m(t) = k \right]$$

$$= \mathbb{P} \left[ f_m(t - i + 1) = k, \ldots, f_m(t) = k \mid f_m((t - i)^-) = 0, \eta_m(t - i) = k \right]$$

$$\cdot \mathbb{P} \left[ f_m((t - i)^-) = 0, \eta_m(t - i) = k \right].$$

Let $Y_m$ denote the event that when server $m$ becomes idle, it is scheduled to the maximum helper queue. As we consider the steady state,

$$\mathbb{P} \left[ f_m((t - i)^-) = 0, \eta_m(t - i) \in \mathcal{H} \right] = \mathbb{P} [Y_m].$$

By using the chain rule of probability, we have

$$\mathbb{P} \left[ f_m(t - i + 1) = k, \ldots, f_m(t) = k \mid f_m((t - i)^-) = 0, \eta_m(t - i) = k \right]$$

$$= \mathbb{P} \left[ f_m(t - i + 1) = k, \ldots, f_m(t - j) = k \mid f_m(t - j - 1) = k, \ldots, f(t - i + 1) = k, f_m((t - i)^-) = 0, \eta_m(t - i) = k \right].$$

Given that server $m$ is scheduled to serve a remote task from another helper queue at time slot $t - i$, the working status $f_m(t - i + 1)$ is determined by the random variable $R_m(t - i + 1) \sim \text{Bern}(\gamma)$. Hence

$$\mathbb{P} \left[ f_m(t - i + 1) = k, \mid f_m((t - i)^-) = 0, \eta_m(t - i) = k \right] = 1 - \gamma.$$

Similarly, for any $j = 0, 1, \ldots, n - 2$, given $f_m(t - j - 1) = k, f_m(t - j)$ is
determined by \( R_m(t - j - 1) \sim Bern(\gamma) \), thus

\[
\mathbb{P}[f_m(t - j) = k \mid f_m(t - j - 1) = k, \ldots, f(t - i + 1) = k, f_m((t - i)^-) = 0, \eta_m(t - i) = k] = 1 - \gamma.
\]

Now we can bound (A.23) as

\[
\mathbb{E}\left[ \sum_{n \in B} Q_n(t)(I_{\{\eta_m(t) = n\}} - I_{\{\eta_m(t) = \eta_{\tau_m}^m(t)\}}) - \sum_{n \neq m, n \in H} Q_n(t)I_{\{\eta_{\tau_m}^m(t) = n\}} \right]
\leq \sum_{i=1}^{t} i(C_A + M)(1 - \gamma)^i \cdot \mathbb{P}[Y_m]
\leq (C_A + M)(1 - \gamma) \cdot \mathbb{P}[Y_m] \sum_{i=1}^{\infty} i(1 - \gamma)^{i-1}
= \frac{(C_A + M)(1 - \gamma)}{\gamma^2} \cdot \mathbb{P}[Y_m].
\]

Next we will bound the expectation of term (A.22) in a similar way. Again consider the random variable \( \tau_m^t \) and first decompose the probability space based on \( \tau_m^t \). For a particular \( \tau_m^t = t - i \), consider \( Q_m(\tau_m^t) \).

**Case (i):** \( Q_m(\tau_m^t) > 0 \)

Under the proposed algorithm, \( \eta_m(t) = \eta_m(\tau_m^t) = m \) with \( Q_m(\tau_m^t) > 0 \). And \( X_m(t) = S_m(t) \). Hence the term (A.22) is equal to zero.

**Case (ii):** \( Q_m(\tau_m^t) = 0 \)

When \( Q_m(\tau_m^t) = 0 \), \( \eta_m(\tau_m^t) = \arg\max_{n \neq m} \{Q_n(\tau_m^t)\} \). By the bounded difference between \( Q_m(t) \) and \( Q_m(\tau_m^t) \), similarly we can upper bound the conditional expectation by \( i(\alpha C_A + \gamma M) \). Thus we can upper bound the expectation of each term in (A.22) by

\[
\sum_{i=1}^{t} i(\alpha C_A + \gamma M) \cdot \mathbb{P}[Q_m(\tau_m^t) = 0 \mid \tau_m^t = t - i] \cdot \mathbb{P}[\tau_m^t = t - i]. \quad (A.25)
\]

For \( \forall m \in B \), let \( V_m \) denote the event that when server \( m \) is idle, its local queue is empty so it is scheduled to serve the maximum queue in the system.
In steady state,
\[ \mathbb{P} \left[ Q_m(t_m) = 0, \tau_m^t = t - n \right] = \mathbb{P} [V_m]. \]

Similar to the analysis for (A.24), we can bound the term (A.25) by
\[ \frac{(\alpha C_A + \gamma M)(1 - \gamma)}{\gamma^2} \cdot \mathbb{P} [V_m]. \]

Therefore,
\[ \mathbb{E} \left[ \langle Q(t), \hat{S}(t) - S(t) \rangle \right] \leq \frac{(C_A + M)(1 - \gamma)}{\gamma} \sum_{m \in \mathcal{H}} \mathbb{P} [Y_m] + \frac{(\alpha C_A + \gamma M)(1 - \gamma)}{\gamma^2} \sum_{m \in \mathcal{B}} \mathbb{P} [V_m]. \]

On the other hand,
\[
\sqrt{M} \langle e, \hat{S}(t) - S(t) \rangle = \sum_{m \in \mathcal{H}} \left( - \sum_{n \neq m} R_n(t) I_{\{\eta_n(t) = m\}} \right) \\
\quad + \sum_{m \in \mathcal{B}} \left( X^l_m(t) + \sum_{n \in \mathcal{H}} X^r_m(t) \cdot I_{\{\eta_n(t) = m\}} - S^l_m(t) - \sum_{n \neq m} R_n(t) I_{\{\eta_n(t) = m\}} \right) \\
= \sum_{m \in \mathcal{H}} \left( X^r_m(t) I_{\{\eta_m(t) \neq m\}} - R_m(t) I_{\{\eta_m(t) \neq m\}} \right) \\
\quad + \sum_{m \in \mathcal{B}} \left( X^l_m(t) - S^l_m(t) - R_m(t) I_{\{\eta_m(t) \neq m\}} \right) \\
\overset{(a)}{=} \sum_{m \in \mathcal{B}} \left( X^l_m(t)(1 - I_{\{\eta_m(t) = m\}}) - R_m(t) I_{\{\eta_m(t) \neq m\}} \right),
\]

where (a) comes from the coupling of \( X^r_m \) and \( R_m \) for \( m \in \mathcal{H} \).

For \( \forall m \in \mathcal{B} \),
\[
\mathbb{E} \left[ X^l_m(t)(1 - I_{\{\eta_m(t) = m\}}) - R_m(t) I_{\{\eta_m(t) \neq m\}} \right] = (\alpha - \gamma) \mathbb{P} [I_{\{\eta_m(t) \neq m\}}] = (\alpha - \gamma) \mathbb{P} [V_m].
\]

Thus
\[ \mathbb{E} \left[ \langle e, \hat{S}(t) - S(t) \rangle \right] \geq (\alpha - \gamma) \sum_{m \in \mathcal{B}} \mathbb{P} [V_m]. \]
It follows from (A.18) in the proof of Lemma 3.20 that

\[ \sum_{m \in H} \mathbb{P}[Y_m] = \mathbb{E}[N_{hh}(t)] \leq \frac{\alpha}{\gamma(\alpha - \gamma)} \epsilon. \]

Therefore

\[ \mathbb{E} \left[ \langle Q(t), \hat{S}(t) - S(t) \rangle \right] \]
\[ \leq \frac{(C_A + M)(1 - \gamma)}{\gamma} \sum_{m \in H} \mathbb{P}[Y_m] + \frac{(\alpha C_A + \gamma M)(1 - \gamma)}{\gamma^2(\alpha - \gamma)} \mathbb{E} \left[ (e_\epsilon, \hat{S}(t) - S(t)) \right] \]
\[ \leq R_0 \epsilon + R_1 \sqrt{\lambda} \mathbb{E} \langle e_\epsilon, \hat{S}(t) - S(t) \rangle, \]

where \( R_0 = \frac{\alpha(C_A + M)(1 - \gamma)}{\gamma^2(\alpha - \gamma)} \), \( R_1 = \frac{(\alpha C_A + \gamma M)(1 - \gamma)}{\gamma^2(\alpha - \gamma) \sqrt{\lambda}} \) are constants independent of \( \epsilon \). \( \blacksquare \)

A.3.11 Proof of Lemma 3.22.

We denote by \( \mathcal{L}_s \) the set of task types that are local both to helpers and beneficiaries. By the definition of \( \hat{A} \):

\[ \langle Q, A - \hat{A} \rangle \]
\[ = \sum_{m \in \mathcal{B}} \left( Q_m(t) \sum_{L \in \mathcal{L}_s} A_{L,m} \right) - \sum_{m \in H} \sum_{L \in \mathcal{L}_s,m \in \mathcal{L}} A_{L,m} \sum_{n \in \mathcal{L} \cap \mathcal{B}} A_{L,n} \frac{\sum_{n \in \mathcal{L} \cap \mathcal{B}} A_{L,n}}{|\{k : k \in L \cap \mathcal{H}\}|} \]
\[ = \sum_{L \in \mathcal{L}_s} \left[ \sum_{n \in \mathcal{L} \cap \mathcal{B}} Q_n(t) A_{L,n} - \sum_{m \in \mathcal{L} \cap \mathcal{H}} Q_m(t) A_{L,m} \frac{\sum_{n \in \mathcal{L} \cap \mathcal{B}} A_{L,n}}{|\{k : k \in L \cap \mathcal{H}\}|} \right] \]
\[ = \sum_{L=(m_1,m_2,m_3)} \left[ Q_{m_3}(t) A_{L,m_3} - Q_{m_1}(t) + Q_{m_2}(t) \right] A_{L,m_3} - \frac{Q_{m_1}(t) + Q_{m_2}(t) A_{L,m_3}}{2} \]
\[ + \sum_{L=(m_1,m_2,m_3)} \left[ Q_{m_2}(t) A_{L,m_2} + Q_{m_1}(t) A_{L,m_3} - Q_{m_1}(t) A_{L,m_2} + A_{L,m_3} \right]. \]

**Case (i):** \( L = (m_1, m_2, m_3) \) with \( m_1, m_2 \in \mathcal{H}, m_3 \in \mathcal{B} \).

As arriving tasks are routed to the shortest local queue, \( A_{L,m_3} > 0 \) only if \( Q_{m_3} \leq Q_{m_1}(t) \) and \( Q_{m_3} \leq Q_{m_2}(t) \). Hence \( A_{L,m_3} (Q_{m_3} - (Q_{m_1}(t) + Q_{m_2}(t))/2) \leq 0 \).

**Case (ii):** \( \bar{L} = (m_1, m_2, m_3) \) with \( m_1 \in \mathcal{H}, m_2, m_3 \in \mathcal{B} \).
Similarly, \( A_{L,m_2} > 0 \) only if \( Q_{m_2} \leq Q_{m_1}(t) \). Hence \( A_{L,m_2}(Q_{m_2} - Q_{m_1}(t)) \leq 0 \). Similarly \( A_{L,m_3}(Q_{m_3} - Q_{m_1}(t)) \leq 0 \).

Therefore,

\[
\langle Q, A - \hat{A} \rangle \leq 0.
\]

\[\blacksquare\]

A.3.12 Proof of Lemma 3.23.

\textit{Proof.} By the definition of \( U_m(t) \), \( 0 \leq U_m(t) \leq M \). If \( U_m(t) = 0 \), \( Q_m(t)U_m(t) = 0 \). We note the fact that \( U_m(t) > 0 \) only if the number of tasks in \( Q_m \) is less than the number of available servers scheduled to \( Q_m \) at time \( t \). Since \( S_m(t) \leq M \), we have \( Q_m(t) \leq Q_m(t) + A_m(t) < M \). Hence \( Q_m(t)U_m(t) < MU_m(t) \). Therefore, \( \langle Q(t), U(t) \rangle < \sum_{m \in \mathcal{M}} MU_m(t) = M\sqrt{M}\langle e, U(t) \rangle \), where \( e = \frac{1}{\sqrt{M}} (1, 1, \cdots, 1) \).

\[\blacksquare\]

A.4 Heavy-traffic Optimality with Evenly Loaded Traffic

A.4.1 Proof of Lemma 3.24

Fix an \( 0 < \epsilon < \frac{M\alpha}{2} \), i.e., \( 0 < \epsilon_0 < \frac{1}{2} \). There exists a constant \( \theta > 0 \) such that \( 0 < \epsilon_0 \leq \frac{1}{1+\theta} \). Since \( \bar{\lambda} \in \mathcal{F} \) satisfies the resource pooling condition, there exists a decomposition \( \{\bar{\lambda}_{L,n,m}\} \) of \( \bar{\lambda} \) such that Eq. (3.36) and all servers are connected. As \( \lambda^{(\epsilon)} = (1 - \epsilon_0)\bar{\lambda} \), it is easy to see that \( \{\lambda^{*}_{L,n,m}\} \) with \( \lambda^{*}_{L,n,m} = (1 - \epsilon_0)\bar{\lambda}^{*}_{L,n,m} \) for any \( L \in \mathcal{L} \), any \( n \in \mathcal{L} \), and any \( m \in \mathcal{M} \) gives a decomposition of \( \lambda \). By the property of \( \{\bar{\lambda}^{*}_{L,n,m}\} \), condition 1 holds naturally under the decomposition \( \{\lambda^{*}_{L,n,m}\} \), and \( \mathcal{H} = \mathcal{M} \), i.e., Lemma 3.4 is satisfied. Define

\[
k = \min_{\forall L \in \mathcal{L}, \forall m \leq L} \left\{ \bar{\lambda}^{*}_{L,m,m} \right\}.
\]

It follows that for any \( \lambda^{*}_{L,m,m} > 0 \),

\[
\lambda^{*}_{L,m,m} = (1 - \epsilon_0)\bar{\lambda}^{*}_{L,m,m} \geq \frac{k}{2}.
\]
Let $\lambda_{\text{min}} = \frac{\epsilon}{2}$, which is independent of $\epsilon$. Since all servers are connected under $\{\lambda_{L,n,m}^*\}$, condition 2 is satisfied with $\lambda_{\text{min}}$.

### A.4.2 Proof of Lemma 3.28

The proof is similar to that of Lemma 3.15. For $\forall \bar{L} \in \mathcal{L}$, define $Q_{L}^*(t) = \min_{m \in \bar{L}} \{Q_{m}(t)\}$. Thus tasks of type $\bar{L}$ will be routed to queue $Q_{L}^*(t)$ at the beginning of time slot $t$. We have

$$
E[(Q(t), A(t)) \mid Z(t)] = \sum_{L} \sum_{m \in L} \lambda_{L,m,m}^* Q_{L}^*(t).
$$

Hence

$$
E[(Q(t), A(t)) - (Q(t), \lambda^*) \mid Z(t)] = - \sum_{L} \sum_{m \in L} \lambda_{L,m,m}^* (Q_{m}(t) - Q_{L}^*(t)). 
$$

(A.26)

Assume that $m_1 = \arg \max_{m \in M} \{Q_{m}(t)\}$, and $m' = \arg \min_{m \in M} \{Q_{m}(t)\}$. Denote the maximum queue length at time slot $t$ by $Q_{\text{max}}(t)$. That is, $Q_{\text{max}}(t) = Q_{m_1}(t)$. Note that for any $\bar{L} \in \mathcal{L}$ such that $m' \in \bar{L}$, $Q_{L}^*(t) = Q_{m'}(t)$ as $Q_{m'}$ is the minimum queue at time $t$.

From Lemma 3.24, there exists a sequence of servers $(m_1, m_2, ..., m_{k-1}, m_k)$ such that $m_k = m'$, and $m_i$ is connected directly with $m_{i+1}$ under the ideal decomposition, for all $i = 1, 2, \cdots, k-1$. That is, there exists a task type $\bar{L}_{i,i+1}$ local to both server $m_i$ and $m_{i+1}$, satisfying $\lambda_{\bar{L}_{i,i+1},m_i,m_i} \geq \lambda_{\text{min}}$, and $\lambda_{\bar{L}_{i,i+1},m_{i+1},m_{i+1}} \geq \lambda_{\text{min}}$. For the summation in (A.26), we keep terms of types $\bar{L}_{1,2}, \bar{L}_{2,3}, \cdots, \bar{L}_{k-1,k}$, and for each task type $\bar{L}_{i,i+1}$, we only keep $m = m_i$ term.
All other terms are discarded. It follows that

\[
\mathbb{E} \left[ (Q(t), A(t)) - (Q(t), \lambda^*) \mid Z(t) \right] 
\leq -\lambda_{\min} \left( Q_{m_1}(t) - Q_{L_{1,2}}^* + Q_{m_2}(t) - Q_{L_{2,3}}^* + \cdots + Q_{m_{k-1}}(t) - Q_{L_{k-1,k}}^* \right) 
\leq -\lambda_{\min} \left( Q_{m_1}(t) - Q_{L_{k-1,k}}^* \right) 
= -\lambda_{\min} \left( Q^{\max}(t) - Q^{\min}(t) \right) 
\leq -\frac{\lambda_{\min}}{\sqrt{M}} \left\| Q_{\perp}(t) \right\| 
= -\frac{\lambda_{\min}}{\sqrt{M}} \left\| Q_{\perp}(t_0) \right\| + F'_1 ,
\]

where the inequality (a) comes from Lemma 3.26. This completes the proof.

\[ \Box \]

A.4.3 Proof of Lemma 3.29

The proof is the same as that of Lemma 3.8. Observe that for any \( m \in \mathcal{M} \), \( \sum_{L:m \in L} \lambda_{L,m,m} = \alpha(1 - \frac{\epsilon}{M}) \) by Lemma 3.24. Replacing \( \frac{\alpha}{1+\theta} \) with \( \alpha(1 - \frac{\epsilon}{M}) \) gives the part on the right hand side in Lemma 3.29.

A.4.4 Proof of Lemma 3.30

By the boundedness of arrivals and service, we have

\[
\langle c_e, Q(t) \rangle - \frac{TM}{\sqrt{M}} \leq \langle c_e, Q(t) \rangle \leq \langle c_e, Q(t_0) \rangle + \frac{TC_A}{\sqrt{M}} .
\]

Hence

\[
\mathbb{E} \left[ (c_e, Q(t)) (c_e, A(t) - S(t)) \mid t^*, Z(t_0) \right] 
\geq \langle c_e, Q(t_0) \rangle \frac{1}{\sqrt{M}} \mathbb{E} \left[ \sum_{m \in \mathcal{M}} (A_m(t) - S_m(t)) \mid t^*, Z(t_0) \right] - F'_3 ,
\]

where \( F'_3 \) is a constant.
Note that

\[
\mathbb{E}\left[ \sum_{m \in M} A_m(t) \right] = \mathbb{E}\left[ \sum_{L \in \mathcal{L}} A_L(t) \right] = \sum_{L \in \mathcal{L}} \lambda_L = M\alpha - \epsilon,
\]

\[
\mathbb{E}\left[ \sum_{m \in M} S_m(t) \mid t^*, Z(t_0) \right] = \mathbb{E}\left[ \sum_{m \in M} (\alpha I_{\{\eta_m(t) = m\}} + \gamma I_{\{\eta_m(t) \neq m\}}) \mid t^*, Z(t_0) \right] \leq M\alpha.
\]

Combining the above inequalities yields

\[
\mathbb{E}\left[ \langle c, Q(t) \rangle \langle c, A(t) - S(t) \rangle \mid t^*, Z(t_0) \right] \geq \langle c, Q(t_0) \rangle \frac{1}{\sqrt{M}} (-\epsilon) - F'_3
\]

\[
= -\frac{\epsilon}{M} \sum_m Q_m(t_0) - F'_3.
\]
APPENDIX B

ADDITIONAL PROOFS FOR BALANCED-PANDAS

B.1 Proof of Theorem 4.1

To prove Theorem 4.1, we first establish the equivalence of the capacity region $\bar{\Lambda}$ and then use the refined decomposition as an intermediary.

**Lemma B.1.** The set $\bar{\Lambda}$ is equivalent to $\Lambda$.

**Proof.** The proof is straightforward. For $\Lambda$, the rate $\lambda_{\bar{L}}$ is decomposed into $\lambda_{L,m}$, which is the rate of type-$\bar{L}$ arrival allocated to server $m$. We further refine the decomposition by simply writing $\lambda_{L,m} \equiv \sum_n \lambda_{L,n,m}$, where $n$ is the index of the queue to which a task is local. It is easy to show that $\bar{\Lambda} \subset \Lambda$ by defining $\lambda_{L,m} \equiv \sum_n \lambda_{L,n,m}$.

To show the reverse direction, $\forall \lambda \in \Lambda$, $\forall \bar{L}$, $\forall n \in \mathcal{L}$, $m \in \mathcal{M}$, define

$$\lambda'_{L,n,m} = \frac{\lambda_{L,m}}{|\bar{L}|}.$$

It is obvious that the constructed decomposition $\{\lambda'_{L,n,m}\}$ satisfies condition (4.3). Thus $\lambda \in \bar{\Lambda}$, i.e., $\Lambda \subset \bar{\Lambda}$.

For any arrival rate vector $\lambda \in \bar{\Lambda}$, there exists $\delta > 0$ such that $\lambda' = (1+\delta)\lambda \in \bar{\Lambda}$. Thus there exists a decomposition $\{\lambda'_{L,n,m}\}$ of $\lambda'$, which satisfies condition (4.3). Let

$$\lambda_{L,n,m} = \frac{\lambda'_{L,n,m}}{1+\delta}, \forall \bar{L}, \forall n \in \mathcal{L}, \forall m \in \mathcal{M}.$$

Hence $\{\lambda_{L,n,m}\}$ gives a decomposition of $\lambda$. For any $m$,

$$\sum_{L:m \in L} \sum_{n \in L} \frac{\lambda_{L,n,m}}{\alpha} + \sum_{L:m \notin L} \sum_{n \in L} \frac{\lambda_{L,n,m}}{\beta} + \sum_{L:m \notin L} \sum_{n \notin L} \frac{\lambda_{L,n,m}}{\gamma} \leq \frac{1}{1+\delta}.$$
Define \( \psi = (\psi_1, \psi_2, \cdots, \psi_M) \) as
\[
\psi_n = \sum_{L \in L} \sum_{m=1}^{M} \lambda_{L,n,m}, \forall n,
\]
which can be regarded as the arrival rate for server \( n \) under the JSQ-MaxWeight algorithm. The following two lemmas use \( \psi \) as an intermediary to show some properties of arrival distribution and service for the system under the JSQ-MaxWeight algorithm, which are the key steps for the proof of Theorem 4.1.

The proofs of these two lemmas are identical to that of Lemma 2 and 3 in [37]. We omit the details here.

**Lemma B.2.** Consider any arrival rate vector \( \lambda \in \bar{\Lambda} \) and the corresponding \( \psi \) defined in (B.1). Under the JSQ routing algorithm, for any \( t_0 \) and any \( t \geq t_0 \),
\[
\mathbb{E} \left[ \langle Q(t), A(t) \rangle - \langle Q(t), \psi \rangle | Z(t_0) \right] \leq 0.
\]

**Lemma B.3.** Consider any arrival rate vector \( \lambda \in \bar{\Lambda} \) and the corresponding \( \psi \) defined in (B.1). Under the MaxWeight scheduling algorithm, there exists \( T_1 > 0 \) such that for any \( T > T_1 \) and any \( t_0 \),
\[
\mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} (\langle Q(t), \psi \rangle - \langle Q(t), S(t) \rangle) | Z(t_0) \right] \leq -\theta_1 \| Q(t_0) \|_1 + C_1,
\]
where \( \theta_1 > 0 \) and \( C_1 \) are constants independent of \( Z(t_0) \).

We also need the following lemma for the proof of Theorem 4.1.

**Lemma B.4.** For any \( t \),
\[
\langle Q(t), U(t) \rangle \leq M^2.
\]

**Proof.** By the definition of \( U_m(t) \), if \( U_m(t) > 0 \), the number of tasks in queue \( m \) must be less than the number of available servers scheduled to this queue at time slot \( t \). Since \( S_m(t) \leq M, Q_m(t) < M \). Note that \( U_m(t) \leq M \) if \( U_m(t) = 0 \), \( Q_m(t)U_m(t) = 0 \). Hence \( Q_m(t)U_m(t) < MU_m(t) \). Therefore,
\[
\langle Q(t), U(t) \rangle < \sum_{m \in M} MU_m(t) = M^2.
\]

Proof of Theorem 4.1. Consider the following Lyapunov function:

\[ F(Z(t)) = \|Q(t)\|^2. \]

The corresponding \(T\)-period drift is given by:

\[
\Delta F(Z(t_0)) = \mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} (F(t+1) - F(t)) |Z(t_0)\right]
\]

\[
= \mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} (2\langle Q(t), A(t) - S(t) \rangle + 2\langle Q(t), U(t) \rangle + \|A(t) - S(t) + U(t)\|^2) |Z(t_0)\right].
\]

By Lemma B.4, the term \(\langle Q(t), U(t) \rangle \leq M^2\). Since both the arrival vector \(A(t)\) and the service vector \(S(t)\) are bounded, so as the unused vector \(U(t)\), the term \(\|A(t) - S(t) + U(t)\|^2\) can be bounded by a constant. Thus the \(T\)-time slot drift can be bounded as

\[
\Delta F(Z(t_0)) = 2\mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} \langle Q(t), A(t) - S(t) \rangle |Z(t_0)\right] + C.
\]

For any arrival rate vector \(\lambda \in \check{\Lambda}\) and the corresponding \(\psi\), we split the expectation term into two terms using \(\psi\):

\[
\mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} \langle Q(t), A(t) - S(t) \rangle |Z(t_0)\right]
\]

\[
= \mathbb{E} \left[ \sum_{t=t_0}^{t_0+T-1} (\langle Q(t), A(t) \rangle - \langle Q(t), \psi \rangle - \langle Q(t), S(t) \rangle) |Z(t_0)\right]
\]

By Lemma B.2-B.3, we have

\[
\Delta F(Z(t_0)) \leq -2\theta_1 \|Q(t_0)\|_1 + C_2,
\]

where \(C > 0\) is a constant.

Pick \(T \geq T_0\) and any \(\epsilon > 0\). Let \(\mathcal{P} = \left\{ Z = (Q, f) | \|Q\|_1 \leq \frac{C+\epsilon}{2\theta_1} \right\}\). Then \(\mathcal{P}\) is a finite subset of state space. For any \(Z \in \mathcal{P}\), \(\Delta F(Z) \leq -\epsilon\). Therefore
the Markov process \( \{Z(t), t \geq 0\} \) is positive recurrent. As a result, \( \bar{\Lambda} \) and \( \Lambda \) are the capacity region of the system, and the JSQ-MaxWeight algorithm is throughput optimal.

B.2 Proof of Theorem 4.2

We can show that the JSQ-MaxWeight algorithm achieves first-order heavy-traffic optimality in this special scenario. The proof follows the Lyapunov drift-based approach developed in [59], which consists of three steps: first obtain a lower bound; then show state space collapse; and finally use the state space collapse result to obtain an upper bound. In particular, the proof of state-space collapse and upper bound are identical to that in [37]. We omit the proof details here and just state the results.

For any arrival rate in the capacity region, we know that a steady state distribution exists under the JSQ-MaxWeight algorithm. Let \( \bar{Q} \) denote the steady state random vector. Let \( \sigma_1^{(e)} \) be the standard deviation of the arrival rate vector \( \{A^{(e)}_L(t), t \geq 0\}_{L \in L}, \) which converges to a constant \( \sigma_1. \)

**Lower Bound**

Consider a single server queueing system with arrival process \( \sum_{i} A^{(e)}_i(t), \) and service process \( b_1(t): \)

\[
b_1(t) = \sum_{i \in B_o} X_i(t) + \sum_{j \in H_o} Y_j(t) + \sum_{n \in H_u} V_n(t),
\]

where all \( \{X_i(t)\}_{i \in B_o}, \{Y_j(t)\}_{j \in H_o} \) and \( \{V_n(t)\}_{n \in H_u} \) are independent and each process is i.i.d. In particular, \( X_i(t) \sim \text{Bern}(\alpha), Y_j(t) \sim \text{Bern}(\beta) \) and \( V_n(t) \sim \text{Bern}(\gamma). \) We denote \( \text{Var}(b_1(t)) \) by \( \nu_1^2. \) As the corresponding queue length process of this single server system is stochastically smaller than the sum of queue length in the original system, we can obtain the following lower bound:

\[
\mathbb{E} \left[ \sum_{m=1}^{M} \bar{Q}^{(e)}_m \right] \geq \frac{(\sigma_1^{(e)})^2 + \nu_1^2 + \epsilon^2}{2 \epsilon} - \frac{M}{2}.
\]

Therefore, in the heavy traffic limit, we have

\[
\liminf_{\epsilon \to 0^+} \epsilon \mathbb{E} \left[ \sum_{m=1}^{M} \bar{Q}^{(e)}_m \right] \geq \frac{\sigma_1^2 + \nu_1^2}{2}.
\]
State Space Collapse

We expect that state space under the JSQ-MaxWeight algorithm collapses along the direction where all $B_o$ queues are equal. Let $c_1 \in \mathbb{R}^M$ be the unit vector where

$$c_{1m} = \begin{cases} \frac{1}{\sqrt{M_{B_o}}}, & \forall m \in B_o \\ 0, & \text{else} \end{cases}$$

The parallel and perpendicular components of $Q$ with respect to the direction $c_1$ are defined as:

$$Q\| = \langle c_1, Q \rangle c_1, \quad Q_\perp = Q - Q\|.$$

Consider the Lyapunov function $F_\perp(Z) = \|Q_\perp\|$. We can show that the drift of $F_\perp(Z)$ is always finite and becomes negative for sufficiently large $F_\perp$. We then obtain state space collapse by Lemma 3.6. That is, there exists a sequence of finite numbers $\{C_r : r \in \mathbb{N}\}$ such that for each positive integer $r$,

$$E \left[ \|Q_\perp^{(\epsilon)}\|^2 \right] \leq C_r,$$

where $Q_\perp$ is the component of $Q$ perpendicular to $c_1$.

Upper Bound

By utilizing the result of state space collapse, we can obtain the following upper bound on the expected queue length in steady state:

$$E \left[ \sum_{m=1}^{M} \bar{Q}_m^{(\epsilon)} \right] \leq \frac{(\sigma_1^{(\epsilon)})^2 + \nu_1^2}{2\epsilon} + B^{(\epsilon)},$$

where $B^{(\epsilon)} = o(\frac{1}{\epsilon})$, i.e., $\lim_{\epsilon \to 0^+} \epsilon B^{(\epsilon)} = 0$. Therefore, in the heavy-traffic limit, we have

$$\limsup_{\epsilon \to 0^+} \epsilon E \left[ \sum_{m=1}^{M} \bar{Q}_m^{(\epsilon)} \right] \leq \frac{\sigma^2 + \nu_1^2}{2}.$$ 

The heavy-traffic optimality of the proposed algorithm follows by the coincidence of lower and upper bounds.
B.3 Proof of Theorem 4.3

By Theorem 4.1, it is equivalent to prove that balanced-Pandas stabilizes any arrival rate vector within $\Lambda$. For any arrival rate vector $\lambda \in \Lambda$, since $\Lambda$ is an open set, similarly there exists a $\delta > 0$ such that there exists a decomposition of $\lambda$, $\{\lambda_{L,m}\}$ satisfying the following condition:

$$\sum_{L,m \in L} \frac{\lambda_{L,m}}{\alpha} + \sum_{L,m \in L_k} \frac{\lambda_{L,m}}{\beta} + \sum_{L,m \in L_r} \frac{\lambda_{L,m}}{\gamma} \leq 1 + \delta, \forall m. \quad (B.2)$$

Define $\omega = (\omega_1, \omega_2, \cdots, \omega_M) = \left( \sum_{L,m \in L} \frac{\lambda_{L,m}}{\alpha} + \sum_{L,m \in L_k} \frac{\lambda_{L,m}}{\beta} + \sum_{L,m \in L_r} \frac{\lambda_{L,m}}{\gamma}, \forall m, \right. \quad (B.3)$

which can be regarded as the workload for server $m$ under balanced-Pandas. Note that the dynamics of the expected workload can be described as

$$W_m(t+1) = W_m(t) + A_m(t) + S_m(t) + \tilde{U}_m(t),$$

where

$$A_m(t) = \frac{A^i_m(t)}{\alpha} + \frac{A^k_m(t)}{\beta} + \frac{A^r_m(t)}{\gamma},$$

$$S_m(t) = \frac{S^i_m(t)}{\alpha} + \frac{S^k_m(t)}{\beta} + \frac{S^r_m(t)}{\gamma},$$

$$\tilde{U}_m(t) = \frac{U_m(t)}{\gamma}.$$

With a slight abuse of notation, we use $A = (A_1, A_2, \cdots, A_M)$, $S = (S_1, S_2, \cdots, S_M)$ and $\tilde{U} = (\tilde{U}_1, \tilde{U}_2, \cdots, \tilde{U}_M)$ throughout the proofs. Then the dynamics of $\mathbf{W}$ can be expressed as

$$\mathbf{W}(t+1) = \mathbf{W}(t) + \mathbf{A}(t) - \mathbf{S}(t) + \mathbf{\tilde{U}}(t).$$

Proof of Theorem 4.3. Consider the Lyapunov function $V(Z(t)) = \|\mathbf{W}(t)\|^2$. 
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The corresponding drift is given by:

\[
\Delta V(Z(t)) = \mathbb{E}[V(t+1) - V(t) | Z(t)]
\]

\[
= \mathbb{E}\left[\left(2\langle W(t), A(t) - S(t) \rangle + 2\langle W(t), \tilde{U}(t) \rangle + \left\| A(t) - S(t) + \tilde{U}(t) \right\|^2\right) | Z(t)\right].
\]

The remaining steps are the same as the proof of Theorem 4.1. We need the following lemmas analogous to Lemmas B.2-B.4.

**Lemma B.5.** Consider any arrival rate vector \( \lambda \in \Lambda \) and the corresponding \( \omega \) defined in (B.3). Under balanced-Pandas, for any \( t \geq 0 \),

\[
\mathbb{E}\left[\langle W(t), A(t) \rangle - \langle W(t), \omega \rangle | Z(t)\right] \leq 0.
\] (B.4)

**Lemma B.6.** Consider any arrival rate vector \( \lambda \in \Lambda \) and the corresponding \( \omega \) defined in (B.3). Under balanced-Pandas, for any \( t \geq 0 \),

\[
\mathbb{E}\left[\langle W(t), \omega \rangle - \langle W(t), S(t) \rangle | Z(t)\right] \leq -\theta_2 \| Q(t) \|_1,
\] (B.5)

where \( \theta_2 > 0 \) is constant independent of \( Z(t) \).

**Lemma B.7.** For any \( t \), \( \langle W(t), \tilde{U}(t) \rangle = 0 \).

Therefore, we can bound the drift of \( V(Z(t)) \) as

\[
\Delta V(Z(t)) \leq -2\theta_2 \| Q(t) \|_1 + C,
\]

where \( \theta_2 \) and \( C \) are positive constants independent of \( Z(t) \).

Pick any \( \epsilon > 0 \). Let \( \mathcal{P} = \left\{ Z = (Q, f) | \| Q \|_1 \leq \frac{\epsilon}{2\theta_2} \right\} \). Then \( \mathcal{P} \) is a finite subset of state space. For any \( Z \in \mathcal{P}^c \), \( \Delta F(Z) \leq -\epsilon \). Therefore the Markov process \( \{ Z(t), t \geq 0 \} \) is positive recurrent. Therefore balanced-Pandas stabilizes the system for any \( \lambda \in \Lambda \), i.e., balanced-Pandas is throughput optimal.
B.3.1 Proof of Lemma B.5

\[
\langle W(t), A(t) \rangle = \sum_{L \in \mathcal{L}} \left( \sum_{m : m \in L} \frac{W_m(t)}{\alpha} A_{L,m}(t) + \sum_{m : m \in L_k} \frac{W_m(t)}{\beta} A_{L,m}(t) + \sum_{m : m \in L_r} \frac{W_m(t)}{\gamma} A_{L,m}(t) \right).
\]

For any task type \( \bar{L} \in \mathcal{L} \), define

\[
W^*_\bar{L}(t) = \min_{m \in \mathcal{M}} \left\{ \frac{W_m(t)}{\alpha} I_{\{m \in \bar{L}\}} , \frac{W_m(t)}{\beta} I_{\{m \in L_k\}} , \frac{W_m(t)}{\gamma} I_{\{m \in L_r\}} \right\}.
\]

Note that for any task of type \( \bar{L} \in \mathcal{L} \), it will be routed to queue \( m^* \) with expected workload \( W^*_\bar{L}(t) \) at the beginning of time slot \( t \). That is, type-\( \bar{L} \) tasks will not join any server \( m \) with \( W_m(t) > W^*_\bar{L}(t) \). Thus

\[
\mathbb{E} [\langle W(t), A(t) \rangle | Z(t)] = \mathbb{E} \left[ \sum_{L \in \mathcal{L}} W^*_\bar{L}(t) A_{L}(t) | Z(t) \right] = \sum_{L \in \mathcal{L}} W^*_\bar{L}(t) \lambda_L.
\]

On the other hand,

\[
\mathbb{E} [\langle W(t), \omega \rangle | Z(t)] = \sum_{L \in \mathcal{L}} \left( \sum_{m : m \in \bar{L}} \frac{W_m(t)}{\alpha} \lambda_{L,m} + \sum_{m : m \in L_k} \frac{W_m(t)}{\beta} \lambda_{L,m} + \sum_{m : m \in L_r} \frac{W_m(t)}{\gamma} \lambda_{L,m} \right).
\]

Note that for any task of type \( \bar{L} \in \mathcal{L} \), \( \frac{W_m(t)}{\alpha} \geq W^*_\bar{L}(t) \) for any \( m \in \bar{L} \), \( \frac{W_m(t)}{\beta} \geq W^*_\bar{L}(t) \) for any \( m \in \bar{L}_k \), and \( \frac{W_m(t)}{\gamma} \geq W^*_\bar{L}(t) \) for any \( m \in \bar{L}_r \). Therefore

\[
\mathbb{E} [\langle W(t), \omega \rangle | Z(t)] \geq \sum_{L \in \mathcal{L}} \left( W^*_\bar{L}(t) \sum_{m} \lambda_{L,m} \right) = \sum_{L \in \mathcal{L}} W^*_\bar{L}(t) \lambda_L.
\]

Consequently, we have

\[
\mathbb{E} [\langle W(t), \omega \rangle | Z(t)] \geq \mathbb{E} [\langle W(t), A \rangle | Z(t)].
\]
B.3.2 Proof of Lemma B.6

From Eq. (B.2)-(B.3), we have
\[ \omega_m \leq \frac{1}{1+\delta}, \ \forall m. \]

Thus
\[ \mathbb{E} [ \langle W(t), \omega \rangle | Z(t) ] = \sum_m W_m(t) \omega_m \leq \frac{1}{1+\delta} \sum_m W_m(t). \]

On the other hand,
\[
\begin{align*}
\mathbb{E} [ \langle W(t), S(t) \rangle | Z(t) ] &= \sum_m W_m(t) \sum_{i=0}^2 \mathbb{E} \left[ \mathbb{E} \left[ \frac{S_m^l(t)}{\alpha} + \frac{S_m^k(t)}{\beta} + \frac{S_m^r(t)}{\gamma} | Z(t), \eta_m(t) = i \right] | Z(t) \right] \\
&= \sum_m W_m(t).
\end{align*}
\]

We now are ready to prove (B.5):
\[
\mathbb{E} [ \langle W(t), \omega \rangle - \langle W(t), S(t) \rangle | Z(t) ] \leq -\frac{\delta}{1+\delta} \sum_m W_m(t) \leq -\theta_2 \| \bar{Q}(t) \|_1,
\]

where \( \theta_2 = \frac{\delta}{(1+\delta)\alpha} \).

\[ \blacksquare \]

B.3.3 Proof of Lemma B.7

\[ \langle W(t), \tilde{U}(t) \rangle = \sum_m \left( \frac{Q_m^l(t)}{\alpha} + \frac{Q_m^k(t)}{\beta} + \frac{Q_m^r(t)}{\gamma} \right) \tilde{U}_m(t). \]

For any \( m \), by the definition of \( \tilde{U}_m(t) \), \( \tilde{U}_m(t) > 0 \) implies that server \( m \) is idle, i.e., all of its three sub-queues are empty. That is, \( W_m(t) = 0 \). Therefore \( W_m(t) \tilde{U}_m(t) = 0 \) for all \( m \).

\[ \blacksquare \]

B.4 Heavy-traffic Optimality without Overloaded Racks

For the case without overloaded racks, we consider two traffic scenarios: the set of overloaded servers in underloaded racks \( B_u = \emptyset \) and \( B_u \neq \emptyset \), which correspond to the evenly loaded and locally overloaded scenario for the system.
with two levels of locality respectively.

We first establish the heavy-traffic optimality for the evenly loaded case where $B_u = \emptyset$ in subsection B.4.1 and then show the proof for the locally overloaded case where $B_u \neq \emptyset$ in subsection B.4.2.

### B.4.1 Evenly loaded

The proof follows exactly the same three steps for the evenly loaded traffic scenario in a system with two levels of locality in Chapter 3. We will skip the proof details and just present the main steps and results here.

We consider the heavy-traffic regime where the limiting arrival rate vector satisfies the resource pooling condition introduced in Chapter 3. We use the same notation $\mathcal{F}$ to denote the set of arrival rate vector on the boundary of the capacity region $\Lambda$, such that all servers are fully utilized to handle its local load. That is, all servers in the system are helpers in underloaded racks.

**Assumption 4 (Assumption for the heavy evenly loaded traffic).** Consider the arrival processes $\{A^{(\epsilon)}_L(t), t \geq 0\}_{L \in \mathcal{L}}$, parameterized by $\epsilon > 0$, with mean arrival rate vector $\lambda^{(\epsilon)} = (1 - \epsilon_0)\bar{\lambda}$, where $\epsilon_0 = \frac{1}{M\bar{\alpha}}$, and $\bar{\lambda} \in \mathcal{F}$ satisfies the resource pooling condition. The variance of the number of arrivals, $\text{Var}(\sum_{L \in \mathcal{L}} A^{(\epsilon)}_L(t))$, is denoted as $(\sigma^{(\epsilon)}_e)^2$, which converges to $\sigma^2_e$ as $\epsilon \downarrow 0$.

We have shown that the corresponding Markov chain $\{Z^{(\epsilon)}(t) = (Q^{(\epsilon)}(t), f^{(\epsilon)}(t))\}$ under balanced-Pandas is positive recurrent. The queue-length vector process $Q^{(\epsilon)}(t)$ hence converges in distribution to a random vector $\bar{Q}^{(\epsilon)}$ for any $0 < \epsilon < \bar{\epsilon}$, where $\bar{\epsilon}$ is a positive constant. All theorems in this section concern the steady-state queueing process $\bar{Q}^{(\epsilon)}$.

**Lower Bound**

Consider a single server system with arrival process $\{a^{(\epsilon)}(t), t \geq 0\}$ and service process $\{b^{(\epsilon)}_c(t), t \geq 0\}$, where

$$a^{(\epsilon)}(t) = \sum_{L \in \mathcal{L}} A^{(\epsilon)}_L(t), \quad b^{(\epsilon)}_c(t) = \sum_{m=1}^M X_m(t).$$
Here \( \{ X_m(t), t \geq 0 \}_{m \in M} \) are independent, and each process is temporally i.i.d. with \( X_m(t) \sim Bern(\alpha) \). Note that the mean of \( a^{(\epsilon)}(t) \) is \( M\alpha - \epsilon \) and the variance is given by \( (\sigma^{(\epsilon)}_e)^2 \). Then the corresponding queue-length process is stochastically smaller than \( \sum_{m=1}^M (Q^{l_m^{(\epsilon)}}(t) + Q^{k_m^{(\epsilon)}}(t) + Q^{r_m^{(\epsilon)}}(t)) \). Hence

\[
E \left[ \sum_{m=1}^M (\bar{Q}^{l_m^{(\epsilon)}}(t) + \bar{Q}^{k_m^{(\epsilon)}}(t) + \bar{Q}^{r_m^{(\epsilon)}}(t)) \right] \geq \frac{(\sigma^{(\epsilon)}_e)^2 + \nu^2_e + \epsilon^2}{2\epsilon} - \frac{M}{2},
\]

where \( \nu^2_e \) is the variance for \( \{ b^{(\epsilon)}_e(t) \} \). Therefore, in the heavy traffic limit, we have

\[
\liminf_{\epsilon \to 0^+} \epsilon E \left[ \sum_{m=1}^M (\bar{Q}^{l_m^{(\epsilon)}}(t) + \bar{Q}^{k_m^{(\epsilon)}}(t) + \bar{Q}^{r_m^{(\epsilon)}}(t)) \right] \geq \frac{\sigma^2_e + \nu^2_e}{2}. \tag{B.6}
\]

State Space Collapse

We will show that the expected workload \( W \) collapses to the direction \( c_e \), where

\[
c_e = \frac{1}{\sqrt{M}} (1, 1, \ldots, 1).
\]

Let \( W_\parallel \) and \( W_\perp \) be the components of \( W \) parallel and perpendicular to the direction \( c_e \). We will establish state space collapse by showing that \( W_\perp \) is bounded and independent of the heavy-traffic parameter \( \epsilon \). That is, there exists a sequence of finite numbers \( \{ C_r : r \in \mathcal{N} \} \) such that for each positive integer \( r \),

\[
E [\| W_\perp \|_r] \leq C_r,
\]

where \( W_\perp \) is the component of \( W \) perpendicular to \( c_e \).

To establish state space collapse, we consider the Lyapunov functions \( F(Z) = \| W_\perp \| \). By Lemma 3.6, it is sufficient to show that the drift of \( F(Z) \), denoted by \( \Delta F(Z) \), satisfies two conditions: (i) \( \Delta F(Z) \) is finite with probability 1; (ii) \( \Delta F(Z) \) is negative for sufficiently large \( F(Z) \). The analysis is identical to that for the two-level locality system, with queue-length vector \( Q \) replaced by the workload vector \( W \). We put the details here for completeness.

We first need the following lemma for the ideal load decomposition, which is analogous to Lemma 3.24 for the evenly loaded traffic scenario in Chapter
Lemma B.8. Consider any arrival rate vector \( \lambda = (1 - \epsilon_0)\tilde{\lambda} \), where \( \epsilon_0 = \frac{\epsilon}{M\alpha} \), and \( \tilde{\lambda} \in \mathcal{F} \) satisfies the resource pooling condition. Consider any \( 0 < \epsilon < \bar{\epsilon} \), where \( \bar{\epsilon} \) is a positive constant. Then there exists an ideal decomposition \( \left\{ \lambda^*_{L,n,m} \right\} \) of \( \lambda \) satisfying the following conditions:

1. \( \forall m \in \mathcal{M}, \sum_{L,m \in L} \lambda^*_{L,m,m} = \alpha(1 - \epsilon_0). \)

2. There exists a positive constant \( \lambda_{\min} \) not depending on \( \epsilon \), such that for any two servers \( m \) and \( m' \) that are connected directly, there exists a task type \( \tilde{L} \in \mathcal{L} \), such that \( \lambda^*_{L,m,m} \geq \lambda_{\min}, \lambda^*_{L,m',m'} \geq \lambda_{\min}. \)

We need the following additional lemmas analogues to Lemmas 3.25-3.26, with queue-length vector \( Q \) replaced by the workload vector \( W \).

Lemma B.9. Let \( c \) be a vector with unit norm in \( \mathbb{R}^M \). Then for any \( t \geq 0 \),

\[
\|W_\parallel(t+1)\|^2 - \|W_\parallel(t)\|^2 \geq 2\langle c, W(t) \rangle \langle c, A(t) - S(t) \rangle,
\]

where \( W_\parallel \) is the parallel component of the workload \( W \) with respect to the direction \( c \).

Lemma B.10. Let \( c \) be a vector with unit norm in \( \mathbb{R}^M \). Then for any \( t \geq 0 \),

\[
\|W_\perp(t+1)\| - \|W_\perp(t)\| \leq \frac{\sqrt{M}}{\gamma} \max\{1, C_A\}, \tag{B.7}
\]

where \( W_\perp \) is the perpendicular component of the workload \( W \) with respect to the direction \( c \).

From lemma B.10, we can see that \( \Delta F(Z) \) satisfies finite condition, since \( Pr(\Delta F(Z) \leq C) = 1 \) with \( C = \sqrt{M} \max\{M, C_A\} \).

Next we focus on the negative drift condition. Consider the following Lyapunov functions:

\[ V(Z) = \|W\|^2, V_\parallel(Z) = \|W_\parallel\|^2. \]
The rest of the proof follows the same line of reasoning as in the proof of Theorem 3.5 to bound $\Delta F(Z)$:

$$
\mathbb{E}[\Delta F(Z(t))|Z(t)] \\
\leq \frac{1}{2\|W\|} (2\mathbb{E}[\langle W(t), A(t) - S(t) \rangle - \langle c_e, W(t) \rangle \langle c_e, A(t) - S(t) \rangle|Z(t)] + C_1).
$$

To obtain the a bound on the expectation term on the right-hand side of the above inequality, we need the following lemmas analogous to Lemmas 3.28-3.30.

**Lemma B.11.** Under balanced-Pandas, for any $t \geq 0$,

$$
\mathbb{E}[\langle W(t), A(t) \rangle - \langle W(t), \omega \rangle|Z(t)] \leq -\lambda_{\text{min}}\|W\|.
$$

**Lemma B.12.** Under balanced-Pandas, for any $t \geq 0$,

$$
\mathbb{E}[\langle W(t), \omega \rangle - \langle W(t), S(t) \rangle|Z(t)] = -\frac{\epsilon}{M\alpha} \sum_m W_m(t).
$$

**Lemma B.13.** Under balanced-Pandas, for any $t \geq 0$,

$$
\mathbb{E}[\langle c_e, W(t) \rangle \langle c_e, A(t) - S(t) \rangle|Z(t)] \geq -\frac{\epsilon}{M\alpha} \sum_m W_m(t).
$$

Utilizing the above three inequalities yields:

$$
\mathbb{E}[\Delta F(Z(t))|Z(t)] \leq -\lambda_0 + \frac{C_1}{\|W\|},
$$

where $\lambda_0$ and $C_1$ are positive constants independent of $\epsilon$. This inequality verifies the negative drift condition, and hence establishes the existence of finite constants $\{C_r\}_{r \in \mathbb{N}}$ for which $\mathbb{E} \left[ \left\| W_{\perp}^{(\epsilon)}(t) \right\| \right] \leq C_r$, for all $\epsilon \in (0, M\alpha)$.

**Proof of Lemma B.11.** is similar to that of Lemma B.5

**Proof of Lemma B.12.** is similar to that of Lemma B.6. We omit details here.

**Proof of Lemma B.13.** Note that

$$
\langle c_e, A(t) \rangle \geq \frac{1}{\sqrt{M\alpha}} \sum_m (A_m^L(t) + A_m^R(t) + A_m^L(t)) = \frac{1}{\sqrt{M\alpha}} \sum_{L \in \mathcal{L}} A_L(t).
$$
From the proof of Lemma B.6, we have
\[ E[\langle c_e, S(t) \rangle | Z(t)] = \frac{1}{\sqrt{M}} \sum_m 1 = \sqrt{M}. \]

Consequently,
\[
E[\langle c_e, W(t) \rangle | Z(t)] = \langle c_e, W(t) \rangle \cdot E[\langle c_e, A(t) - S(t) \rangle | Z(t)]
\geq -\epsilon M \alpha \sum_m W_m(t).
\]

Upper Bound

Again we construct a series of ideal arrival and service processes, which allows us to rewrite the dynamics of \( W \), and bound the terms using Lemma 8 in [59].

**Ideal scheduling decision process** \( \hat{\eta}(t) \): \( \forall m \in M, \hat{\eta}_m(t) = 0 \). That is, each server is scheduled to serve its local sub-queue only under the ideal scheduling.

**Ideal service process** \( \hat{S}(t) \): \( \forall m \in M \)
\[
\hat{S}_m^l(t) = X_m^l(t), \quad \hat{S}_m^k(t) = 0, \quad \hat{S}_m^r(t) = 0,
\]
where each process \( X_m^l(t) \) is coupled with \( S_m(t) \) in the following way: If \( \eta_m(t) = 0 \), \( X_m^l(t) = S_m^l(t) \); if \( \eta_m(t) = 1 \), \( X_m^l(t) = 1 \) when \( S_m^k(t) = 1 \), and \( X_m^l(t) \sim \text{Bern}\left(\frac{\alpha - \beta}{1 - \beta}\right) \) when \( S_m^k(t) = 0 \); if \( \eta_m(t) = 2 \), \( X_m^l(t) = 1 \) when \( S_m^r(t) = 1 \), and \( X_m^l(t) \sim \text{Bern}\left(\frac{\alpha - \gamma}{1 - \gamma}\right) \) when \( S_m^k(t) = 0 \). Hence each process \( X_m^l(t) \) is i.i.d. with \( X_m^l(t) \sim \text{Bern}(\alpha) \).

**Ideal arrival process** \( \hat{A}(t) \): Ideally, \( \forall \hat{L} \in \hat{L} \), type-\( \hat{L} \) tasks would join their local sub-queues. So we re-distribute unwanted arrivals \( \sum_{m: m \notin \hat{L}} A_{\hat{L}, m} \) among its local servers evenly.

Then we can rewrite the dynamics of \( W \) as
\[
W(t + 1) = W(t) + \hat{A}(t) - \hat{S}(t) + \hat{U}(t),
\]
where $\hat{U}(t) = \hat{S}(t) - \hat{A}(t) + A(t) - S(t) + \hat{U}(t)$. We consider the Lyapunov function $G_{\parallel}(Z) = \|W_{\parallel}\|^2$, where $W_{\parallel}$ is the parallel component of the vector $W$ with respect to the direction $c_e$. As shown in Lemma 8 [59] the drift of $G_{\parallel}(Z)$ is zero in steady state, which yields

$$2E\left[\langle c_e, W(t)\rangle\right] = E\left[\langle c_e, \hat{A}(t) - \hat{S}(t)\rangle^2\right] + E\left[\langle c_e, \hat{U}(t)\rangle^2\right]$$

$$+ 2E\left[\langle c_e, W(t) + \hat{A}(t) - \hat{S}(t)\rangle\langle c_e, \hat{U}(t)\rangle\right]. \quad (B.8)$$

An upper bound on $E\left[\langle c_e, W(t)\rangle\right]$ can be obtained by bounding each of the above terms, which gives an upper bound on $E\left[\sum_{m=1}^{M} \left( Q_{m(e)}^{(c)}(t) + Q_{m(e)}^{(k)}(t) + Q_{m(e)}^{(r)}(t)\right)\right]$.

$$E\left[\langle c_e, W(t)\rangle\right] = \frac{1}{M} E\left[\left(\sum_m W_m(t)\right)\left(\sum_m \hat{S}_m(t) - \frac{\sum_m \hat{A}_m(t)}{\alpha}\right)\right]$$

$$= \frac{\epsilon}{M\alpha} E\left[\left(\sum_m W_m(t)\right)\right].$$

By the definition of ideal service and arrival processes, we have

$$E\left[\langle c_e, \hat{A}(t) - \hat{S}(t)\rangle^2\right] = \frac{(\sigma_c^{(e)})^2 + \nu^2 + \epsilon}{M\alpha^2}.$$ 

For the term $E\left[\langle c_e, \hat{U}(t)\rangle^2\right]$, we have the following lemma.

**Lemma B.14.**

$$E\left[\langle c_e, \hat{U}(t)\rangle^2\right] \leq C'\epsilon,$$

where $C'$ is a constant not depending on $\epsilon$.

Next we will bound the term $(B.9)$. We consider the system in steady state, which yields $E\left[\langle c_e, \hat{A}(t) - \hat{S}(t) + \hat{U}(t)\rangle\right] = E\left[\langle c_e, W(t + 1) - W(t)\rangle\right] = 0$. Hence

$$E\left[\langle c_e, \hat{U}(t)\rangle\right] = E\left[\langle c_e, \hat{A}(t) - \hat{S}(t)\rangle\right] = \frac{\epsilon}{M\alpha}.$$
Note that
\[ E \left[ \langle c_e, \hat{A}(t) - \hat{S}(t) \rangle \langle c_e, \hat{U}(t) \rangle \right] \leq E \left[ \langle c_e, \hat{A}(t) \rangle \langle c_e, \hat{U}(t) \rangle \right] \]
\[ \leq \frac{C_A}{\sqrt{M\alpha}} E \left[ \langle c_e, \hat{U}(t) \rangle \right] = \frac{C_A}{M \sqrt{\alpha^2}} \epsilon. \]

Then we have
\[ E \left[ \langle c_e, W(t) + \hat{A}(t) - \hat{S}(t) \rangle \langle c_e, \hat{U}(t) \rangle \right] = E \left[ \langle c_e, W(t) \rangle \langle c_e, \hat{U}(t) \rangle \right] + E \left[ \langle c_e, \hat{A}(t) - \hat{S}(t) \rangle \langle c_e, \hat{U}(t) \rangle \right] \]
\[ \leq E \left[ \langle c_e, W(t) \rangle \langle c_e, \hat{U}(t) \rangle \right] + \frac{C_A}{M \sqrt{\alpha^2}} \epsilon. \]

We can rewrite the term \( \langle c_e, W(t) \rangle \langle c_e, \hat{U}(t) \rangle \) as
\[ \langle c_e, W(t) \rangle \langle c_e, \hat{U}(t) \rangle = \langle W(t), \hat{U}(t) \rangle - \langle W(t), \hat{U}(t) \rangle \]
\[ = \langle W(t), \hat{S}(t) - S(t) \rangle + \langle W(t), A(t) - \hat{A}(t) \rangle \]
\[ + \langle W(t), \hat{U}(t) \rangle - \langle W(t), \hat{U}(t) \rangle. \]

The following two lemmas bound the two terms in (B.10).

Lemma B.15.
\[ E \left[ \langle W(t), \hat{S}(t) - S(t) \rangle \right] = 0. \]

Lemma B.16.
\[ E \left[ \langle W(t), A(t) - \hat{A}(t) \rangle \right] \leq 0. \]

The first term in (B.11) is equal to zero by Lemma B.7. To bound the second term in (B.11), we first show that
\[ E \left[ \| \hat{U}(t) \|^2 \right] \leq R\epsilon, \]
where \( R \) is a constant independent of \( \epsilon \). Next we will use state space collapse
result to bound $-\langle \mathbf{W}_\perp(t), \hat{U}_\perp(t) \rangle$. By Cauchy-Schwarz inequality, we have

$$
\mathbb{E} \left[ -\langle \mathbf{W}_\perp(t), \hat{U}_\perp(t) \rangle \right] \leq \sqrt{\mathbb{E} \left[ \Vert \hat{W}_\perp(t) \Vert^2 \right] \mathbb{E} \left[ \Vert \hat{U}_\perp(t) \Vert^2 \right]}
\leq \sqrt{C_2 R \epsilon}.
$$

Combining these inequalities gives the bound on the term (B.9)

$$
\mathbb{E} \left[ \langle c_e, \mathbf{W}(t) + \hat{A}(t) - \hat{S}(t) \rangle \langle c_e, \hat{U}(t) \rangle \right] \leq \frac{C_A}{M \sqrt{M \alpha^2}} \epsilon + \sqrt{C_2 R \epsilon}.
$$

Now we are ready to revive the superscript $^{(\epsilon)}$. From the above analysis, we have

$$
2 \frac{\epsilon}{M \alpha} \mathbb{E} \left[ \sum_m W_m^{(\epsilon)}(t) \right] \leq \frac{(\sigma_e^{(\epsilon)})^2 + \nu^2 + \epsilon}{M \alpha^2} + C' + 2 \frac{C_A}{M \sqrt{M \alpha^2}} \epsilon + 2 \sqrt{C_2 R \epsilon},
$$

i.e.,

$$
\alpha \mathbb{E} \left[ \sum_m W_m^{(\epsilon)}(t) \right] \leq \frac{(\sigma_e^{(\epsilon)})^2 + \nu^2}{2 \epsilon} + D_e^{(\epsilon)},
$$

where $D_e^{(\epsilon)} = \frac{\epsilon}{2} + \frac{C' + C_A}{2} + M \alpha^2 \sqrt{\frac{C_2 R \epsilon}{\epsilon}}$. On the other hand,

$$
\mathbb{E} \left[ \sum_{m=1}^M \left( Q_m^{l(\epsilon)}(t) + Q_m^{k(\epsilon)}(t) + Q_m^{r(\epsilon)}(t) \right) \right] \leq \alpha \mathbb{E} \left[ \sum_m W_m^{(\epsilon)}(t) \right].
$$

Thus

$$
\mathbb{E} \left[ \sum_{m=1}^M \left( Q_m^{l(\epsilon)}(t) + Q_m^{k(\epsilon)}(t) + Q_m^{r(\epsilon)}(t) \right) \right] \leq \frac{(\sigma_e^{(\epsilon)})^2 + \nu^2}{2 \epsilon} + D_e^{(\epsilon)}.
$$

Observe that $D_e^{(\epsilon)} = o(\frac{1}{\epsilon})$, i.e., $\lim_{\epsilon \downarrow 0} \epsilon D_e^{(\epsilon)} = 0$. Therefore, in the heavy-traffic limit, we obtain the following upper bound:

$$
\limsup_{\epsilon \downarrow 0} \epsilon \mathbb{E} \left[ \sum_{m=1}^M \left( Q_m^{l(\epsilon)}(t) + Q_m^{k(\epsilon)}(t) + Q_m^{r(\epsilon)}(t) \right) \right] \leq \frac{(\sigma_e)^2 + \nu^2}{2 \epsilon},
$$

which coincides with the lower bound in (B.6).
B.4.2 Locally overloaded

Consider the heavy traffic regime where \( \mathcal{O} = \emptyset \) and \( \mathcal{B}_u \neq \emptyset \). The system can be separated into two subsystems: racks with only \( \mathcal{H}_u \) servers, denoted by \( \mathcal{P} \), and racks mixed with servers of \( \mathcal{H}_u \) and \( \mathcal{B}_u \), denoted by \( \mathcal{P}^c \). In the heavy-traffic regime, the behavior of subsystem \( \mathcal{P} \) is exactly the same as a system with evenly loaded traffic. Here we focus on the subsystem \( \mathcal{P}^c \). For simplicity, assume that \( \mathcal{P} = \emptyset \). Let the local traffic for \( \mathcal{H}_u \) be

\[
\sum_{L \in L^*_{\mathcal{H}_u}} \lambda_L \equiv \Phi \alpha.
\]

We define the heavy-traffic regime to be

\[
\sum_{L \in L_{\mathcal{B}_u}} \lambda_L = |\mathcal{B}_u| \alpha + \beta(|\mathcal{H}_u| - \Phi) - \epsilon,
\]

where \( \epsilon > 0 \) characterizes the distance of the arrival rate vector from the capacity boundary. We will make a further assumption that the \( \left\{ \lambda_L : \bar{L} \in L^*_{\mathcal{H}_u} \right\} \) are independent of \( \epsilon \).

**Assumption 5** Consider the arrival processes \( \left\{ A_{\bar{L}}^{(\epsilon)}(t) \right\}_{\bar{L} \in \mathcal{L}} \) with arrival rate vector \( \lambda^{(\epsilon)} \) satisfying the above conditions. Note that the variance of \( \left\{ A_{\bar{L}}^{(\epsilon)}(t) \right\}_{\bar{L} \in L^*_{\mathcal{H}_u}} \) is independent of \( \epsilon \). We denote by \( (\sigma^{(\epsilon)}_l)^2 \) the variance of the number of arrivals that are only local to beneficiaries in overloaded racks, i.e., \( \text{Var} \left( \sum_{\bar{L} \in L_{\mathcal{B}_u}} A_{\bar{L}}^{(\epsilon)}(t) \right) = (\sigma^{(\epsilon)}_l)^2 \), which converges to \( \sigma_l^2 \) as \( \epsilon \downarrow 0 \).

Again we follow the three-step framework to establish heavy-traffic optimality for the case \( \mathcal{B}_u \neq \emptyset \). All results in this subsection concern the steady-state queue-length vector \( \bar{Q} \).

Helper queues

Similar to the case of \( \mathcal{O} \neq \emptyset \), we first need to show that the helper subsystem is uniformly bounded and independent of \( \epsilon \). That is, there exist two sequences of finite numbers \( \left\{ N_r : r \in \mathbb{N} \right\} \) such that for each positive integer \( r \),

\[
\mathbb{E} \left[ \sum_{m \in \mathcal{H}_u} \bar{Q}_m^{l(\epsilon)} \right] \leq N_r.
\]
Thus,

\[
\lim_{\epsilon \downarrow 0} \epsilon \mathbb{E} \left[ \sum_{m \in \mathcal{H}_u} \bar{Q}_m^{(\epsilon)} \right] = 0.
\]

Therefore, we only need to consider

\[
\Phi_l(t) = \sum_{m \in \mathcal{B}_u} (Q_m^{(\epsilon)}(t) + Q_m^{(\epsilon)}(t) + Q_m^{(\epsilon)}(t)) + \sum_{m \in \mathcal{H}_u} (Q_m^{(\epsilon)}(t) + Q_m^{(\epsilon)}(t)).
\]

Lower Bound

Consider a single server system with an arrival process \(\{a_i^{(\epsilon)}(t), t \geq 0\}\) and service process \(\{b_i^{(\epsilon)}(t), t \geq 0\}\), where

\[
a_i^{(\epsilon)}(t) = \sum_{L \in \mathcal{L}_{\mathcal{B}_u}} A_L^{(\epsilon)}(t), \quad b_i^{(\epsilon)}(t) = \sum_{i \in \mathcal{B}_u} X_i(t) + \sum_{j \in \mathcal{H}_u} Y_j(t).
\]

Here \(\{X_i(t)\}_{i \in \mathcal{B}_u}, \{Y_j(t)\}_{j \in \mathcal{H}_u}\) are independent and each process is i.i.d. For all \(i \in \mathcal{B}_u\), \(X_i(t) \sim \text{Bern}(\alpha)\). For all \(j \in \mathcal{H}_u\), \(Y_j(t) \sim \text{Bern}(\beta(1 - \rho_j^{(\epsilon)}))\), where \(\rho_j^{(\epsilon)}\) is the proportion of time helper \(j\) spends on local tasks in steady state. The definition of \(X_i\) and \(Y_j\) is such that \(\mathbb{E} \left[ \sum_{i \in \mathcal{B}_u} X_i(t) \right] \) and \(\mathbb{E} \left[ \sum_{j \in \mathcal{H}_u} Y_j(t) \right] \) are the maximum amount of local and rack-local services that can be provided for \(\sum_{L \in \mathcal{L}_{\mathcal{B}_u}} A_L^{(\epsilon)}(t)\). We denote \(\text{Var}(b_i^{(\epsilon)}(t))\) by \((\nu_i^{(\epsilon)})^2\), which converges to a constant \(\nu_i^2\) as \(\epsilon \downarrow 0\).

Then in steady state the corresponding queue-length process is stochastically smaller than \(\Phi_l^{(\epsilon)}(t)\). Hence

\[
\mathbb{E} \left[ \Phi_l^{(\epsilon)} \right] \geq \frac{(\sigma_i^{(\epsilon)})^2 + \nu_i^2 + \epsilon^2}{2\epsilon} - \frac{M}{2},
\]

where \(\nu_i^2\) is the variance for \(\{b_i^{(\epsilon)}(t)\}\).

Therefore, in the heavy traffic limit, we have

\[
\liminf_{\epsilon \to 0^+} \epsilon \mathbb{E} \left[ \Phi_l^{(\epsilon)} \right] \geq \frac{\sigma_i^2 + \nu_i^2}{2}. \tag{B.14}
\]
State Space Collapse

The weighted-workload routing distributes the tasks local only to $B_u$ in the ratio of $\alpha : \beta$ in terms of server workload across $B_u$ and $H_u$. We will show that the workload vector $\mathbf{W}$ collapses to the direction $\mathbf{c}_l = \frac{\tilde{\mathbf{c}}}{||\tilde{\mathbf{c}}||} \in \mathbb{R}_+^M$ as a vector with unit $l_2$ norm, where

$$\tilde{c}_{lm} = \begin{cases} \beta, & \forall m \in H_u \\ \alpha, & \forall m \in B_u \end{cases}.$$

The parallel and perpendicular components of the steady-state weighted queue-length vector $\mathbf{W}$ with respect to $\mathbf{c}_l$ are

$$\mathbf{W}_\parallel = \langle \mathbf{c}_l, \mathbf{W} \rangle \mathbf{c}_l, \quad \mathbf{W}_\perp = \mathbf{W} - \mathbf{W}_\parallel.$$

We establish state space collapse by showing that $\mathbf{W}_\perp$ is bounded and independent of the heavy-traffic parameter $\epsilon$. That is, there exists a sequence of finite numbers $\{C_r : r \in \mathbb{N}\}$ such that for each positive integer $r$,

$$\mathbb{E}[||\mathbf{W}_\perp||^r] \leq C_r.$$

Upper Bound

Utilizing the property of state-space collapse in the heavy-traffic limit, we can obtain an upper bound on $\mathbb{E}\left[\Phi^{(\epsilon)}_l\right]$:

$$\mathbb{E}\left[\Phi^{(\epsilon)}_l\right] \leq \left(\frac{\sigma_l^{(\epsilon)} + \nu_l^{(\epsilon)}}{2\epsilon}\right)^2 + B_l^{(\epsilon)},$$

where $B_l^{(\epsilon)} = o\left(\frac{1}{\epsilon}\right)$, i.e., $\lim_{\epsilon \downarrow 0} \epsilon B_l^{(\epsilon)} = 0$. Therefore, in the heavy-traffic limit, we have

$$\limsup_{\epsilon \downarrow 0} \epsilon \mathbb{E}\left[\Phi^{(\epsilon)}_l\right] \leq \frac{\sigma_l^2 + \nu_l^2}{2},$$

which coincides with the lower bound (B.14).
B.5 Heavy-traffic Optimality with Overloaded Racks

B.5.1 Proof of Theorem 4.4

We need the following lemma to prove Theorem 4.4.

**Lemma B.17.** There exists a constant $\rho$, $0 \leq \rho < 1$, not depending on $\epsilon$, such that for any $m \in \mathcal{H}_o \cup \mathcal{H}_u$,

$$
\mathbb{E} \left[ \frac{A_m}{\alpha} \right] \leq \rho.
$$

**Proof of Lemma B.17.** We prove this lemma by contradiction. Assume that there exists a server $n \in \mathcal{H}_u$, s.t. $\mathbb{E} \left[ \frac{A_n}{\alpha} \right] \nrightarrow 1$.

Let $\mathcal{S}_n$ denote the set of servers in $\mathcal{H}_u$ that have shared traffic with $n$, i.e., $\mathcal{S}_n = \{ i : \exists L \in \mathcal{L} s.t. n \in L, i \in L \}$. For each $i \in \mathcal{S}_n$, define $P_i = \mathbb{P}[W_n < W_i] + \frac{1}{2} \mathbb{P}[W_n = W_i]$. Among tasks that are local to both $n$ and $i$ (might also local to other servers), we denote by $L_i^{(n)}$ the amount that are routed to server $n$, and $L_i$ the amount routed to $i$. Then

$$
L_i^{(n)} : L_i = P_i : (1 - P_i).
$$

Consider remote tasks from $\mathcal{L}_{\mathcal{B}_o}$. For each $i$, let $R_i$ denote the amount of remote tasks from $\mathcal{L}_{\mathcal{B}_o}$. Thus

$$
R_n : R_i = P_i : (1 - P_i) = L_i^{(n)} : L_i.
$$

Note that local load on $n$ is contributed by $\{L_i^{(n)}\}_{i \in \mathcal{S}_n}$. Since $\mathbb{E} \left[ \frac{A_n}{\alpha} \right] \nrightarrow 1$, there must exist a subset $\mathcal{S}_n^* \subset \mathcal{S}_n$, such that for any $i \in \mathcal{S}_n^*$, $\lim_{\epsilon \to 0} L_i^{(n)} > 0$. In addition, as the system is stable, $\mathbb{E} \left[ \frac{A_i}{\alpha} \right] \nrightarrow 0$, i.e., $R_n \nrightarrow 0$. Hence $\forall n \in \mathcal{S}_n^*$,

$$
R_i = R_n \frac{L_i}{L_i^{(n)}} \nrightarrow 0.
$$

Thus the amount of tasks from $\mathcal{L}_{\mathcal{B}_o}$ that are served remotely by $n \cup \mathcal{S}_n^*$ vanishes as $\epsilon \to 0$.

From Lemma B.7, we know that the amount of rack-local tasks and that of
remote tasks not from \( L \) have order \( o(\epsilon) \). As a result, for any \( i \in S^*_n \cup \{ n \} \),

\[
\mathbb{E} \left[ \frac{A_i^\epsilon}{\alpha} \right] \xrightarrow{\epsilon \to 0} 1.
\]

Since \( \forall j \in S_n \setminus S^*_n \), \( L_j^{(n)} \to 0 \), local load on \( n \) comes from tasks types that are only local to \( n \cup S^*_n \). If there exists \( i \in S^*_n \), such that its local load includes tasks that are also local to servers not in the set \( n \cup S^*_n \), similarly we can define \( S_i \) and find a set \( S^*_i \), such that shared traffic between \( i \) and \( S_i \) rarely contributes to the local load on \( i \). Repeat the above procedure for any server in \( S^*_n \cup \{ n \} \), we will end up with a set \( S^* \subset H_u \), such that the local load on each server in \( S^* \) converges to 1 as \( \epsilon \to 0 \), i.e.,

\[
\mathbb{E} [A_i^\epsilon] \xrightarrow{\epsilon \to 0} \alpha.
\] (B.15)

And the amount of shared traffic between \( S^* \) and \( H_u \setminus S^* \) routed to \( S^* \) vanishes. That is,

\[
\sum_{i \in S^*} \mathbb{E} [A_i^\epsilon] \xrightarrow{\epsilon \to 0} \sum_{L \forall m \in L, m \in S^*} \lambda_L.
\] (B.16)

Equations (B.15) and (B.16) imply that \( \sum_{L \forall m \in L, m \in S^*} \lambda_L = |S^*| \alpha \). However, by the definition of \( H_u \),

\[
\sum_{L \forall m \in L, m \in S^*} \lambda_L \leq \sum_{m \in S^*} \phi_m < |S^*| \alpha.
\]

Contradiction. Thus the assumption is not valid. Therefore, for any \( n \in H_u \), its local load in steady state is strictly less than 1 as \( \epsilon \to 1 \). That is, there exists a constant \( \rho^*_H < 1 \), such that \( \mathbb{E} [A_i^\epsilon] \leq \rho^*_H \). Similarly, we can show that this holds for \( H_o \) as well.

Now we are ready to prove Theorem 4.4. Consider the system in steady state. For any \( m \in H_u \), define

\[
\hat{Q}_m(t) = Q_m^l(t) + Q_m^k(t), \quad \hat{A}_m(t) = A_m^l(t) + A_m^k(t), \quad \hat{S}_m(t) = S_m^l(t) + S_m^k(t).
\]

The dynamics of \( \hat{Q} \) can be written as

\[
\hat{Q}(t+1) = \hat{Q}(t) + \hat{A}(t) - \hat{S}(t).
\]
Consider the ideal arrival process $F(t)$ defined in the proof of Theorem 4.7.

Let

$$
\hat{F}_m(t) = F^l_m(t) + F^k_m(t).
$$

Then we can rewrite the dynamics of $\hat{Q}$ as

$$
\hat{Q}(t + 1) = \hat{Q}(t) + \hat{F}(t) - \hat{S}(t) + \hat{A}(t) - \hat{F}(t).
$$

Let $c_h \in \mathbb{R}^{M_{\mathcal{H}_u}}_+$ be a unit vector with all elements equal, i.e.,

$$
c_h = \frac{1}{\sqrt{M_{\mathcal{H}_u}}} \underbrace{(1, 1, \ldots, 1)}_{M_{\mathcal{H}_u}}.
$$

Since we consider the system in steady state, the drift of function $\|\hat{Q}\|^2 = \|\langle c_h, \hat{Q}\rangle\|^2$ should be zero, which yields

$$
2\mathbb{E} \left[ \langle c_h, \hat{Q}(t) \rangle \langle c_h, \hat{S}(t) - \hat{F}(t) \rangle \right] = \mathbb{E} \left[ \langle c_h, \hat{F}(t) - \hat{S}(t) \rangle^2 \right] + \mathbb{E} \left[ \langle c_h, \hat{A}(t) - \hat{F}(t) \rangle^2 \right] + 2\mathbb{E} \left[ \langle c_h, \hat{Q}(t) + \hat{F}(t) - \hat{S}(t) \rangle \langle c_h, \hat{A}(t) - \hat{F}(t) \rangle \right]. \quad (B.17)
$$

According to the definition of ideal arrival process,

$$
\langle c_h, \hat{F}(t) \rangle = \frac{1}{\sqrt{M_{\mathcal{H}_u}}} \sum_{m \in \mathcal{H}_u} F^l_m(t) = \frac{1}{\sqrt{M_{\mathcal{H}_u}}} \sum_{L \in \mathcal{L}_{\mathcal{H}_u}} A_L(t).
$$

Thus the sum of ideal arrivals on $\mathcal{H}_u$ and the queue lengths are independent. We have

$$
\mathbb{E} \left[ \langle c_h, \hat{Q}(t) \rangle \langle c_h, \hat{S}(t) - \hat{F}(t) \rangle \right] = \frac{1}{M_{\mathcal{H}_u}} \mathbb{E} \left[ \left( \sum_{m \in \mathcal{H}_u} \hat{Q}_m(t) \right) \left( \sum_{m \in \mathcal{H}_u} \hat{S}_m(t) \right) \right] - \frac{1}{M_{\mathcal{H}_u}} \mathbb{E} \left[ \sum_{m \in \mathcal{H}_u} \hat{Q}_m(t) \right] \left( \sum_{L \in \mathcal{L}_{\mathcal{H}_u}} \lambda_L \right).
$$

Note that $\hat{S}_m(t) = S^l_m(t) + S^k_m(t)$ only depends on the state of $m-$th queue.
Hence
\[
\mathbb{E} \left[ \left( \sum_{m \in \mathcal{H}} \hat{Q}_m(t) \right) \left( \sum_{m \in \mathcal{H}} \hat{S}_m(t) \right) \right] \\
= \sum_{m \in \mathcal{H}} \mathbb{E} \left[ \hat{S}_m(t) \hat{Q}_m(t) \right] + \sum_{m \in \mathcal{H}} \mathbb{E} \left[ \hat{S}_m(t) \right] \mathbb{E} \left[ \sum_{n \in \mathcal{H}, n \neq m} \hat{Q}_n(t) \right] \\
= \sum_{m \in \mathcal{H}} \mathbb{E} \left[ \hat{S}_m(t) \hat{Q}_m(t) \right] + \mathbb{E} \left[ \sum_{m \in \mathcal{H}} \hat{S}_m(t) \right] \mathbb{E} \left[ \sum_{n \in \mathcal{H}} \hat{Q}_n(t) \right] \\
- \sum_{m \in \mathcal{H}} \left( \mathbb{E} \left[ \hat{S}_m(t) \right] \mathbb{E} \left[ \hat{Q}_m(t) \right] \right).
\]

We have the following bound on the term \( \sum_{m \in \mathcal{H}} \mathbb{E} \left[ \hat{S}_m(t) \hat{Q}_m(t) \right] \).

**Lemma B.18.**
\[
\sum_{m \in \mathcal{H}} \mathbb{E} \left[ \hat{S}_m(t) \hat{Q}_m(t) \right] \geq \sum_{m \in \mathcal{H}} \alpha \mathbb{E} \left[ \hat{Q}_m(t) \right] - C_1,
\]
where \( C_1 > 0 \) is a constant.

Since \( \hat{Q} \) is in steady state, we have \( \mathbb{E} \left[ \hat{S}_m(t) \right] = \mathbb{E} \left[ \hat{A}_m(t) \right] \). So
\[
\mathbb{E} \left[ \sum_{m \in \mathcal{H}} \hat{S}_m(t) \right] \mathbb{E} \left[ \sum_{n \in \mathcal{H}} \hat{Q}_n(t) \right] - \sum_{m \in \mathcal{H}} \left( \mathbb{E} \left[ \hat{S}_m(t) \right] \mathbb{E} \left[ \hat{Q}_m(t) \right] \right) \\
= \mathbb{E} \left[ \sum_{m \in \mathcal{H}} \hat{A}_m(t) \right] \mathbb{E} \left[ \sum_{n \in \mathcal{H}} \hat{Q}_n(t) \right] - \sum_{m \in \mathcal{H}} \left( \mathbb{E} \left[ \hat{A}_m(t) \right] \mathbb{E} \left[ \hat{Q}_m(t) \right] \right) \\
= \mathbb{E} \left[ \sum_{m \in \mathcal{H}} \left( A^l_m(t) + A^k_m(t) \right) \right] \mathbb{E} \left[ \sum_{n \in \mathcal{H}} \hat{Q}_n(t) \right] \\
- \sum_{m \in \mathcal{H}} \left( \mathbb{E} \left[ A^l_m(t) + A^k_m(t) \right] \mathbb{E} \left[ \hat{Q}_m(t) \right] \right) \\
\overset{(a)}{=} \mathbb{E} \left[ \sum_{m \in \mathcal{H}} \left( A^l_m(t) + A^k_m(t) \right) \right] \mathbb{E} \left[ \sum_{n \in \mathcal{H}} \hat{Q}_n(t) \right] - \sum_{m \in \mathcal{H}} \left( \alpha \rho^m \mathbb{E} \left[ \hat{Q}_m(t) \right] \right),
\]
where inequality (a) follows from Lemma B.17.
Together we have

\[
\mathbb{E} \left[ \langle \mathbf{c}_h, \hat{Q}(t) \rangle \langle \mathbf{c}_h, \hat{S}(t) - \hat{F}(t) \rangle \right] \\
\geq \frac{1}{M_{Hu}} \left\{ \sum_{m \in H_u} \alpha \mathbb{E} \left[ \hat{Q}_m(t) \right] - C_1 + \mathbb{E} \left[ \sum_{m \in H_u} \left( A^l_m(t) + A^k_m(t) \right) \right] \mathbb{E} \left[ \sum_{n \in H_u} \hat{Q}_n(t) \right] \\
- \sum_{m \in H_u} \left( \alpha \rho^*_h \mathbb{E} \left[ \hat{Q}_m(t) \right] \right) - \mathbb{E} \left[ \sum_{m \in H_u} \hat{Q}_m(t) \right] \left( \sum_{\bar{L} \in \mathcal{L}^*_u} \lambda_{\bar{L}} \right) \right\} \\
= \frac{1}{M_{Hu}} \left\{ \alpha (1 - \rho^*_h) + \mathbb{E} \left[ \sum_{m \in H_u} \left( A^l_m(t) + A^k_m(t) \right) \right] - \sum_{\bar{L} \in \mathcal{L}^*_u} \lambda_{\bar{L}} \right\} \mathbb{E} \left[ \sum_{m \in H_u} \hat{Q}_m(t) \right] \\
- \frac{C_1}{M_{Hu}}. 
\]

Following the same line of reasoning as in the proof of Lemma 3.20, we can show that

\[
\sum_{\bar{L} \in \mathcal{L}^*_u} \lambda_{\bar{L}} - \mathbb{E} \left[ \sum_{m \in H_u} \left( A^l_m(t) + A^k_m(t) \right) \right] \leq C \epsilon, 
\]

where \( C \) is a constant only depending on \( \alpha, \beta \) and \( \gamma \). Also, by the definition of ideal arrival process,

\[
\sum_{m \in H_u} \hat{F}_m(t) = \sum_{\bar{L} \in \mathcal{L}^*_u} \lambda_{\bar{L}} \geq \sum_{m \in H_u} \hat{A}_m(t).
\]

Therefore we have

\[
\mathbb{E} \left[ \langle \mathbf{c}_h, \hat{Q}(t) \rangle \langle \mathbf{c}_h, \hat{S}(t) - \hat{F}(t) \rangle \right] \geq \frac{1}{M_{Hu}} \left[ \alpha (1 - \rho^*_h) - C \epsilon \right] \mathbb{E} \left[ \sum_{m \in H_u} \hat{Q}_m(t) \right] - \frac{C_1}{M_{Hu}}. 
\] (B.18)

By the boundedness of arrivals and service, there exist constants \( C_2 > 0 \) and \( C_3 > 0 \) not depending on \( \epsilon \) such that

\[
\mathbb{E} \left[ \langle \mathbf{c}_h, \hat{F}(t) - \hat{S}(t) \rangle^2 \right] \leq C_2, \quad (B.20) \\
\mathbb{E} \left[ \langle \mathbf{c}_h, \hat{A}(t) - \hat{F}(t) \rangle^2 \right] \leq C_3. \quad (B.21)
\]
For the last on the RHS of (B.17),

\[
\mathbb{E} \left[ \langle c_h, \hat{Q}(t) + \hat{F}(t) - \hat{S}(t) \rangle \langle c_h, \hat{A}(t) - \hat{F}(t) \rangle \right] \\
= \mathbb{E} \left[ \langle c_h, \hat{Q}(t) \rangle \langle c_h, \hat{A}(t) - \hat{F}(t) \rangle \right] + \mathbb{E} \left[ \langle c_h, \hat{F}(t) - \hat{S}(t) \rangle \langle c_h, \hat{A}(t) - \hat{F}(t) \rangle \right] \\
\leq \mathbb{E} \left[ \langle c_h, \hat{F}(t) - \hat{S}(t) \rangle \langle c_h, \hat{A}(t) - \hat{F}(t) \rangle \right] \\
\leq (b) C_4, \tag{B.22}
\]

where (a) follows by the fact that \( \langle c_h, \hat{A}(t) - \hat{F}(t) \rangle \leq 0 \), and (b) follows from the boundedness of arrivals, and \( C_4 > 0 \) is a constant.

From Eq. (B.17) and inequalities (B.19)-(B.22), we have

\[
\frac{2}{M_{H_u}} [\alpha(1 - \rho_h^*) - C\epsilon] \mathbb{E} \left[ \sum_{m \in H_u} \hat{Q}_m(t) \right] \leq \frac{2C_1}{M_{H_u}} + C_2 + C_3 + 2C_4. \tag{B.23}
\]

Thus for any \( 0 < \epsilon < \frac{\alpha(1 - \rho_h^*)}{C} \),

\[
\mathbb{E} \left[ \sum_{m \in H_u} \hat{Q}_m(t) \right] \leq \frac{C_5}{\alpha(1 - \rho_h^*) - C\epsilon},
\]

where \( C_5 = C_1 + (C_2 + C_3 + 2C_4) \frac{M_{H_u}}{2} \). Therefore

\[
\lim_{\epsilon \downarrow 0} \mathbb{E} \left[ \sum_{m \in H_u} (Q_{m}^{l(\epsilon)}(t) + Q_{m}^{k(\epsilon)}(t)) \right] \leq \frac{C_5}{\alpha(1 - \rho_h^*)}. \tag{B.24}
\]

That is,

\[
\lim_{\epsilon \downarrow 0} \epsilon \mathbb{E} \left[ \sum_{m \in H_u} (Q_{m}^{l(\epsilon)}(t) + Q_{m}^{k(\epsilon)}(t)) \right] = 0.
\]

Similarly we can show that

\[
\lim_{\epsilon \downarrow 0} \epsilon \mathbb{E} \left[ \sum_{m \in H_u} Q_{m}^{l(\epsilon)}(t) \right] = 0.
\]
B.5.2 Proof of Theorem 4.6

Analogue to Lemma B.8, we have the following lemma for the ideal load decomposition for the case $O \neq \emptyset$.

**Lemma B.19.** Consider an arrival rate vector $\lambda$ that satisfies the heavy traffic rack overloaded assumption, with $0 < \epsilon < \bar{\epsilon}$, where $\bar{\epsilon}$ is a positive constant. Then there exists a decomposition $\{\lambda^*_{L,n,m}\}$ of $\lambda$ satisfying the following conditions:

1. $\forall m \in \mathcal{M}$, define $$\omega_m = \sum_{L_m \in \mathcal{L}} \frac{\lambda^*_{L,m}}{\alpha} + \sum_{L_m \in \mathcal{L}_k} \frac{\lambda^*_{L,m}}{\beta} + \sum_{L_m \in \mathcal{L}_r} \frac{\lambda^*_{L,m}}{\gamma}.$$

Then

$$\omega_m = \begin{cases} 1 - \gamma \epsilon_0, & \forall m \in \mathcal{H}_u \\ 1 - \beta \epsilon_0, & \forall m \in \mathcal{H}_o \\ 1 - \alpha \epsilon_0, & \forall m \in \mathcal{B}_o \end{cases}$$

where $\epsilon_0 = \frac{\epsilon}{\|\tilde{c}\|^2}$.

2. Let $\mathcal{L}_{\mathcal{B}_o}$ denote the set of task types that are only local to $\mathcal{B}_o$. $\forall \bar{L} \in \mathcal{L}_{\mathcal{B}_o}$, $\forall m \in \{i \in \mathcal{M} | i \in \bar{L}, \text{ or } i \in \mathcal{H}_u, \text{ or } i \in \mathcal{L}_k \cap \mathcal{H}_o\}$, $\lambda^*_{L,m} = \sum_{n \in \bar{L}} \lambda^*_{L,n,m} \geq \kappa$, where $\kappa$ is a positive constant independent of $\epsilon$.

We need the following additional lemmas analogue to Lemmas B.11-B.13 for the evenly loaded case.

**Lemma B.20.** Under balanced-Pandas, for any $t \geq 0$,

$$\mathbb{E} [\langle \mathbf{W}(t), \mathbf{A}(t) \rangle - \langle \mathbf{W}(t), \omega \rangle | Z(t)] \leq -\lambda_{\min} \|\mathbf{W}_\perp(t)\|, \quad (B.25)$$

where $\lambda_{\min}$ is a constant independent of $\epsilon$.

**Lemma B.21.** Under balanced-Pandas, for any $t \geq 0$,

$$\mathbb{E} [\langle \mathbf{W}(t), \omega \rangle - \langle \mathbf{W}(t), \mathbf{S}(t) \rangle | Z(t)] = -\frac{\epsilon}{\|\mathbf{c}\|} \langle \mathbf{c}, \mathbf{W} \rangle.$$
**Lemma B.22.** Under balanced-Pandas, for any \( t \geq 0 \),

\[
\mathbb{E} [\langle c, W(t) \rangle \langle c, A(t) - S(t) \rangle | Z(t) ] \geq - \frac{\epsilon}{\|c\|} \langle c, W \rangle.
\]

**Proof of Theorem 4.6.** We consider Lyapunov function

\[ F(Z) = \| W_\perp \|, \]

whose drift can be bounded as

\[
\Delta F(Z) \leq \frac{1}{2\| W_\perp \|} (\Delta V(Z) - \Delta V_{\parallel}(Z)), \tag{B.26}
\]

where \( \Delta V(Z) \) and \( \Delta V_{\parallel}(Z) \) are the drifts for \( V(Z) = \| W \|^2 \) and \( V_{\parallel}Z = \| W_{\parallel} \|^2 \) respectively. We then have

\[
\mathbb{E} [\Delta V(Z(t)) - \Delta V_{\parallel}(Z(t)) | Z(t) ] \tag{B.27}
\leq 2 \mathbb{E} [\langle W(t), A(t) - S(t) \rangle - \langle c, W(t) \rangle \langle c, A(t) - S(t) \rangle | Z(t) ] + C_1.
\]

Lemma B.20-B.22 gives an bound on \( \Delta F(Z(t)) \):

\[
\mathbb{E} [\Delta F(Z(t)) | Z(t) ] \leq -\lambda_0 + \frac{C}{\| W_\perp(t) \|},
\]

where \( \lambda_0 \) and \( C \) are positive constants independent of \( \epsilon \). This inequality verifies the negative drift condition, and hence establishes the existence of finite constants \( \{ C'_r \}_{r \in \mathbb{N}} \) for which

\[
\mathbb{E} [\| W^{(r)}_\perp(t) \|] \leq C'_r. \tag*{\blacksquare}
\]

**Proof of Lemmas B.20-B.22**

**Proof of Lemma B.20.** From the proof of Lemma 3.7, we have

\[
\mathbb{E} [\langle W(t), A(t) \rangle | Z(t) ] = \sum_{L \in \mathcal{L}} \left( W^*_L(t) \sum_m \lambda^*_L,m \right),
\]

where

\[
W^*_L(t) = \min_{m \in \mathcal{M}} \left\{ \frac{W_m(t)}{\alpha} I_{\{m \in \mathcal{L}_L\}}, \frac{W_m(t)}{\beta} I_{\{m \in \mathcal{L}_k\}}, \frac{W_m(t)}{\gamma} I_{\{m \in \mathcal{L}_r\}} \right\}.
\]
Note that

\[
E [\langle W(t), \omega \rangle | Z(t) ] \\
= \sum_{L \in \mathcal{L}} \left( \sum_{m \in \bar{L}} \frac{W_m(t)}{\alpha} \lambda^*_{L,m} + \sum_{m \in \bar{L}_k} \frac{W_m(t)}{\beta} \lambda^*_{L,m} + \sum_{m \in \bar{L}_r} \frac{W_m(t)}{\gamma} \lambda^*_{L,m} \right).
\]

So

\[
E [\langle W(t), A(t) \rangle | Z(t) ] - E [\langle W(t), \omega \rangle | Z(t) ] \\
= \sum_m \left[ \sum_{L \in \bar{L}_B \text{ s.t. } m \in \bar{L}} \left( W_L^*(t) - \frac{W_m(t)}{\alpha} \right) \lambda^*_{L,m} + \sum_{L \in \bar{L}_B \text{ s.t. } m \in \bar{L}_k} \left( W_L^*(t) - \frac{W_m(t)}{\beta} \right) \lambda^*_{L,m} \\
+ \sum_{L \in \bar{L}_B \text{ s.t. } m \in \bar{L}_r} \left( W_L^*(t) - \frac{W_m(t)}{\gamma} \right) \lambda^*_{L,m} \right].
\]

Let \( \lambda_0 = \frac{\kappa}{M} \), where \( \kappa \) is defined in Lemma B.19. Then \( \lambda_0 > 0 \) and does not depend on \( \epsilon \). By Lemma B.19, for any \( \bar{L} \in \mathcal{L}_B \), \( \forall m \in \{ i \in \mathcal{M} | i \in \bar{L}, \text{ or } i \in \mathcal{H}_u \text{, or } i \in \bar{L}_k \cap \mathcal{H}_o \} \), \( \lambda^*_{L,m} \geq \lambda_0 \), and \( \frac{\lambda^*_{L,m}}{M} \geq \lambda_0 \).

Define \( \bar{L}^* \in \arg \min_{L \in \mathcal{L}_B} W_L^*(t) \), and \( W_{\min} = W_{\bar{L}^*}(t) \). Consider a particular server \( m_0 \in \mathcal{H}_u \), and discard the terms with indices not equal to \( \bar{L}^* \) in its summation. For each \( m \in \mathcal{B}_o \), keep one term with index \( \bar{L}^{(m)} \in \mathcal{L}_B \text{ s.t. } m \in \bar{L} \); for each \( m \in \mathcal{H}_o \), keep one term with index \( \bar{L}^{(m)} \in \mathcal{L}_B \text{ s.t. } m \in \bar{L}_k \); for each \( m \in \mathcal{H}_u \), except \( m_0 \), keep one term with index \( \bar{L}^{(m)} \in \mathcal{L}_B \text{ s.t. } m \in \bar{L}_r \). Discarding all other terms yields:
\[ \mathbb{E} \left[ \langle \mathbf{W}(t), \mathbf{A}(t) \rangle | \mathbf{Z}(t) \right] - \mathbb{E} \left[ \langle \mathbf{W}(t), \mathbf{\omega} \rangle | \mathbf{Z}(t) \right] \]

\[ \leq - \sum_{m \in \mathcal{B}_o} \lambda_0 \left( \frac{W_m(t)}{\alpha} - W_{\bar{L}(m)}^*(t) \right) - \sum_{m \in \mathcal{H}_o} \lambda_0 \left( \frac{W_m(t)}{\beta} - W_{\bar{L}(m)}^*(t) \right) - \sum_{m \in \mathcal{H}_u, m \neq m_0} \lambda_0 \left( \frac{W_m(t)}{\gamma} - W_{\bar{L}(m)}^*(t) \right) - \lambda_0 \left( \mathbb{E} \left[ W_m(t) \right] - W_{\min}(t) \right) \]

\[ = - \sum_{m \in \mathcal{B}_o} \lambda_0 \left( \frac{W_m(t)}{\alpha} - W_{\min}(t) \right) - \sum_{m \in \mathcal{H}_o} \lambda_0 \left( \frac{W_m(t)}{\beta} - W_{\min}(t) \right) - \sum_{m \in \mathcal{H}_u} \lambda_0 \left( \frac{W_m(t)}{\gamma} - W_{\min}(t) \right) - \lambda_0 \sum_{m \neq m_0} \left( \frac{W_m(t)}{\gamma} - W_{\bar{L}(m)}^*(t) \right) \]

\[ \overset{(a)}{\leq} - \lambda_0 \left[ \sum_{m \in \mathcal{B}_o} \left( \frac{W_m(t)}{\alpha} - W_{\min}(t) \right) + \sum_{m \in \mathcal{H}_o} \left( \frac{W_m(t)}{\beta} - W_{\min}(t) \right) \right] \]

\[ + \sum_{m \in \mathcal{H}_u} \left( \frac{W_m(t)}{\gamma} - W_{\min}(t) \right) \]

\[ \leq - \frac{\lambda_0}{\alpha} \sum_m \left( W_m(t) - \tilde{c}_m W_{\min}(t) \right), \]

where (a) follows from the fact that \( \frac{W_m(t)}{\gamma} \geq W_{\bar{L}(m)}^*(t) \) for all \( \bar{L}(m) \).

By the definition of \( W_{\min}(t) \), for any \( m \), \( W_m(t) \geq \tilde{c}_m W_{\min}(t) \). Hence

\[ \sum_m \left( W_m(t) - \tilde{c}_m W_{\min}(t) \right) = \| \mathbf{W}(t) - W_{\min}(t) \tilde{c} \|_1 \]

\[ \geq \| \mathbf{W}(t) - W_{\min}(t) \|_2 \| \tilde{c} \|_2 \cdot \| \mathbf{c} \|_2, \]

where \( \| \cdot \|_1 \) and \( \| \cdot \|_2 \) are the \( l_1 \) and \( l_2 \) norm, respectively. The inequality follows by the fact that the \( l_1 \) norm of a vector is no smaller than its \( l_2 \) norm. As the convex function \( \| \mathbf{W}(t) - x \mathbf{c} \|_2 \) is minimized at \( x = \langle \mathbf{c}, \mathbf{W} \rangle \),

\[ \| \mathbf{W}(t) - W_{\min}(t) \|_2 \| \tilde{c} \|_2 \geq \| \mathbf{W}(t) - \langle \mathbf{c}, \mathbf{W} \rangle \mathbf{c} \|_2 = \| \mathbf{W}_\perp(t) \|. \]

Therefore, we have

\[ \mathbb{E} \left[ \langle \mathbf{W}(t), \mathbf{A}(t) \rangle | \mathbf{Z}(t) \right] - \mathbb{E} \left[ \langle \mathbf{W}(t), \mathbf{\omega} \rangle | \mathbf{Z}(t) \right] \leq -\lambda_0 \| \mathbf{W}_\perp(t) \|, \]

where \( \lambda_{\min} = \frac{\lambda_0}{\alpha} \), independent of \( \epsilon \).
Proof of Lemma B.21. It is similar to that of Lemma B.12. We skip the proof details here.

Proof of Lemma B.22. It is similar to that of Lemma B.13. We skip the proof details here.

B.5.3 Proof of Theorem 4.7

First we define a series of ideal processes.

Ideal scheduling decision process $\eta'(t)$: $\forall m \in \mathcal{B}_o, \eta'_m(t) = 0$; $\forall m \in \mathcal{H}_o, \eta'_m(t) = \eta_m(t)$ if $\eta_m(t) = 0$, and $\eta'_m(t) = 1$ when $f_m(t^-) = -1, Q^l_m(t) = 0$; $\forall m \in \mathcal{H}_u, \eta'_m(t) = \eta_m(t)$. That is, each beneficiary in the overloaded racks is scheduled to serve its local sub-queue only under the ideal scheduling, and an idle helper with an empty local sub-queue in an overloaded rack is scheduled to serve its rack-local sub-queue only.

Ideal service process $D(t)$: For each $m \in \mathcal{B}_o$,

$$D^k_m(t) = 0, \; D^r_m(t) = 0,$$

and each process $D^l_m(t)$ is i.i.d. with $D^l_m(t) \sim \text{Bern}(\alpha)$ and is coupled with $S_m(t)$ in the following way: If $\eta_m(t) = 0$, $D^l_m(t) = S^l_m(t)$; if $\eta_m(t) = 1$, $D^l_m(t) = 1$ when $S^k_m(t) = 1$, and $D^l_m(t) \sim \text{Bern}(\frac{\alpha - \beta}{1 - \beta})$ when $S^k_m(t) = 0$; if $\eta_m(t) = 2$, $D^l_m(t) = 1$ when $S^r_m(t) = 1$, and $D^l_m(t) \sim \text{Bern}(\frac{\alpha - \gamma}{1 - \gamma})$ when $S^r_m(t) = 0$.

For each $m \in \mathcal{H}_o$,

$$D^l_m(t) = S^l_m(t), \; D^r_m(t) = 0,$$

and each process $D^k_m(t)$ is i.i.d. with $D^k_m(t) \sim \text{Bern}(\beta I_{\{\eta_m(t) \neq 0\}})$ and is coupled with $S_m(t)$ in the following way: If $\eta_m(t) \neq 2$, $D^k_m(t) = S^k_m(t)$; if $\eta_m(t) = 2$, $D^k_m(t) = 1$ when $S^r_m(t) = 1$, and $D^k_m(t) \sim \text{Bern}(\frac{\beta - \gamma}{1 - \gamma})$ when $S^r_m(t) = 0$.

For each $m \in \mathcal{H}_u$, $D_m(t) = S_m(t)$.

$$D^l_m(t) = S^l_m(t), D^k_m(t) = 0,$$

and each process $D^r_m(t)$ is i.i.d. with $D^r_m(t) \sim \text{Bern}(\gamma I_{\{\eta_m(t) \neq 0\}})$ and is cou-
pled with \( S_m(t) \) in the following way: If \( \eta_m(t) \neq 1 \), \( D_m^r(t) = S_m^r(t) \); if \( \eta_m(t) = 1 \), \( D_m^r(t) = 0 \) when \( S_m^k(t) = 0 \), and \( D_m^r(t) \sim \text{Bern}(\frac{\beta - \gamma}{1 - \beta}) \) when \( S_m^k(t) = 1 \).

**Ideal arrival process \( F(t) \):** Ideally, \( \forall \bar{L} \in L_{\mathcal{H}_u}^* \), type-\( \bar{L} \) tasks would join their local sub-queues at \( \mathcal{H}_u \). So we re-distribute unwanted arrivals \( \sum_{m: \bar{L}, m \notin \mathcal{H}_u} A_{L,m} \) among its local servers at \( \mathcal{H}_u \) evenly. Similarly, all tasks of types \( \mathcal{L}_{\mathcal{H}_o} \) would be routed to their local sub-queues at \( \mathcal{H}_o \). That is, unwanted arrivals \( \sum_{m: \bar{L}, m \notin \mathcal{H}_o} A_{L,m} \) would be re-distributed evenly among its local servers at \( \mathcal{H}_o \). For any \( \bar{L} \in \mathcal{L}_{\mathcal{B}_o} \), type-\( \bar{L} \) tasks would only join their local sub-queues at \( \mathcal{B}_o \), or rack-local sub-queues at \( \mathcal{H}_o \), or remote sub-queues at \( \mathcal{H}_u \). Hence we re-distribute unwanted arrivals that are routed to other sub-queues evenly among its local servers at \( \mathcal{B}_o \). Then we can rewrite the dynamics of \( \tilde{Q} \) as

\[
\tilde{Q}(t+1) = \tilde{Q}(t) + \tilde{F}(t) - \tilde{D}(t) + \tilde{V}(t),
\]

where \( \tilde{V}(t) = \tilde{A}(t)(t) - \tilde{F}(t) + \tilde{D}(t) - \tilde{S}(t) + \tilde{U}(t) \).

In steady state, we have

\[
2\mathbb{E}\left[\langle c, \tilde{Q}(t)\rangle \langle c, \tilde{D}(t) - \tilde{F}(t)\rangle\right] = \mathbb{E}\left[\langle c, \tilde{F}(t) - \tilde{D}(t)\rangle^2\right] + \mathbb{E}\left[\langle c, \tilde{V}(t)\rangle^2\right] + 2\mathbb{E}\left[\langle c, \tilde{Q}(t) + \tilde{F}(t) - \tilde{D}(t)\rangle \langle c, \tilde{V}(t)\rangle\right].
\]

Note that

\[
\Psi^{(e)} \leq \sum_{m \in \mathcal{H}_u} \gamma \frac{Q_m^r}{\gamma} + \sum_{m \in \mathcal{H}_o} \beta \left( \frac{Q_m^k}{\beta} + \frac{Q_m^r}{\gamma} \right) + \sum_{m \in \mathcal{B}_o} \alpha \left( \frac{Q_m^l}{\alpha} + \frac{Q_m^k}{\beta} + \frac{Q_m^r}{\gamma} \right) = ||\tilde{c}||\langle c, \tilde{Q} \rangle.
\]

An upper bound on \( \mathbb{E}\left[\langle c, \tilde{Q}(t)\rangle\right] \) can be obtained by bounding each of the above terms, which gives an upper bound on \( \mathbb{E}\left[\Psi^{(e)}(t)\right] \).

For convenience, we temporarily omit the superscript \( ^{(e)} \). We study each term in (B.28)-(B.30).

According to the definition of ideal arrival processes,

\[
\langle \tilde{c}, \tilde{F}(t)\rangle = \sum_{L \in \mathcal{L}_{\mathcal{B}_o}} A_L(t).
\]
Hence
\[
\mathbb{E} \left[ \langle \tilde{c}, \tilde{F}(t) \rangle \right] = \sum_{L \in \mathcal{L}_o} \lambda_L, \quad \text{Var} \left[ \langle \tilde{c}, \tilde{F}(t) \rangle \right] = (\sigma^{(c)})^2.
\]

By the definition of ideal service processes,
\[
\langle \tilde{c}, \tilde{D}(t) \rangle = \sum_{m \in \mathcal{B}_o} \frac{D^l_m(t)}{\alpha} + \sum_{m \in \mathcal{H}_o} \beta \cdot \frac{D^k_m(t)}{\beta} + \sum_{m \in \mathcal{H}_u} \gamma \cdot \frac{D^r_m(t)}{\gamma}.
\]

For each server \(m\), we denote by \(\rho^l_m\) the proportion of time it spends on serving local sub-queue in steady state. Then
\[
\mathbb{E} \left[ \langle \tilde{c}, \tilde{D}(t) \rangle \right] = \alpha M_{\mathcal{B}_o} + \sum_{m \in \mathcal{H}_o} \beta (1 - \rho^l_m) + \sum_{m \in \mathcal{H}_u} \gamma (1 - \rho^l_m),
\]
\[
\text{Var} \left[ \langle \tilde{c}, \tilde{D}(t) \rangle \right] = \alpha (1 - \alpha) M_{\mathcal{B}_o} + \sum_{m \in \mathcal{H}_o} \beta (1 - \rho^l_m)[1 - \beta (1 - \rho^l_m)]
\]
\[
+ \sum_{m \in \mathcal{H}_u} \gamma (1 - \rho^l_m)[1 - \gamma (1 - \rho^l_m)]
\]
\[
= \left( \nu^{(c)} \right)^2.
\]

It is easy to verify that
\[
\mathbb{E} \left[ \langle \tilde{c}, \tilde{D}(t) \rangle \right] - \mathbb{E} \left[ \langle \tilde{c}, \tilde{F}(t) \rangle \right] = \epsilon + \beta (\Phi_{\mathcal{H}_o} - \sum_{m \in \mathcal{H}_o} \rho^l_m) + \gamma (\Phi_{\mathcal{H}_u} - \sum_{m \in \mathcal{H}_u} \rho^l_m) = \epsilon + \delta,
\]
where \(\delta = \beta (\Phi_{\mathcal{H}_o} - \sum_{m \in \mathcal{H}_o} \rho^l_m) + \gamma (\Phi_{\mathcal{H}_u} - \sum_{m \in \mathcal{H}_u} \rho^l_m) \geq 0\), and \(\delta \to 0\) as \(\epsilon \downarrow 0\). Therefore,
\[
\mathbb{E} \left[ \langle c, \tilde{Q}(t) \rangle \langle c, \tilde{D}(t) - \tilde{F}(t) \rangle \right] = \frac{1}{||\tilde{c}||^2} \mathbb{E} \left[ \langle c, \tilde{Q}(t) \rangle \left( \langle \tilde{c}, \tilde{D}(t) \rangle - \langle \tilde{c}, \tilde{F}(t) \rangle \right) \right]
\]
\[
= \frac{\epsilon + \delta}{||\tilde{c}||^2} \mathbb{E} \left[ \langle c, \tilde{Q}(t) \rangle \right]. \tag{B.31}
\]

For the first term in (B.29), we have
\[
\mathbb{E} \left[ \langle c, \tilde{F}(t) - \tilde{D}(t) \rangle^2 \right]
\]
\[
= \frac{1}{||\tilde{c}||^2} \left\{ \text{Var} \left[ \langle \tilde{c}, \tilde{D}(t) \rangle \right] + \text{Var} \left[ \langle \tilde{c}, \tilde{D}(t) \rangle \right] + \left( \mathbb{E} \left[ \langle c, \tilde{F}(t) - \tilde{D}(t) \rangle \right] \right)^2 \right\}
\]
\[
= \frac{1}{||\tilde{c}||^2} \left[ (\sigma^{(c)})^2 + (\nu^{(c)})^2 + (\epsilon + \delta)^2 \right]. \tag{B.32}
\]
The following lemma provides an upper bound on the second term in (B.29).

**Lemma B.23.**

\[
E \left[ \langle c, \tilde{V}(t) \rangle^2 \right] \leq C\epsilon, \quad (B.33)
\]

where \( C \) is a constant not depending on \( \epsilon \).

Next we will bound the term (B.30). We consider the system in steady state, which yields

\[
E \left[ \langle c, \tilde{F}(t) - \tilde{D}(t) + \tilde{V}(t) \rangle \right] = E \left[ \langle c, \tilde{Q}(t + 1) - \tilde{Q}(t) \rangle \right] = 0.
\]

Hence

\[
E \left[ \langle c, \tilde{V}(t) \rangle \right] = E \left[ \langle c, \tilde{F}(t) - \tilde{D}(t) \rangle \right] = \frac{\epsilon + \delta}{\|\tilde{c}\|}.
\]

Thus

\[
E \left[ \langle c, \tilde{F}(t) - \tilde{D}(t) \rangle \langle c, \tilde{V}(t) \rangle \right] \leq E \left[ \langle c, \tilde{F}(t) \rangle \langle c, \tilde{V}(t) \rangle \right] \leq \frac{C_A(\epsilon + \delta)}{\|\tilde{c}\|^2}.
\]

Together, we have

\[
E \left[ \langle c, \tilde{Q}(t) + \tilde{F}(t) - \tilde{D}(t) \rangle \langle c, \tilde{V}(t) \rangle \right] \leq E \left[ \langle c, \tilde{Q}(t) \rangle \langle c, \tilde{V}(t) \rangle \right] + \frac{C_A(\epsilon + \delta)}{\|\tilde{c}\|^2}.
\]

We can rewrite the term \( \langle c, \tilde{Q}(t) \rangle \langle c, \tilde{V}(t) \rangle \) as

\[
\langle c, \tilde{Q}(t) \rangle \langle c, \tilde{V}(t) \rangle = \langle \tilde{Q}(t), \tilde{V}(t) \rangle - \langle \tilde{Q}_\perp(t), \tilde{V}_\perp(t) \rangle
\]

\[
= \langle \tilde{Q}(t), \tilde{D}(t) - \tilde{S}(t) \rangle + \langle \tilde{Q}(t), \tilde{A}(t) - \tilde{F}(t) \rangle + \langle \tilde{Q}(t), \tilde{V}(t) \rangle - \langle \tilde{Q}_\perp(t), \tilde{V}_\perp(t) \rangle.
\]

The following two lemmas bound the first two terms in (B.34).

**Lemma B.24.**

\[
E \left[ \langle \tilde{Q}(t), \tilde{D}(t) - \tilde{S}(t) \rangle \right] = 0.
\]

**Lemma B.25.**

\[
E \left[ \langle \tilde{Q}(t), \tilde{A}(t) - \tilde{F}(t) \rangle \right] = o(\epsilon).
\]
The first term in (B.35) is equal to zero by Lemma B.7. To bound the second term in (B.35), we first provide a bound on $\mathbb{E} \left[ \| \tilde{V}(t) \|^2 \right]$. By Lemma B.23, we can show that

$$\mathbb{E} \left[ \| \tilde{V}(t) \|^2 \right] \leq R\epsilon,$$

where $R$ is a constant independent of $\epsilon$. Again we will use state space collapse result to bound $-\langle \tilde{Q}(t), \tilde{V}(t) \rangle$. By Cauchy-Schwarz inequality, we have

$$\mathbb{E} \left[ -\langle \tilde{Q}(t), \tilde{V}(t) \rangle \right] \leq \sqrt{\mathbb{E} \left[ \| \tilde{Q}(t) \|^2 \right] \mathbb{E} \left[ \| \tilde{V}(t) \|^2 \right]} \leq \sqrt{C'_2 R\epsilon}.$$

Utilizing the above inequalities yields the following bound on the term (B.30):

$$\mathbb{E} \left[ \langle c, \tilde{Q}(t) + \tilde{F}(t) - \tilde{D}(t) \rangle \langle c, \tilde{V}(t) \rangle \right] \leq \frac{C_A(\epsilon + \delta)}{\| \tilde{c} \|^2} + \sqrt{C'_2 R\epsilon} + o(\epsilon). \quad (B.36)$$

We now reintroduce the superscript $(\epsilon)$. Substituting (B.31)-(B.33) and (B.36) in (B.28)-(B.30) yields

$$2\epsilon + \delta \| \tilde{c} \| \mathbb{E} \left[ \langle c, \tilde{Q}(t) \rangle \right] \leq \frac{(\sigma^{(\epsilon)})^2 + (\nu^{(\epsilon)})^2 + (\epsilon + \delta)^2}{2\epsilon} + C\epsilon + \frac{2C_A(\epsilon + \delta)}{\| \tilde{c} \|^2} + 2 \sqrt{C'_2 R\epsilon} + o(\epsilon).$$

Since $\delta \geq 0$, we have

$$\| \tilde{c} \| \mathbb{E} \left[ \langle c, \tilde{Q}(t) \rangle \right] \leq \frac{(\sigma^{(\epsilon)})^2 + (\nu^{(\epsilon)})^2}{2(\epsilon + \delta)} + B^{(\epsilon)} \leq \frac{(\sigma^{(\epsilon)})^2 + (\nu^{(\epsilon)})^2}{2\epsilon} + B^{(\epsilon)},$$

where $B^{(\epsilon)} = \frac{C}{2(\epsilon + \delta)} \| \tilde{c} \| + C_A + \| \tilde{c} \| \sqrt{C'_2 R\epsilon} + o(1)$, which is $o(1/\epsilon)$. Since

$$\Psi^{(\epsilon)} = \sum_{m \in \mathcal{B}_a} (Q^{l^{(\epsilon)}}_m + Q^{k^{(\epsilon)}}_m + Q^{r^{(\epsilon)}}_m) + \sum_{m \in \mathcal{H}_o} (Q^{k^{(\epsilon)}}_m + Q^{r^{(\epsilon)}}_m) + \sum_{m \in \mathcal{H}_u} Q^{r^{(\epsilon)}}_m,$$

we have

$$\mathbb{E} \left[ \Psi^{(\epsilon)} \right] \leq \frac{(\sigma^{(\epsilon)})^2 + (\nu^{(\epsilon)})^2 + (\epsilon + \delta)^2}{2\epsilon} + B^{(\epsilon)}.$$
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Taking the limit as $\epsilon \to 0^+$ gives the result (4.7). Observe that

$$
\mathbb{E} \left[ \sum_m (Q_m^{l(\epsilon)} + Q_m^{k(\epsilon)} + Q_m^{r(\epsilon)}) \right] = \mathbb{E} \left[ \sum_{m \in \mathcal{H}_u} (Q_m^{l(\epsilon)} + Q_m^{k(\epsilon)}) + \sum_{m \in \mathcal{H}_o} Q_m^{l(\epsilon)} \right] + \mathbb{E} \left[ \Psi(\epsilon) \right].
$$

We have established the coincidence of lower and upper bounds for $\epsilon \mathbb{E} \left[ \Psi(\epsilon) \right]$. Then the heavy-traffic optimality of the proposed algorithm follows by Theorem 4.4.

B.5.4 Proof of Lemmas B.23-B.25

Proof of Lemma B.23. We will show that

$$
\mathbb{E} \left[ \| \tilde{A} - \tilde{F} \|^2 \right] \leq C_1 \epsilon, \quad \mathbb{E} \left[ \| \tilde{D} - \tilde{S} \|^2 \right] \leq C_2 \epsilon, \quad \mathbb{E} \left[ \| \tilde{U} \|^2 \right] \leq C_3 \epsilon,
$$

where $C_1, C_2, C_3$ are constants independent of $\epsilon$. Since $\tilde{V}(t) = \tilde{A}(t) - \tilde{F}(t) + \tilde{D}(t) - \tilde{S}(t) + \tilde{U}(t)$, we have

$$
\mathbb{E} \left[ \| \tilde{V}(t) \|^2 \right] = \mathbb{E} \left[ \| \tilde{A}(t) - \tilde{F}(t) + \tilde{D}(t) - \tilde{S}(t) + \tilde{U}(t) \|^2 \right]
\leq 2\mathbb{E} \left[ \| \tilde{A}(t) - \tilde{F}(t) \|^2 + \| \tilde{D}(t) - \tilde{S}(t) \|^2 + \| \tilde{U}(t) \|^2 \right]
\leq 2(C_1 + C_2 + C_3) \epsilon.
$$

In order to achieve maximum throughput, $\forall \tilde{L} \in \mathcal{L}^*_\mathcal{H}_u$, type-$\tilde{L}$ tasks would join their local sub-queues at $\mathcal{H}_u$ ideally. Let $A_{\mathcal{H}_u,C}^l, A_{\mathcal{H}_u,C}^k$ and $A_{\mathcal{H}_u,C}^r$ denote the amount of tasks from $\mathcal{L}^*_\mathcal{H}_u$ that are routed to local, rack-local and remote sub-queues at $C$ respectively, where $C \in \{ \mathcal{H}_u, \mathcal{H}_o, \mathcal{B}_o \}$. Thus ideally $A_{\mathcal{H}_u,\mathcal{H}_u}^l \geq 0$, and all others are zero. We call arrival types that are supposed to be zero as unwanted arrivals. Similarly, all tasks of types $\mathcal{L}_\mathcal{H}_o$ would be routed to their local sub-queues at $\mathcal{H}_o$ ideally. We denote by $A_{\mathcal{H}_o,C}^l, A_{\mathcal{H}_o,C}^k$ and $A_{\mathcal{H}_o,C}^r$ the amount of tasks from $\mathcal{L}_\mathcal{H}_o$ that are routed to local, rack-local and remote sub-queues at $C$ respectively, where $C \in \{ \mathcal{H}_u, \mathcal{H}_o, \mathcal{B}_o \}$. All these arrivals except $A_{\mathcal{H}_o,\mathcal{H}_o}^l$ are unwanted. For any $\tilde{L} \in \mathcal{L}_\mathcal{B}_o$, type-$\tilde{L}$ tasks would only join their local sub-queues at $\mathcal{B}_o$, or rack-local sub-queues at $\mathcal{H}_o$, or remote sub-queues
at $\mathcal{H}_u$. As task types $\mathcal{L}_{B_o}$ are only local to servers in $B_o$, unwanted arrivals include $A^k_{B_oB_o}$, $A^r_{B_oH_o}$ and $A^r_{B_oB_o}$.

First we show that the amount of unwanted arrivals is upper bounded by $C\epsilon$, where $C$ is a constant not depending on $\epsilon$. The expected load on $B_o$ is given by

$$
\Upsilon_{B_o} = \mathbb{E}\left[\frac{1}{\alpha} (A^t_{B_oB_o} + A^t_{H_oB_o} + A^t_{H_uB_o}) + \frac{1}{\beta} (A^k_{B_oB_o} + A^k_{H_oB_o} + A^k_{H_uB_o}) + \frac{1}{\gamma} (A^r_{B_oB_o} + A^r_{H_oB_o} + A^r_{H_uB_o})\right].
$$

Since the system is stable, $\Upsilon_{B_o} < M_{B_o}$. Similarly, the expected load on $H_o$ satisfies

$$
\Upsilon_{H_o} = \mathbb{E}\left[\frac{1}{\alpha} (A^t_{H_oH_o} + A^t_{H_uH_o}) + \frac{1}{\beta} (A^k_{B_oH_o} + A^k_{H_oH_o} + A^k_{H_uH_o}) + \frac{1}{\gamma} (A^r_{B_oH_o} + A^r_{H_oH_o} + A^r_{H_uH_o})\right] < M_{H_o}.
$$

The expected load on $H_u$ satisfies

$$
\Upsilon_{H_u} = \mathbb{E}\left[\frac{A^t_{H_uH_u}}{\alpha} + \frac{A^k_{H_uH_u}}{\beta} + \frac{1}{\gamma} (A^r_{B_oH_u} + A^r_{H_oH_u} + A^r_{H_uH_u})\right] < M_{H_u}.
$$

Therefore,

$$
\alpha \Upsilon_{B_o} + \beta \Upsilon_{H_o} + \gamma \Upsilon_{H_u} < \alpha M_{B_o} + \beta M_{H_o} + \gamma M_{H_u}. \quad (B.37)
$$
LHS of (B.37) can be written as

\[
\mathbb{E} \left[ A_{B_0 B_o}^t + A_{B_0 H_o}^k + A_{B_o H_u}^r + \frac{\alpha}{\beta} A_{B_0 B_o}^k + \frac{\alpha}{\gamma} A_{B_0 B_o}^r + \frac{\beta}{\gamma} A_{B_0 H_o}^r \right] + \mathbb{E} \left[ \frac{\beta}{\alpha} A_{H_o H_o}^l + A_{H_o B_0}^l + \frac{\alpha}{\beta} A_{H_o B_0}^k + A_{H_o H_o}^k \right] + \mathbb{E} \left[ \frac{\beta}{\gamma} A_{H_o H_o}^l + \frac{\alpha}{\gamma} A_{H_o B_0}^r + A_{H_o H_o}^r \right] + \mathbb{E} \left[ \frac{\gamma}{\alpha} A_{H_o H_u}^l + \frac{\beta}{\alpha} A_{H_o H_u}^l + A_{H_o H_u}^l + \frac{\alpha}{\beta} A_{H_o H_u}^k + A_{H_o H_u}^k \right] + \mathbb{E} \left[ \frac{\gamma}{\beta} A_{H_o H_u}^l + \frac{\alpha}{\gamma} A_{H_o H_u}^r + \frac{\beta}{\gamma} A_{H_o H_u}^r + A_{H_o H_u}^r \right] = \sum_{L \in \mathcal{L}_{B_o}} \lambda_L + \mathbb{E} \left[ \frac{\alpha - \beta}{\beta} A_{B_0 B_o}^k + \frac{\alpha - \gamma}{\gamma} A_{B_0 B_o}^r + \frac{\beta - \gamma}{\gamma} A_{B_0 H_o}^r \right] + \frac{\beta}{\alpha} \sum_{L \in \mathcal{L}_{H_o}} \lambda_L + \mathbb{E} \left[ \frac{\alpha - \beta}{\alpha} A_{H_o B_0}^l + \frac{\alpha^2 - \beta^2}{\alpha \beta} A_{H_o B_0}^k + \frac{\alpha - \beta}{\alpha} A_{H_o H_o}^k \right] + \mathbb{E} \left[ \frac{(\alpha - \gamma) \beta}{\alpha \gamma} A_{H_o H_o}^l + \frac{\alpha^2 - \beta \gamma}{\alpha \gamma} A_{H_o B_0}^r + \frac{\alpha - \beta}{\alpha} A_{H_o H_o}^r \right] + \frac{\gamma}{\alpha} \sum_{L \in \mathcal{L}_{H_u}} \lambda_L + \mathbb{E} \left[ \frac{\beta - \gamma}{\alpha} A_{H_o H_u}^l + \frac{\alpha - \gamma}{\alpha} A_{H_o B_0}^l + \frac{\alpha^2 - \beta \gamma}{\alpha \beta} A_{H_o H_u}^k + \frac{\alpha - \gamma}{\alpha} A_{H_o H_u}^k \right] + \mathbb{E} \left[ \frac{(\alpha - \beta) \gamma}{\alpha \beta} A_{H_o H_u}^l + \frac{\alpha^2 - \gamma^2}{\alpha \gamma} A_{H_o B_0}^l + \frac{\alpha \beta - \gamma^2}{\alpha \gamma} A_{H_o H_u}^r + \frac{\alpha - \gamma}{\alpha} A_{H_o H_u}^r \right]. \tag{B.38}
\]

Since

\[
\sum_{L \in \mathcal{L}_{B_o}} \lambda_L + \frac{\beta}{\alpha} \sum_{L \in \mathcal{L}_{H_o}} \lambda_L + \frac{\gamma}{\alpha} \sum_{L \in \mathcal{L}_{H_u}} \lambda_L = \alpha M_{B_o} + \beta M_{H_o} + \gamma M_{H_u} - \epsilon,
\]

and the coefficient for each unwanted arrival term in (B.38) is positive, each unwanted arrival term can be upper bounded by $C \epsilon$, where $C$ is a constant only depending on $\alpha, \beta$ and $\gamma$. By the definition of ideal arrival processes, $\mathbb{E} \left[ \| \tilde{A} - \tilde{F} \|_1 \right]$ is a linear function of the unwanted arrival terms in (B.38). Thus

\[
\mathbb{E} \left[ \| \tilde{A} - \tilde{F} \|_2 \right] \leq C_A \mathbb{E} \left[ \| \tilde{A} - \tilde{F} \|_1 \right] \leq C_1 \epsilon,
\]

where $C_1 > 0$ is a constant independent of $\epsilon$. 
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As we consider the system in steady state, for any \( m \in M \),

\[
E \left[ A_m(t) - S_m(t) + \tilde{U}_m(t) \right] = E [W_m(t + 1) - W_m(t)] = 0,
\]
i.e., \( E \left[ S_m(t) - \tilde{U}_m(t) \right] = E [A_m(t)]. \) Then we have

\[
E \left[ \sum_{m \in B_0} \alpha (S_m - \tilde{U}_m) + \sum_{m \in H_0} \beta (S_m - \tilde{U}_m) + \sum_{m \in H_u} \gamma (S_m - \tilde{U}_m) \right]
\]
\[
= E \left[ \sum_{m \in B_0} \alpha A_m + \sum_{m \in H_0} \beta A_m + \sum_{m \in H_u} \gamma A_m \right]
\]
\[
\geq \sum_{L \in L_{B_0}} \lambda_L + \frac{\beta}{\alpha} \sum_{L \in L_{H_0}} \lambda_L + \frac{\gamma}{\alpha} \sum_{L \in L_{H_u}} \lambda_L.
\]

Consequently,

\[
E \left[ \sum_{m \in B_0} \alpha \tilde{U}_m + \sum_{m \in H_0} \beta \tilde{U}_m + \sum_{m \in H_u} \tilde{U}_m \right]
\]
\[
\leq \alpha M_{B_0} + \beta M_{H_0} + \gamma M_{H_u} - \left( \sum_{L \in L_{B_0}} \lambda_L + \frac{\beta}{\alpha} \sum_{L \in L_{H_0}} \lambda_L + \frac{\gamma}{\alpha} \sum_{L \in L_{H_u}} \lambda_L \right)
\]
\[
= \epsilon.
\]

As \( 0 \leq \tilde{U}_m(t) \leq \frac{1}{\gamma} \),

\[
E \left[ \frac{1}{\gamma} \left\| \tilde{U}(t) \right\|_2^2 \right] \leq \frac{1}{\gamma} E \left[ \sum_{m} \tilde{U}_m(t) \right]
\]
\[
\leq \frac{1}{\gamma^2} E \left[ \sum_{m \in B_0} \alpha \tilde{U}_m(t) + \sum_{m \in H_0} \beta \tilde{U}_m(t) + \sum_{m \in H_u} \tilde{U}_m(t) \right]
\]
\[
\leq \frac{\epsilon}{\gamma^2}.
\]
Next we will focus on $\mathbb{E} \left[ \| \tilde{D}(t) - \tilde{S}(t) \|^2 \right]$. By the definition of $\tilde{D}(t)$,

$$
\mathbb{E} \left[ \| \tilde{D}(t) - \tilde{S}(t) \|^2 \right] = \mathbb{E} \left[ \sum_{m \in B_o} \left\| \frac{D^l_m}{\alpha} - \frac{S^l_m}{\alpha} - \frac{S^k_m}{\beta} - \frac{S^r_m}{\gamma} \right\|^2 \right]
+ \mathbb{E} \left[ \sum_{m \in H_o} \left\| \frac{D^k_m}{\beta} - \frac{S^k_m}{\beta} \right\|^2 I_{\{\eta_m(t)=1\}} + \left\| \frac{D^r_m}{\alpha} - \frac{S^r_m}{\gamma} \right\|^2 I_{\{\eta_m(t)=2\}} \right]
+ \mathbb{E} \left[ \sum_{m \in H_u} \left\| \frac{D^r_m}{\gamma} \right\|^2 I_{\{\eta_m(t)=1\}} \right]
\leq \frac{1}{\gamma^2} \mathbb{E} \left[ \sum_{m \in B_o} \left( I_{\{\eta_m(t)=1\}} + I_{\{\eta_m(t)=2\}} \right) \right] + \frac{1}{\gamma^2} \mathbb{E} \left[ \sum_{m \in H_o} I_{\{\eta_m(t)=2\}} \right]
+ \frac{1}{\gamma^2} \mathbb{E} \left[ \sum_{m \in H_u} I_{\{\eta_m(t)=1\}} \right].
$$

Again as we consider the system in steady state, for any $m$,

$$
\mathbb{E} \left[ A^l_m(t) - S^l_m(t) \right] = \mathbb{E} \left[ Q^l_m(t+1) - Q^l_m(t) \right] = 0,
\mathbb{E} \left[ A^k_m(t) - S^k_m(t) \right] = \mathbb{E} \left[ Q^k_m(t+1) - Q^k_m(t) \right] = 0,
\mathbb{E} \left[ A^r_m(t) - S^r_m(t) + U_m(t) \right] = \mathbb{E} \left[ Q^r_m(t+1) - Q^r_m(t) \right] = 0.
$$

That is,

$$
\mathbb{E} \left[ S^l_m(t) \right] = \alpha \mathbb{E} \left[ I_{\{\eta_m(t)=0\}} \right] = \mathbb{E} \left[ A^l_m(t) \right],
\mathbb{E} \left[ S^k_m(t) \right] = \beta \mathbb{E} \left[ I_{\{\eta_m(t)=1\}} \right] = \mathbb{E} \left[ A^k_m(t) \right],
\mathbb{E} \left[ S^r_m(t) \right] = \gamma \mathbb{E} \left[ I_{\{\eta_m(t)=2\}} \right] = \mathbb{E} \left[ A^r_m(t) + U_m(t) \right].
$$
Thus

\[
\mathbb{E} \left[ \sum_{m \in \mathcal{B}_o} \left( I\{\eta_m(t) = 1\} + I\{\eta_m(t) = 2\} \right) \right]
\]

\[
= \frac{1}{\beta} \mathbb{E} \left[ \sum_{m \in \mathcal{B}_o} A^k_m(t) \right] + \frac{1}{\gamma} \mathbb{E} \left[ \sum_{m \in \mathcal{B}_o} A^r_m(t) \right] + \frac{1}{\gamma} \mathbb{E} \left[ \sum_{m \in \mathcal{B}_o} U^r_m(t) \right]
\]

\[
= \mathbb{E} \left[ \sum \frac{1}{\beta} \left( A^k_{B_oB_0} + A^k_{H_oB_0} + A^k_{H_uB_0} \right) + \frac{1}{\gamma} \left( A^r_{B_oB_0} + A^r_{H_oB_0} + A^r_{H_uB_0} \right) \right]
\]

\[
+ \frac{1}{\gamma} \mathbb{E} \left[ \sum_{m \in \mathcal{B}_o} U^r_m(t) \right]
\]

\[
\leq C \epsilon,
\]

where \( C \) is a constant not depending on \( \epsilon \). Similarly,

\[
\mathbb{E} \left[ \sum_{m \in \mathcal{H}_o} I\{\eta_m(t) = 2\} \right] \leq C \epsilon, \quad \mathbb{E} \left[ \sum_{m \in \mathcal{H}_u} I\{\eta_m(t) = 1\} \right] \leq C \epsilon.
\]

Combining these inequalities yields:

\[
\mathbb{E} \left[ \left\| \tilde{D}(t) - \tilde{S}(t) \right\|^2 \right] \leq C_2 \epsilon.
\]

**Proof of Lemma B.24.** The proof is similar to that of Lemma B.15.

**Proof of Lemma B.25.** By the definition of ideal arrival process \( \mathbf{F}(t) \), for any \( m \in \mathcal{B}_o \),

\[
F^l_m = A^l_m + \sum_{L: L \in L_{B_0}} \frac{1}{|L|} \left( \sum_{n: n \in B_o} A^l_{L,n} + \sum_{n: n \in L_k} A^l_{L,n} + \sum_{n: n \in H_o} A^l_{L,n} + \sum_{n: n \in L_r} A^l_{L,n} \right) - \sum_{L: L \in L_{B_0}} A^l_{L,m},
\]

\[
F^r_m = F^r_m = 0.
\]
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For any $m \in \mathcal{H}_o$,

$$F_m^l = A_m^l - \sum_{\bar{L} \in \mathcal{L}_o \atop m \in L} A_{L,m} + \sum_{\bar{L} \in \mathcal{L}_o \atop m \in L} \frac{1}{|L|} \sum_{n : n \notin L \cap \mathcal{H}_o} A_{L,n},$$

$$F_m^k = A_m^k - \sum_{\bar{L} \notin \mathcal{L}_o \atop m \in L_k} A_{L,m},$$

$$F_m^r = 0.$$ 

For any $m \in \mathcal{H}_u$,

$$F_m^l = A_m^l + \sum_{\bar{L} \in \mathcal{L}_u \atop m \in L} \frac{1}{|L|} \sum_{n : n \notin L \cap \mathcal{H}_u} A_{L,n},$$

$$F_m^k = 0,$$

$$F_m^r = A_m^r - \sum_{\bar{L} \notin \mathcal{L}_o \atop m \in L_r} A_{L,m}.$$
We can write \((\tilde{Q}(t), \tilde{A}(t) - \tilde{F}(t))\) as

\[
\sum_{m \in B_o} \tilde{Q}_m \left( \frac{A_m^l}{\alpha} + \frac{A_m^k}{\beta} + \frac{A_m^r}{\gamma} - \frac{F_m^l}{\alpha} - \frac{F_m^k}{\beta} - \frac{F_m^r}{\gamma} \right)
+ \sum_{m \in H_o} \tilde{Q}_m \left( \frac{A_m^k}{\beta} + \frac{A_m^r}{\gamma} - \frac{F_m^k}{\beta} - \frac{F_m^r}{\gamma} \right) + \sum_{m \in H_u} \tilde{Q}_m \left( \frac{A_m^r}{\gamma} - \frac{F_m^r}{\gamma} \right)
\]

\[
= \sum_{L \subseteq L_{B_o}} \left[ \sum_{n \in B_o \setminus L_k} \left( \frac{\tilde{Q}_n}{\beta} - \frac{1}{|L|} \sum_{m \in L} \frac{\tilde{Q}_m}{\alpha} \right) A_{L,n} \right.
+ \sum_{n \in L_r \setminus H_o} \left( \frac{\tilde{Q}_n}{\gamma} - \frac{1}{|L|} \sum_{m \in L} \frac{\tilde{Q}_m}{\alpha} \right) A_{L,n} \left. \right]
\]

\[
+ \sum_{L \subseteq L_{H_o}} \left[ \sum_{n \in L_k} \frac{\tilde{Q}_n}{\beta} A_{L,n} + \sum_{n \in L_r} \frac{\tilde{Q}_n}{\gamma} A_{L,n} + \sum_{n \in L \cap H_u} \frac{\tilde{Q}_n}{\alpha} A_{L,n} \right]
\]

\[
+ \sum_{L \subseteq L_{H_u}} \left[ \sum_{n \in L_k} \frac{\tilde{Q}_n}{\beta} A_{L,n} + \sum_{n \in L_r} \frac{\tilde{Q}_n}{\gamma} A_{L,n} + \sum_{n \in L \cap H_u} \frac{\tilde{Q}_n}{\alpha} A_{L,n} \right].
\]  \(\text{(B.39)}\)

For each term in (B.39), according to weighted workload routing, \(A_{L,n} > 0\) only if \(n\) is in the set

\[
\arg \min_{m \in \mathcal{M}} \left\{ \frac{W_m(t)}{\alpha} I_{\{m \in L_k\}}, \frac{W_m(t)}{\beta} I_{\{m \in L_k\}}, \frac{W_m(t)}{\gamma} I_{\{m \in L_r\}} \right\}.
\]

Note that \(\forall n \in B_o, \tilde{Q}_n = W_n\). Hence if \(n \in B_o\) and \(n \in L_k\),

\[
\frac{\tilde{Q}_n}{\beta} \leq \frac{1}{|L|} \sum_{m \in L} \frac{W_m}{\alpha} = \frac{1}{|L|} \sum_{m \in L} \frac{\tilde{Q}_m}{\alpha}.
\]

So the first term in (B.39) is non-positive. Similarly we can show the second term in (B.39) is non-positive. As for the third term, since \(\forall n \in H_o, \tilde{Q}_n = \tilde{Q}_n^k \leq W_n\), \(\tilde{Q}_n \leq \gamma W_n \leq \frac{1}{|L|} \sum_{m \in L} \frac{W_m}{\alpha} = \frac{1}{|L|} \sum_{m \in L} \frac{\tilde{Q}_m}{\alpha}\). Thus we
have \((B.39) \leq 0\). From the definition of \(\tilde{Q}\), \((B.40)\) can be upper bounded by

\[
\sum_{\tilde{L} : \tilde{L} \in \mathcal{L}_{\mathcal{H}_o}} \left( \sum_{n \in \tilde{L}_k} \frac{W_n}{\beta} A_{\tilde{L},n} + \sum_{n \in \tilde{L}_r} \frac{W_n}{\gamma} A_{\tilde{L},n} + \sum_{n \in \tilde{L} \& n \notin \mathcal{H}_o} \frac{W_n}{\alpha} A_{\tilde{L},n} \right). \tag{B.42}
\]

Similarly, \((B.41)\) can be upper bounded by

\[
\sum_{\tilde{L} : \tilde{L} \in \mathcal{L}_{\mathcal{H}_u}} \left( \sum_{n \in \tilde{L}_k} \frac{W_n}{\beta} A_{\tilde{L},n} + \sum_{n \in \tilde{L}_r} \frac{W_n}{\gamma} A_{\tilde{L},n} + \sum_{n \in \tilde{L} \& n \notin \mathcal{H}_u} \frac{W_n}{\alpha} A_{\tilde{L},n} \right). \tag{B.43}
\]

Next we will show that the expectation of each term in \((B.42)\) and \((B.43)\) will go to zero as \(\epsilon \to 0\). Consider any \(\tilde{L} \in \mathcal{L}_{\mathcal{H}_o}\), and \(n \in \tilde{L}_k \cap \mathcal{B}_o\) such that \(A_{\tilde{L},n} > 0\). Pick any \(m \in \tilde{L}\) such that \(m \in \mathcal{H}_o\). Define

\[
W^*_L(t) = \min_{m \in \mathcal{M}} \left\{ \frac{W_m(t)}{\alpha} I_{\{m \in \tilde{L}\}}, \frac{W_m(t)}{\beta} I_{\{m \in \tilde{L}_k\}}, \frac{W_m(t)}{\gamma} I_{\{m \in \tilde{L}_r\}} \right\}.
\]

So

\[
\frac{W_n}{\beta} A_{\tilde{L},n} \leq C_A \frac{W_n}{\beta} I_{\{\frac{W_n}{\alpha} = W^*_{\tilde{L}}(t)\}} \leq C_A \frac{W_n}{\beta} I_{\{\frac{W_n}{\alpha} \leq \frac{W_m}{\alpha}\}} = C_A \frac{W_n}{\beta} I_{\{(a^2 - 1) \frac{W_n}{\alpha} \leq \frac{W_m}{\beta} - \frac{W_n}{\alpha}\}} \leq \frac{C_A}{\beta} \frac{W_n}{\alpha} I_{\{a \frac{W_n}{\alpha} \leq |\frac{W_m}{\beta} - \frac{W_n}{\alpha}|\}},
\]

where \(a = \frac{\alpha^2}{\gamma} - 1 > 0\) is a constant.

Next we will show that

\[
\mathbb{E} \left[ \frac{W_n}{\alpha} I_{\{a \frac{W_n}{\alpha} \leq |\frac{W_m}{\beta} - \frac{W_n}{\alpha}|\}} \right] = o(\epsilon).
\]

We need the following lemma, which follows by the result of state space collapse.

**Lemma B.26.** There exist a sequence of constants \(\{C_r\}_{r \in \mathbb{N}}\) independent of \(\epsilon\) such that for any \(n, m \in \mathcal{M}\),

\[
\mathbb{E} \left[ \left\| \frac{W_n}{c_n} - \frac{W_m}{c_m} \right\|^r \right] \leq C_r,
\]

where \(c\) is the direction to which the state space \(W\) collapse.
Note that
\[
\frac{W_n}{\alpha} I\left\{ a \frac{W_n}{\alpha} \leq |W_m - W_n| \right\} = \frac{W_n}{\alpha} I\left\{ a \frac{W_n}{\alpha} \leq |W_m - W_n| \right\} I\{W_n > 0\}
\]
\[
= \frac{W_n}{\alpha} I\left\{ \frac{a^2 W_n^2}{\alpha^2} \leq |W_m - W_n|^2 \right\} I\{W_n > 0\}
\]
\[
\leq \frac{|\frac{W_m}{\beta} - \frac{W_n}{\alpha}|^2}{\alpha^2 W_n} I\{W_n > 0\}.
\]

Thus
\[
\mathbb{E}\left[ \frac{W_n}{\alpha} I\left\{ a \frac{W_n}{\alpha} \leq |W_m - W_n| \right\} \right] \leq \mathbb{E}\left[ \frac{|\frac{W_m}{\beta} - \frac{W_n}{\alpha}|^2}{\alpha^2 W_n} I\{W_n > 0\} \right]
\]
\[
\leq \frac{\alpha^2}{\alpha^2} \sqrt{\mathbb{E}\left[ \left| \frac{W_m}{\beta} - \frac{W_n}{\alpha} \right|^4 \right] \mathbb{E}\left[ I\{W_n > 0\} \right]} \tag{a}
\]
\[
\leq \frac{\alpha^2}{\alpha^2} \sqrt{C_4 \mathbb{E}\left[ \frac{I\{W_n > 0\}}{W_n^2} \right]} \tag{b},
\]
where (a) comes from Cauchy-Schwarz inequality, and (b) follows by Lemma B.26. Since \( W_n = \frac{Q_1(t)}{\alpha} + \frac{Q_2(t)}{\beta} + \frac{Q_3(t)}{\gamma} \), we have \( \mathbb{E}\left[ \frac{I\{W_n > 0\}}{W_n^2} \right] \to 0 \) as \( \epsilon \to 0 \). Therefore we have
\[
\mathbb{E}\left[ \frac{W_n}{\alpha} I\left\{ a \frac{W_n}{\alpha} \leq |W_m - W_n| \right\} \right] \xrightarrow{\epsilon \to 0} 0.
\]

We can show that any other term in (B.42) and (B.43) is upperbounded by \( o(\epsilon) \) in a similar way.

\[\blacksquare\]
APPENDIX C

ADDITIONAL PROOFS FOR LOSS MODEL

C.1 Proof of Lemma 5.1

The case \( \lambda = 0 \) is trivial with a unique stationary solution \( \pi = (1, 0, 0, \ldots, 0) \).

We focus on the case \( \lambda > 0 \).

**Existence**: For ease of exposition, throughout the proof we define \( x_{B+1} = 0 \) for any \( x \in S \).

**Step 1.** Define \( G(x) \), \( \forall x \in S \).

For any \( x \in S \), let \( G(x) = (G_0(x), G_1(x), \ldots, G_B(x)) \), where \( G_0(x) = 1 \), and \( \forall k = 1, 2, \ldots, B, G_k(x) \geq 0 \) satisfies

\[
\lambda G_k^d(x) + kG_k(x) - \lambda x_{k-1} - kx_{k+1} = 0.
\]  

(C.1)

We will show that \( G \) is uniquely determined by \( x \). Consider a sequence of functions \( \{H_k(y_k)\}_{k=1}^B \), where

\[
H_k(y_k) = \lambda y_k^d + ky_k - \lambda x_{k-1}^d - kx_{k+1}.
\]

Since \( x \in S \),

\[
H_k(x_{k-1}) = kx_{k-1} - kx_{k+1} \geq 0,
\]

\[
H_k(x_{k+1}) = \lambda x_{k+1}^d - \lambda x_{k-1}^d \leq 0.
\]

Note that \( H_k(y_k) \) is strictly increasing in \( y_k \in [0, \infty) \). Hence there exists a unique \( y_k^* > 0 \) such that \( H_k(y_k^*) = 0 \). By the definition of \( G_k \) in (C.1), \( H_k(G_k) = 0 \). Hence \( G_k = y_k^* \) is determined by \( x \) uniquely, and

\[
x_{k+1} \leq G_k(x) \leq x_{k-1}.
\]  

(C.2)
Step 2. Show that $G(\cdot)$ is mapping $\mathcal{S}$ into $\mathcal{S}$.

We will verify that $\forall x \in \mathcal{S}$, $G(x) \in \mathcal{S}$, i.e., $1 = G_0(x) \geq G_1(x) \geq \ldots \geq G_B(x) \geq 0$. For any $x \in \mathcal{S}$, inequality in (C.2) ensures that $G_k \in [0,1]$ for all $k$. To prove that $G_k \geq G_{k+1}$, consider a function

$$φ_k(z) = λz^d + kz,$$

which is strictly increasing in $[0,1]$. Hence it is sufficient to show that $φ_k(G_k) \geq φ_k(G_{k+1})$.

$$φ_k(G_k) - φ_k(G_{k+1}) = λG_k^d + kG_k - λG_{k+1}^d - (k + 1)G_{k+1} + G_{k+1}$$

\[ \overset{(a)}{=} λx_{k-1}^d + kx_{k+1} - λx_k^d - (k + 1)x_{k+2} + G_{k+1} \]

\[ = λ(x_k^d - x_{k+1}) + k(x_{k+1} - x_{k+2}) + G_{k+1} - x_{k+2} \]

\[ \overset{(b)}{≥} G_{k+1} - π_{k+2} \]

\[ \overset{(c)}{≥} 0, \]

where the equality $(a)$ comes from the definition of $G_k, G_{k+1}$ in (C.1), and the inequality $(b)$ follows by the fact that $x \in \mathcal{S}$, and the inequality $(c)$ results from the property of $G_k$ in (C.2).

Therefore $G(\cdot) \in \mathcal{S}$.

Step 3. Show that $G(\cdot)$ is continuous.

Consider any point $x \in \mathcal{S}$. For every $ε > 0$, set $δ = \frac{ε}{λd+1}$. Let $y$ be any point in $\mathcal{S}$ such that $|x - y| < δ$. By the definition of $G(\cdot)$, $∀k = 1, 2, \ldots, B$,

$$λ(G_k^d(x) - G_k^d(y)) + k(G_k(x) - G_k(y))$$

\[ = (G_k(x) - G_k(y)) \left( λ \sum_{i=0}^{d-1} G_k^{d-1-i}(x)G_k^i(y) + k \right) \]

\[ = λ(x_k^d - y_k^d) + k(x_{k+1} - y_{k+1}) \]

\[ = λ(x_{k-1} - y_{k-1}) \left( ∑_{i=0}^{d-1} x_{k-1}^{d-1-i}y_{k-1}^i \right) + k(x_{k+1} - y_{k+1}). \]
Then we have

\[
|G_k(x) - G_k(y)| = \frac{\lambda(x_{k-1} - y_{k-1}) \left( \sum_{i=0}^{d-1} x_{k-1}^{d-1-i} y_{k-1}^i \right) + k(x_{k+1} - y_{k+1})}{\lambda \sum_{i=0}^{d-1} G_k^{d-1-i}(x) G_k^i(y) + k} \\
\leq \frac{\lambda d(x_{k-1} - y_{k-1}) + k |(x_{k+1} - y_{k+1})|}{k} \\
\leq \frac{\lambda d(x_{k-1} - y_{k-1}) + |(x_{k+1} - y_{k+1})|}{k},
\]

which implies that

\[
|G(x) - G(y)| = \sum_{k=0}^{B} |G_k(x) - G_k(y)| \\
\leq \sum_{k=1}^{B} (\lambda d(x_{k-1} - y_{k-1}) + |(x_{k+1} - y_{k+1})|) \\
\leq (\lambda d + 1) \sum_{k=0}^{B} |x_k - y_k| \\
< (\lambda d + 1) \delta \\
= \epsilon.
\]

Therefore \(G\) is continuous at any point \(x \in S\).

**Step 4.** Show that a fixed point of \(G\) in \(S\) is a stationary point.

Note that set \(S\) is compact and convex. Step 1-3 ensures that there exists a fixed point of \(G\) in \(S\), denoted by \(\hat{x}\). That is, \(\hat{x} = G(\hat{x})\). From the definition of \(G\) in (C.1), we have

\[
F_k(\hat{x}) = \lambda \hat{x}_k^d + k \hat{x}_k - \lambda \hat{x}_{k-1}^d - k \hat{x}_{k+1} = 0.
\]

That is, \(\hat{x}\) is a stationary point.

**Uniqueness:** We prove the uniqueness of stationary solution by contradiction. Assume that there exists two different solutions \(\pi\) and \(\hat{\pi}\). We claim that \(\pi_B \neq \hat{\pi}_B\). Otherwise, we have

\[
\pi_{B-1} = \sqrt{\pi_B^d + \frac{B}{\lambda} \pi_B} = \hat{\pi}_{B-1}.
\]

Note that

\[
\pi_k = \sqrt{\pi_{k+1}^d + \frac{k + 1}{\lambda} (\pi_{k+1} - \pi_{k+2})}.
\]
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Hence by induction, we can show that \( \pi_k = \tilde{\pi}_k \) for any \( k = 0, 1, ..., B \).

Consider the case that \( \pi_B < \tilde{\pi}_B \). Similarly, we can establish that \( \pi_k < \tilde{\pi}_k \) for any \( k = 0, 1, ..., B \) by induction. Therefore, \( \pi_0 < \tilde{\pi}_0 \), which contradicts with the fact that \( \pi_0 = \tilde{\pi}_0 = 1 \). This completes the proof for the uniqueness.

\[ \blacksquare \]

\section*{C.2 Proof of Lemma 5.3}

Due to continuous dependence of a solution on the initial values, it is sufficient to show that if \( \bar{s}^0_k < s^0_k \) for any \( k \geq 1 \), \( \bar{s}_k(t) \leq s_k(t) \) for all \( t \geq 0 \) and any \( k \). Assume that strict inequalities hold for \( t < t_1 \) and are broken at \( t = t_1 \).

Consider two cases:

(i) \( \bar{s}_k(t_1) = s_k(t_1) \) for any \( k \).

The uniqueness of solution ensures that \( \bar{s}_k(t) = s_k(t) \) for all \( t \geq t_1 \) and any \( k \). Hence the claim holds.

(ii) \( \exists k^* \geq 1 \) such that \( \bar{s}_{k^*}(t_1) < s_{k^*}(t_1) \).

Then there exists \( k \geq 1 \) such that \( \bar{s}_k(t_1) = s_k(t_1) \), and at least one following conditions hold: \( \bar{s}_{k-1}(t_1) < s_{k-1}(t_1) \), \( \bar{s}_{k+1}(t_1) < s_{k+1}(t_1) \). If \( k < B \), we have

\[
\frac{d\bar{s}_k(t)}{dt}(t_1) - \frac{ds_k(t)}{dt}(t_1) = \lambda (\bar{s}_{k-1}^d - s_{k-1}^d) + k(\bar{s}_{k+1} - s_{k+1}) - \lambda (\bar{s}_{k}^d - s_{k}^d) - k(\bar{s}_k - s_k) < 0,
\]

where the inequality comes from the definition of \( k \). Similarly, we can verify that \( \frac{d\bar{s}_k(t)}{dt}(t_1) - \frac{ds_k(t)}{dt}(t_1) < 0 \) if \( k = B \).

Since \( \bar{s}(t) \) and \( s(t) \) are continuous functions of \( t \), there exists \( t_0 < t_1 \) such that \( \bar{s}_k(t_0) < s_k(t_0) \) and

\[
\frac{d\bar{s}_k}{dt}(t) - \frac{ds_k}{dt}(t) < 0
\]

for any \( t \in (t_0, t_1) \). Thus

\[
\bar{s}_k(t_1) - s_k(t_1) = \bar{s}_k(t_0) - s_k(t_0) + \int_{t_0}^{t_1} \left( \frac{d\bar{s}_k}{dt}(t) - \frac{ds_k}{dt}(t) \right) dt < 0,
\]

which contradicts with the assumption that \( \bar{s}_k(t_1) = s_k(t_1) \). 

\[ \blacksquare \]
C.3 Proof of Lemma 5.4

We will show that \( \frac{d\psi(t)}{dt} \leq -\psi \). Then \( \psi(t) \leq \psi(0)e^{-t} \), which implies that \( \psi(t) \) converges to 0 exponentially fast.

Consider the case where \( s_k^0 \geq \pi_k \) for any \( k \). From Lemma 4, \( s_k(t) \geq \pi_k \) for any \( t \geq 0, \forall k \in \{0, 1, ..., B\} \). We can rewrite \( \psi(t) \) as \( \psi(t) = \sum_{k=0}^{B}(s_k(t) - \pi_k) \).

Since \( F(\pi) = 0, \dot{s} = F(s) \), we have

\[
\frac{d\psi(t)}{dt} = \sum_{k=0}^{B} \frac{ds_k(t)}{dt} = \sum_{k=1}^{B} F_k(s(t)) - \sum_{k=1}^{B} F_k(\pi)
= \left( \lambda(s_0^d(t) - s_B^d(t)) - \sum_{k=1}^{B} s_k(t) \right) - \left( \lambda(\pi_0^d - \pi_B^d) - \sum_{k=1}^{B} \pi_k \right)
= -\lambda(s_B^d(t) - \pi_B^d) - \psi(t) \leq -\psi(t),
\]

where the last inequality follows by the fact that \( s_B^d(t) \geq \pi_B^d \).

The other case where \( s_k^0 \leq \pi_k \) for any \( k \) can be proved similarly. \( \blacksquare \)

C.4 Proof of Lemma 5.6

Since \( x, y \in S, \) for any \( 0 \leq k \leq B \)

\[
0 \leq x_k \leq 1, \ 0 \leq y_k \leq 1.
\]
Then we have:

\[
|F(x) - F(y)| \\
= \sum_{k=1}^{B-1} |\lambda(x_{k-1} - x_k) - k(x_k - x_{k+1}) - \lambda(y_{k-1}^d - y_k^d) + k(y_k - y_{k+1})| \\
+ |\lambda(x_B - x_0) - Bx_B - \lambda(y_B - y_0) + By_B| \\
\leq 2 \sum_{k=0}^{B} k|x_k - y_k| + 2 \sum_{k=0}^{B} \lambda|x_k^d - y_k^d| \\
\leq 2B \sum_{k=0}^{B} |x_k - y_k| + 2\lambda \sum_{k=0}^{B} \left( |x_k - y_k| \sum_{i=0}^{d-1} x_{k-i}^d \right) \\
\leq 2(B + d\lambda) \sum_{k=0}^{B} |x_k - y_k| \\
= M|x - y|,
\]

where \(M = 2(B + d\lambda)\).
theorem, we have

\[ \mathbb{E} [Y_k] \to \mathbb{E} [Y]. \]

This holds for all bounded, continuous \( f \). Thus again by the definition of weak convergence,

\[ S^{(N_k)}(t) \Rightarrow \bar{S}(t) \text{ as } k \to \infty. \]
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