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Abstract
Online reviews provide valuable information for product designers, and the integration of online concerns into new product design has been investigated by different researchers. However, few researchers exploit how to apply online concerns in the competitor analysis about the merits and drawbacks of series products. Accordingly, in this research, a framework is presented to sample representative sentences from online reviews, aiming to highlight similar customer concerns of series products. First, opinionated sentences of specific features are identified. Then, opinionated sentences in the same series products are clustered to extract similar customer concerns. Finally, an optimization problem is formulated for sampling a few representative sentences. With real data from Amazon.com, categories of experiments were conducted to evaluate the effectiveness of the proposed approach. This study explores the possibility about integrating big consumer data into competitor analysis in the market driven product design, which is essentially critical in fierce market competition.
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1 Introduction
With the prevailing of digital retailers like Amazon.com and Taobao.com, product online reviews became an important type of information for both potential customers and product designers because valuable opinionated text about customer concerns are expressed. Online reviews help potential consumers to grasp the merits and drawbacks of products and benefit designers in understanding customer concerns as well.

Generally, a big volume of online reviews are posted from time to time which induces that it is time-consuming and tedious to digest the entire set of customer opinions. This problem interests researchers in different fields and various methods are reported to analyze such big customer data intelligently (Abbasi, Chen, & Salem, 2008; Ding & Liu, 2007; Korenek & Šimko, 2013). However, with all different intelligent algorithms available, one practical and significant problem is that, designers are still embarrassed with the comparisons about the merits and drawbacks of series products. Specifically, for product designers, there is still lack of intelligent approaches to make efficient comparisons on a list of similar products in one brand and competitors. For example, in Table 1, similar online opinions of three smart phones in one series are compared. As presented, in these three sentences, customers discuss their similar experiences about sharing photos with their families and present positive opinions on this feature. To analyze such customer concerns,
an effective approach to identify comparative customer concerns over series products are required, with a purpose of enlightening designers in understanding the strength and weakness about a series of products in a specific brand.

<table>
<thead>
<tr>
<th>Series product</th>
<th>Review sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product 1</td>
<td>The camera takes great photos and video is amazing, it has so many features and it’s simple and fun to use the phone with family.</td>
</tr>
<tr>
<td>Product 2</td>
<td>I’d also like to add that I have successfully changed my entire family over for school and professional photography development reasons.</td>
</tr>
<tr>
<td>Product 3</td>
<td>And with the simplify music app I can share music and photos on my phone with my family and friends over 3g.</td>
</tr>
</tbody>
</table>

Table 1. Sentences extracted from reviews of three smart phones in one series

Recently, a limited number of studies are reported to utilize customer online reviews for competitor analysis (Chen, Qi, & Wang, 2012; Jin, Ji, & Gu, 2016; H. D. Kim & Zhai, 2010). These studies select opinionated sentences from customer reviews to construct comparative summaries, aiming to detect the contradictory opinions from a big volume of online reviews. But product serializations usually imply that every product of one series in one brand should concerned at the same time, which induces that the competitor analysis on the brand level becomes the comparison of multiple similar products. Nonetheless, many existing methods report that the contrastive viewpoint extraction for competitor analysis focuses on one-to-one comparison. These solutions are not aligned with the analysis about ongoing customer concerns or product defects in a series of products efficiently. Therefore, in this research, a framework for competitor analysis is outlined which extracts customer concerns from reviews of a series of products. It aims to highlight and compare similar customer concerns of series products. Specifically, an optimization problem is formulated to sample representative sentences from reviews of competitive series products, in which the information coverage and the information diversity of the sampled sentence subset is concerned.

The contributions of this research are at least three-fold:

a) A framework of representative sentence sampling from reviews of series products is outlined to analyze the merits and drawbacks of competitive products of ongoing customer concerns. The crucial information about multiple similar but competitive products is presented, aiming to intelligent marketing and product benchmarking.

b) To highlight and compare customer concerns of series products, the sampling of representative sentences is formulated as an optimization problem. The sampling results contain details of product features which cover all products of that series, as well as illustrate relationships of different series products. This framework helps product designers to compare series products of brand competitors in specific product features.

c) With a real large dataset from Amazon.com, categories of experiments were conducted for performance evaluation and comparisons with different approaches. The experiment results illustrates the effectiveness of the proposed approach in the task of representative sentence sampling.

The rest of this research is structured as follows. In Section 2, relevant studies are briefly reviewed. Section 3 outlines the problem statement of this research. In Section 4, technical details about the proposed method are carefully described. In Section 5, comparative experiment studies are presented and analyzed with a large number of online reviews. Finally, this research is concluded in Section 6.
2 Related Work

One of the major objectives about this research is to sample a sentence subset from a given review corpus, which relates to some existing research studies on review summarization and review selection. Additionally, comparisons on products are often formulated as how to detect comparative opinionate segments. Therefore, studies on contrastive viewpoint extraction are also briefly reviewed.

2.1 Review Summarization and Review Selection

Studies of review summarization focus on the topics extraction of customer reviews to present the sketch outline of a given reviews corpus.

An optimization-based model was built for summarization via salient sentences (Agluliev, Agguliyev, & Isazade, 2013). The relationships between sentences, summaries and reviews were utilized in the sentence selection. A phrases summarization for rated aspect of short comments was generated (Lu, Zhai, & Sundaresan, 2009). The rated aspects were taken as the various customer-opinion topics, as well as the phrases were taken as the detailed sentence pieces regarding those topics. An informative sentence selection approach was introduced in (Zhu et al., 2013), in which the review summarization was formulated as a problem of community-leader detection.

Many recent studies select a small number of representative reviews which covers various aspects about customer viewpoints. For instance, product reviews were selected according to review's quality, which was estimated by opinion distribution with a taxonomy tree of product features (Tian, Xu, Li, & Pasi, 2015). A few reviews in the fine-grained product aspect level were selected by a novel probabilistic graphical model (Hai, Cong, Chang, Liu, & Cheng, 2014). Lappas et al. (Lappas, Crovella, & Terzi, 2012) sampled a characteristic subset of reviews based on the opinion distribution of original review corpus. Multiple levels of similarity and coverage were also considered in review selection. Given a collection reviews and related words about a topic, an efficient review subset was selected (Nguyen, Law, & Tsaparas, 2013). The efficiency of a review was defined as the topic words it contained and review sets in various efficient levels were identified using greedy algorithms.

These approaches focus on sampling a helpful opinionated review subset. However, few of them are applicable for analyzing customer concerns of series products from valuable customer online opinions.

2.2 Contrastive Viewpoints Extraction

The generation of contrastive summarization benefits comparative opinion detection from large customer data. It is utilized to analyze competitors of products or bands. Different relevant studies were reported to investigate this problem as sentences extraction of customer online reviews.

A pattern discovery approach was proposed to discover comparative sentences in texts (Jindal & Liu, 2006), in which several categorized of class sequential rules were studied. Opinionated entities of customer opinions were extracted from comparative sentences (Ganapathibhotla & Liu, 2008). Comparative sentences were identified and concerned entities were then extracted. A two-stage approach was proposed to summarize contrastive opinions in text(Paul, Zhai, & Girju, 2010). Customer viewpoints were initially modeled and extracted according to lexical and syntactic features. Then pairs of sentences were scored considering the representativeness and the contractiveness. Similarly, consider a specific feature, a framework was proposed to select pairs of representative yet comparative sentences from competitive products (Jin, Ji, & Gu, 2016). Kim et al. (H. D. Kim & Zhai, 2010) proposed a contrastive opinion summarization, in which the content similarity with the same sentiment polarity and the opposite polarity were considered. Comparative sentences were identified from customer reviews using a two-level Conditional Random Fields (CRFs) model (Xu, Liao, Li, & Song, 2011).
Many approaches for contrastive viewpoints extraction initializes one-to-one comparisons about competitive products, which is arguably to be applied for the comparison of series product groups at the same time.

2.3 A Brief Summary
To sum up, different models were reported to extract valuable information from online reviews. However, few studies focused on providing a contrastive summarization for competitor analysis on series products level. Accordingly, in this research, how to obtain samples of representative sentences from reviews of series products efficiently is investigated, which is believed to be beneficial for the product development and competitor analysis of series products.

3 Problem Statement
The ultimate goal of this research is to facilitate designers to digest customer concerns from a large number of online reviews of series products efficiently. One of the effective approaches is to sample a limited number of representative review sentences that mirror critical customer concerns of a series of products. To further clarify this problem, some definitions with examples are present in the following:

Definition 1 Product Feature, a feature of a particular product is an attribute or component of the product that has been discussed in reviews. For example, the “camera” of one smart phone in the following two opinionated sentences is referred as a feature:

- Example 1: “The front camera could be better.”
- Example 2: “Only the selfie camera worked.”

Definition 2 Feature Aspect, an aspect of a particular product feature is a component of the feature that has been detected in the feature-related review segments. In another word, these aspects can be denoted as subtopics about that feature, containing detailed information about customer concerns. For example, “battery life” and “battery charger” are two different aspects of “battery”, which are showed in the following opinionate sentences.

- Example 3: “I was using the phone for about 1 and a half hours almost straight on the internet starting at around 95 battery life and ended up with 5 at the end.”
- Example 4: “Only problem is not appropriate charger cable plug.”

Suppose that a series of N products in the same brand, \(P = \{p_1, p_2, ..., p_N\}\), and M shared features of these products, \(F = \{f_1, f_2, ..., f_M\}\), are reckoned. Specially, for a specific product feature, various aspects might be concerned by customers. Then, sentences that talk about a particular aspect \(k\) of one feature \(f_m\) can be defined as \(a_{mk}\), and \(A_m = \{a_{m1}, a_{m2}, ..., a_{mK}\}\) can be regarded as the sentence set that refers all \(K\) different aspects of \(f_m\). Additionally, it can be also observed that some special feature aspects are discussed across each product in \(P\) and, in this research, such aspects are referred as serial aspects \(C_m = \{c_{m1}, c_{m2}, ..., c_{ml}\}\) and \(|C_m| \leq K\). Then, the corresponding sentence sets of a particular serial aspects \(c_{mu}\) of \(C_m\) can be denoted as \(S_{mu} = \{s_{1m}, s_{2m}, ..., s_{Nm}\}\) where \(s_{nm}\) of \(S_{mu}\) is denoted as a collected sentence set regarding product \(p_n\).

Note that the objective of this research is to provide a concise summarization about customer concerns for a series of products. Typically, consider a particular feature, a review sentence set of series products is taken as input, and a representative sentence subset \(T\) is sampled from \(S\). This list of sentences \(T_{mu}\) regarding a serial aspect \(c_{mu}\) is denoted as \(T_{mu} = \{t_{1m}, t_{2m}, ..., t_{Nm}\}\), and \(t_{nm}\) indicates a group of sentences sampled from reviews of product \(p_n\). \(T\) is expected to highlight and compare customer concerns about series products, in support of competitor analysis in the design process for the next model in the series. To clarify what characteristics about sampled sentences would be, some other fundamental concepts are introduced.
Definition 3 Information Coverage, reveals the information that is covered by a sampling subset of sentences $T$ from a given sentence set $S$, which is denoted as $Coverage(T, S)$. The value of information coverage is high when the subset covers a major part of $S$.

Definition 4 Information Diversity, reveals the non-overlap information that is covered in a sampling subset $T$, which is denoted as $Diversity(T)$. The value of information diversity is high when different messages are covered in $T$.

Definition 5 Information Representativeness, indicates the representatives about a sampling subset of sentences $T$ that is compared with a given sentence set $S$, which is denoted as $Representativeness(T, S)$. A high information representative subset of sampled sentences should intuitively have both high information coverage and information diversity. Thus, the problem of sentence sampling is modeled as an optimization problem,

$$T = \arg\max_{T} (Representativeness(T, S)) = \arg\max_{T} ((1 - \alpha)Coverage(T, S) + \alpha Diversity(T)) \quad (1)$$

$\alpha$ is a coupling parameter for trade-off the Coverage and Diversity of sampling sentences. Therefore, the major concern of this research becomes how to sample a subset of sentences from reviews of series products that maximize the information representativeness.

Note that, in this study, strength levels of opinions are neglected (Wilson, Wiebe, & Hwa, 2004), i.e., whether the sentiment polarity is strongly (or weakly) negative (or positive). In addition, the helpfulness level of each review is not considered which means all customer reviews are regarded to be equally important. Admittedly, these subtle details might be also valuable for product designers. However, the focus of this research is on comparisons of multiple comparable products and these problems will be investigated in the future work.

4 Methodology

In this section, technical details about the proposed approach will be elaborated. For the sake of reference, symbols and associated definitions are listed in Table 2.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P$</td>
<td>The series product set, $P = {p_i}_{i=1}^N$</td>
</tr>
<tr>
<td>$F$</td>
<td>The shared feature set of the series products, $F = {f_j}_{j=1}^M$</td>
</tr>
<tr>
<td>$R_m$</td>
<td>The review sentences of all series products regarding feature $f_m$, $R_m = {r_{mp}}_{p=1}^{N_p}$</td>
</tr>
<tr>
<td>$U_m$</td>
<td>The similarity matrix of sentences from $R_m$, $U_m = u_{p\varphi}^m$, $(\varphi \leq</td>
</tr>
<tr>
<td>$A_m$</td>
<td>The aspect set of a particular product feature $f_m$, $A_m = {a_{mk}}_{k=1}^K$</td>
</tr>
<tr>
<td>$C_m$</td>
<td>The serial aspect set of a particular feature $f_m$, $C_m = {c_{mu}}_{\mu=1}^{|C_m|}$, $(c_m \subseteq A_m)$</td>
</tr>
<tr>
<td>$S_{mu}$</td>
<td>The set of related sentence regarding a serial aspect $c_{mu}$, $S_{mu} = {s_{ij}^{c_{mu}}}_{i=1}^N$</td>
</tr>
<tr>
<td>$T_{mu}$</td>
<td>The set of sampled sentence regarding a particular serial aspect $S_{mu}$, $T_{mu} = {t_{ij}^{c_{mu}}}<em>{i=1}^H$, $(T</em>{mu} \subseteq S_{mu})$</td>
</tr>
<tr>
<td>$H$</td>
<td>The limited count of sampling sentences of set $T_{mu}$</td>
</tr>
<tr>
<td>$h$</td>
<td>The minimum number of sampling sentences of subset $t_{ij}^{c_{mu}} \in T_{mu}$, where $N \times h \leq H$</td>
</tr>
</tbody>
</table>

Table 2. Notations and definitions

4.1 Framework Overview

In this research, a framework is proposed to sample a subset of representative sentences for the analysis of series products of same brand and competitors. It is named Serial Representative Sentence Sampling (SRSS). It consists three phases: (1) **SRSS-I**: Extract Product Features; (2) **SRSS-II**: Identify Feature
Aspects; (3) SRSS-III: Sample Representative Sentences. The overview of this workflow is presented in Figure 1.

4.2 SRSS-I: Extract Product Features

Given online reviews of one particular product domain, the first task is to extract product features and analyze their corresponding sentimental polarities. In this research, with the help of merits and drawbacks reviews, such as reviews in Cnet.com and Epinions.com, a simple yet effective method is employed.

In the beginning, product features are extracted from merits and drawbacks reviews, in which features are defined as the nouns or noun phrases with a high frequency (Liu, 2010). For example, "battery", "camera", "screen", "media" and "application" are extracted from merits and drawbacks reviews of smartphones. Then, sentences regarding product features are identified from customer reviews.

Accordingly, with the help of review corpus in (Pang & Lee, 2004), a binary classifier is built to classify the attitude of a sentence in subjective or objective. Next, with the opinionate information in merits and drawbacks reviews, another binary classification approach is utilized to classify the sentiment of a subjective sentence in positive or negative. In this approach, each sentence is represented as a bag of sentimental terms defined in MPQA (Wilson, Wiebe, & Hoffmann, 2005), and review sentences in merits and drawbacks reviews are utilized as training corpus. Similar approaches for product feature identification and sentiment analysis were also reported in (Jin, Ji, & Gu, 2016; Jin, Ji, & Kwong, 2016; S. M. Kim & Hovy, 2006; Yu, Zha, Wang, & Chua, 2011).

Note that an objective sentence might also contain valuable information about customer concerns. Similar to the assumptions made in other relevant studies (Jin, Ji, & Gu, 2016; H. D. Kim & Zhai, 2010), in this study, only positive and negative sentences are taken as the major concerns for sampling representative sentences. Accordingly, these sentences of specific features are collected into different sets.
4.3 SRSS-II: Identify Feature Aspects

The second task in the SRSS is to identify different aspects of product features and classify customer concerns from online reviews.

Since the same feature aspect might be discussed in sentence pieces with similar details, they can be identified by grouping sentences with similar topics. In this research, one straightforward approach is utilized to cluster review sentences according to the content similarity. Specifically, first, given review sentences set \( R_m \) regarding a feature \( f_m \), the similarity matrix of sentences \( U_m \) is constructed, where \( u_{m,pp'} = \text{Similarity}(r_{m,p}, r_{m,p'}) \), \((r_{m,p}, r_{m,p'}) \in R_m \). Next, feature-related sentences are clustered according to \( U_m \). In this research, a self-adaptation clustering method in (Frey & Dueck, 2007) is employed and the clustering results are taken as different groups of relevant sentences regarding different aspects \( A_m \).

Notice that some feature aspects might be observed across different products of that series. In this research, these aspects are defined as serial aspects \( C \). Serial aspects echo similar topics of a feature which are frequently discussed across different products in this series, and these topics might become consistent customer concerns about the whole series products. Take a feature of a smart phone for example, “battery overheating” of “battery” is continually observed in customer reviews of each product in that series. Accordingly, in this research, “overheating” is taken as a serial aspect of “battery”. Thus, review sentences regarding a serial aspect \( c \) of \( C \) can be grouped into the same set \( S \). Next, a few representative sentences are expected to be sampled from \( S \).

4.4 SRSS-III: Sample Representative Sentences

In this section, given a serial aspect, how to sample representative sentences from the sentence set regarding will be discussed. Recall that the representative sentences in sampling results are expected to balance two criterions, i.e., information coverage and information diversity. Therefore, with the objective function of sentence sampling in Eq. (1), how to model these two criterions and how to sample a subset of representative sentences are studied.

**Information Coverage** As aforementioned, the sentence sampling is expected to cover general details of aspects, which means the sampled sentence set \( T \) are expected to cover the main content of the entire sentence set \( S \). This expectation can be denoted as,

\[
\text{Coverage}(T,S) = \frac{1}{|T||S|} \sum_{t \in T, s \in S} \text{Similarity}(t, s) \tag{2}
\]

**Information Diversity.** The sentence sampling is expected to cover different subtopics of aspects, which means each sampled sentence of \( T \) are expected to be dissimilar to the rest of sampled sentences. This expectation can be denoted as,

\[
\text{Diversity}(T) = \frac{1}{|T|^2} \sum_{t, t' \in T} \text{Distance}(t, t') \tag{3}
\]

Now, the problem becomes to evaluate the similarity and the distance between two sentences. In this research field, different approaches are reported to model the sentence similarity. However, some models are quite complex for product designers. To lessened the difficult implementation of these tasks and focus on the application of the proposed framework, in this research, a simple but effective similarity model is employed. In Eq. (4), the sentence similarity between two sentences \( X \) and \( Y \) is defined, considering semantic matching between terms,

\[
\text{Similarity}(X,Y) = \frac{\sum_{x \in X} \max_{y' \in Y} \Phi(x, y') + \sum_{y \in Y} \max_{x' \in X} \Phi(x', y)}{|X||Y|} \tag{4}
\]

where \( \Phi(x,y) \) is a term similarity function and \(|X|\) and \(|Y|\) are the total counts of words in \( X \) and \( Y \). A similar definition about the sentence similarity can be also found in (H. D. Kim & Zhai, 2010). Depending
on how $\Phi$ is defined, different variations can be obtained. In this research, two natural variants are experimented:

a) **Word Overlap Similarity** ($X, Y)_{WO}$: $\Phi_{WO}(x, y) = 1$ if $x = y$, and $\Phi_{WO}(x, y) = 0$ otherwise. It is naturally the Jaccard similarity function that considers word overlap.

b) **Semantic Word Matching** Similarity ($X, Y)_{WN}$: $\Phi_{SWM}(x, y) = 1$ if $x = y$, and $\Phi_{SWM}(x, y) = sim(x, y)$ otherwise. $sim(x, y)$ refers to the semantic term similarity. In this research, the normalized value $WordNet(x, y) \in [0,1]$ is employed. $WordNet(x, y)$ evaluates the shortest path distance about the conceptual relations of two terms that is defined in WordNet (Fellbaum & Miller, 1998). Then, $sim(x, y)$ is set to be $1 - WordNet(x, y)$ which measures how similar the two terms are.

Similar to $Similarity(X, Y)$, the dissimilarity between two sentences $X$ and $Y$ can be defined as,

$$Distance(X, Y) = 1 - Similarity(X, Y)$$

where $Distance(X, Y)_{WO}$ and $Distance(X, Y)_{SWM}$ are conducted with $\Phi_{WO}(x, y)$ and $\Phi_{SWM}(x, y)$.

**Optimization problem** Generally, sampled review sentences are expected to have high information coverage and information diversity. Thus, the problem of representative sentence sampling in Eq. (1) can be denoted as,

$$T = \arg \max \frac{1}{|T|} \sum_{t \in T} Similarity(t, s) + \frac{1}{|T|} \sum_{t, t' \in T} Distance(t, t')$$

where $|T| \leq H$ and $|t| \geq \ell (t \in T)$. Actually, different methods are available to analyze such optimization problem, such as the greedy-based approach (McDonald, 2007) and the fast approximate spectral clustering (Wei et al., 2016). In this research, the method in (McDonald, 2007) is adopted to solve this optimization problem.

5 Experiment Study and Discussion

5.1 Experimental Setup

In this section, a case study is presented to demonstrate how to utilize SRSS to sample the representative sentences from series product reviews. 21,952 Pros and Cons reviews of intelligent mobile phones were collected from Cnet.com. They were utilized as a training corpus for product feature extraction and sentiment polarity identification. 10,815 reviews of popular series mobile phones of two brands were obtained from Amazon.com to verify the availability of the proposed approach. The number of reviews about these products is presented in Table 3. In this case study, customer reviews of three series products in two given brands are analyzed. For data privacy, the names of these two brands are represented as Brand 1, Brand 2.

<table>
<thead>
<tr>
<th># of reviews</th>
<th>P1</th>
<th>P2</th>
<th>P3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Brand 1</td>
<td>1,086</td>
<td>1,872</td>
<td>2,147</td>
<td>5,108</td>
</tr>
<tr>
<td>Brand 2</td>
<td>429</td>
<td>1,275</td>
<td>3,993</td>
<td>5,697</td>
</tr>
</tbody>
</table>

Table 3. # of reviews about series three products in Brand 1 and Brand 2

5.2 Evaluation Metrics

Conventionally, for review analysis, it is burdensome to acquire training samples built from a big volume of product online reviews. Even for a small exemplary data set, it is still difficult to select some representative sentences by hand, which thus makes it hard to apply some widely-utilized metrics to
evaluate the performance of the proposed approach. Therefore, in this research, three simply evaluation metrics are employed, i.e., information redundancy, information coverage and information centralization.

a) **Information redundancy** (IRD), evaluates to what extent the sampled sentences are similar to each other. The result is expected to have a low IRD value to avoid the content overlap of sampled sentences. IRD can be estimated by evaluating the similarity among different sentences in \( T \). Given a subset \( T \), IRD can be formulated as:

\[
Redundancy(T) = \frac{1}{|T|^2} \sum_{t \in T} \sum_{t' \in T} Similariy(t, t')
\]  

(7)

b) **Information coverage** (ICR), evaluates to what extent the sampled sentences are similar to sentences in the original review set. The sampled sentence set is expected to have a high ICR value to obtain representative sentences. ICR can be estimated by evaluating the similarity between \( T \) and \( S \). Given a subset \( T \) and its original set \( S \), ICR can be formulated as:

\[
Coverage(T, S) = \frac{1}{|T| \times |S|} \sum_{t \in T} \sum_{s \in S} Similariy(t, s)
\]  

(8)

c) **Information centralization** (ICT), evaluates to what the extent sampled sentences cover the content of original reviews. This metric aims to figure out how sampled sentences are affected by high-frequency words. The sampled sentence set is expected to have a low ICT value to cover content words with different frequency. ICT can be estimated by evaluating the count and frequency of words that \( T \) covers. It will increase if \( T \) covers lots of high-frequency words. Given a frequent content word set \( V \) of the original reviews, ICT can be formulated as:

\[
Centralization(T, V) = \frac{1}{|D(v, T)|} \sum_{v \in V} W(v, V) \times D(v, T)
\]  

(9)

\( W(v, V) \) is the frequency of word \( v \), \( D(v, T) \) is an indicator variable that \( D(v, T) = 1 \) if \( T \) contains word \( v \) and \( D(v, T) = 0 \) otherwise, as well as \( |D(v, T)| \) is the count of frequent words that \( T \) covers.

In the following experiments, to evaluate the performance of SRSS, \( Similarity(X, Y)_{WN} \) is employed to evaluate the word similarity in different pairs of sentences. Furthermore, for benchmarking with similar algorithms, a simple approach of review sentence selection, the RANDOM Sampling, is introduced as basic benchmark approaches. It was also utilized in (Tsaparas, Ntoulas, & Terzi, 2011). Additionally, two greedy-based approaches for the one-to-one product comparison analysis (COS), which proposed in (H. D. Kim & Zhai, 2010), are also employed to benchmark. They are denoted as **COS-1** and **COS-2**. Accordingly, given a customer review corpus of \( N \) products in the same series, **SRSS** is compared with all these four benchmark approaches:

a) **RANDOM Sampling (RD)**: \( h \) sentences are selected randomly as the sample subset by the RANDOM algorithm, which is meant to serve as a sanity check that calibrates the results of the other algorithms. In this experiment, 2000 runs will be performed for the RANDOM sampling and the average value of performance are taken;

b) **COS-1 Sampling (COS-1)**: Given a review sentence set \( R_m \), regarding \( f_m \) of a particular product \( p_1 \), \( q \) sentences in negative polarity and \( q \) sentences in positive polarity are selected. Accordingly, two sets of \( q \times N \) sentences regarding all products in \( P \) are collected, which are denoted as \( Q_1 \) and \( Q_2 \), respectively. \( Q_1 \) and \( Q_2 \) are expected to have high similarity to the original set \( R_m \). Then one sentence from \( Q_1 \) and one sentence from \( Q_2 \) are selected and combined as a pair, and \( q \) pairs are selected as the result. Selected sentences in each pair are expected to have high similarity regardless the sentiment polarity. To sample sentence pairs across \( N \) series products, \( 2 \times q \times N \) sentences are selected as the result eventually;

c) **COS-2 Sampling (COS-2)**: Given a review sentence set \( R_m \) regarding \( f_m \) of product set \( P \), negative sentences and positive sentences are collected and combined as pairs, respectively. Collected
sentences in each pair are expected to have high similarity regardless the sentiment polarity. Then \( q \) pairs of the whole set are selected as the sampling results which are expected to have the highest similarity to the original set \( R_m \). Similar to COVS-1, to sample sentence pairs across \( N \) series products, \( 2 \times q \times N \) sentences are selected as the final result.

To evaluate the performance of each approach, the number of samplings is expected to be equal. Note that, in this experiment, three products in each series are selected and thus \( N \) equals to three. \( q \) is set to be 2 to 8, which means that 12, 18, 24, 30, 36, 42, 48 sentences are sampled, respectively, since that COVS-1 and COVS-2 totally select \( 2 \times q \times N \) sentences.

5.3 On the Sensitivity of Parameter

Different experiments that evaluate the impacts of \( \alpha \) in Eq. (6) are conducted. \( \alpha \) is a coupling parameter that balances the *Coverage* and the *Diversity* of sampled sentences. Different values of \( \alpha \) are tested and *Similarity*(\( X, Y \))\(_w_0 \) is utilized. In Figure 2, the approach of SRSS is compared by using reviews of both Brand 1 and Brand 2.

![Figure 2. Performance comparisons regarding different \( \alpha \)](image)

As observed from Figure 2(a) and Figure 2(b), higher IRD and lower ICR are observed if \( \alpha \) is larger. However, a lower value of ICT is also observed if \( \alpha \) is moderate. One of potential reason is that with an increasing weight of *Coverage* in Eq. (1), of which weight is \( 1 - \alpha \), more sentences that are similar to the original sentence set tends to be sampled, which causes the *Diversity* of sampled sentences becomes smaller. Thus, the value of ICR is achieved higher, while sampled sentences are semantically similar, which then leads the value of ICT get higher.

\( \alpha \) can be set as various values according to which metrics matter higher. In this experiment, \( \alpha \) is chosen to be 0.6. As seen from this figure, it is generally reported as an optima parameter for sampling representative sentences, where lower values of IRD and ICT and a higher value of ICR are balanced. In the following, \( \alpha \) is set to 0.6, in which better performance is observed in terms of all three metrics.
5.4 Evaluation Results and Analysis

For the effectiveness of the proposed approach, categories of experiments were conducted to analyze review sentences that refer to the battery and the camera of Brand 1 and Brand 2. In these experiments, sentences are selected from the corresponding opinionated review sentences. Then, sentences are sampled from corresponding opinionated review sentences and evaluated in terms of the three metrics. The results are reported in Table 4, in which the bold number indicates that it is the best desired performance among other benchmarks except RD sampling approaches. Both positive and negative sentences are investigated in different experiments and results are the summation of the average value considering all sampling sentences.

Note that, IRD and ICT are the lower the better while ICR is the higher the better. As seen from Table 4, a lower IRD value and a lower ICT value are obtained by SRSS. It can be claimed that review sentences with various details are sampled and they cover words in different frequency instead of high-frequent words only. These results indicate that, compared to other benchmark approaches, SRSS is capable to sample the richly detailed sentences across several series products. They reveal the relationships of customer concerns about different series products. In addition, it can also be found that moderate ICR values are obtained by SRSS. It reveals that sampling sentences are similar to the rest set of non-sampled sentences in a certain degree. Perhaps the reason behind is that, in these experiments, for purpose of obtaining a high Diversity, sentences with the same words are seldom sampled which thus causes the Coverage low. Note that, for a particular feature, large parts of customers concern about some similar topics are sampled. Accordingly, sampling results, which cover large number of these same topics and have a high level of word-overlap, obtain an obviously high value of Coverage while low value of diversity. SRSS avoids sampling too many sentences that reveal the same topics, thus it obtains a moderate ICR.

<table>
<thead>
<tr>
<th>Brand 1</th>
<th>Brand 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Battery</strong></td>
<td><strong>Camera</strong></td>
</tr>
<tr>
<td>IRD</td>
<td>ICR</td>
</tr>
<tr>
<td>RD</td>
<td>2.253</td>
</tr>
<tr>
<td><strong>Word Overlap(WO)</strong></td>
<td></td>
</tr>
<tr>
<td>SRSS-WO</td>
<td>1.689</td>
</tr>
<tr>
<td>COS2-WO</td>
<td>2.480</td>
</tr>
<tr>
<td><strong>Semantic Word Matching(SWM)</strong></td>
<td></td>
</tr>
<tr>
<td>SRSS+WN</td>
<td>2.481</td>
</tr>
<tr>
<td>COS1+WN</td>
<td>2.479</td>
</tr>
<tr>
<td>COS2+WN</td>
<td>2.470</td>
</tr>
</tbody>
</table>

Table 4. Evaluate the proposed approach with other benchmarks

On the contrary, the approach of COS-1 considers more on covering the main content of the original sentence set, leading the ICR be high; also, the approach of COS-2 focuses on obtaining high similarity between sentences in opposite sentiment polarities and samples the most similar sentence pairs as results. They both aim to reveal main content of entire sentence set, which leads to their ICR are high. In short, COS-1 and COS-2 have strong ability to sample sentence subsets with a higher ICR by utilizing Similarity$(X,Y)_{WO}$. Even in experiments utilizing Similarity$(X,Y)_{WN}$, COS-1 and COS-2 just obtained moderate lower ICR than SRSS. However, SRSS performs better in sampling sentences. Its sampling results not only cover the main content of the original sentence set, but also contain various detailed information, as well as avoid containing too much high-frequent words.

To evaluate the performance regarding the number of sample sentences, experiments were conducted using reviews of “battery” and similarity measure $\Phi_{WO}$. The number of sample sentences is set to 30, 36, 42, 48. The final evaluation results are presented in Figure 3.
5.5 Case Study

To show how to utilize SRSS by product designers, 1,078 reviews of the battery in Brand 1 and Brand 2 are utilized as an illustrative example.

Now, suppose designers of the mobile phone care about opinions on the battery only. As presented in the proposed framework in Section 4, product features are extracted and serial aspects of features are identified with merits and drawbacks reviews. To evaluate the effectiveness of the sampling results, in this experiment, opinionated sentences in negative polarity are taken into consideration only. Accordingly, 706 negative sentences referring to the battery are obtained. Then, a few representative sentences are expected be sampled. The exemplary result is presented in Figure 4. As seen from Figure 4, a few representative sentences are sampled from each series products, in which customer concerns regarding different products of this series are briefly presented.

In Figure 5, an example is illustrated to show how SRSS benefits product designers for the competitor analysis at the level of series products. In this example, customer online reviews for series products of two brands are analyzed by SRSS. The proposed approach is utilized to sample representative sentences that reveal customer concerns about products of these two series. To make cross-comparison with these series products, review sentences of two brands are consolidated where comparable customer concerns are compared clearly. The representative sentence sets help to enlighten product designers with strengths and weaknesses of series products in multiple brands, respectively. Comparing with the example in Figure 4, series product comparison of multiple brands is conducted efficiently by analyzing the voices of online customers.

(a) The battery of series mobile phones of Brand 1

(b) The battery of series mobile phones of Brand 2
6 Conclusions

In this research, the problem of how to extract customer online concerns of series products for competitor analysis is investigated. Its core is to sample a subset of representative sentences from reviews of series products of the same brand and competitors. Specifically, a three-phase framework is proposed for this problem and an optimization problem is formulated, in which the information coverage and the information diversity are expected to be maximized. Moreover, categories of comparative experiments were conducted on a wide range of real reviews of Amazon.com. These results demonstrate the effectiveness of the proposed approach.
Some potential valuable research studies can be extended, such as how to make comparisons of the proposed approach with different similarity functions according to the sentence alignment, how to develop sophisticated algorithms to achieve better approximation solution for the optimization problem, etc.
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