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ABSTRACT 

The Lower Atmosphere Ionosphere Coupling Experiment (LAICE) is a NanoSatellite which 

will be performing in-situ measurements of neutral and ion densities in the mesosphere, lower 

thermosphere, and ionosphere and correlating them to measurements of gravity waves in the 

lower atmosphere. The satellite is based on a new 6U CubeSat form factor based on the 

IlliniSat-2 bus developed at the University of Illinois at Urbana-Champaign. The satelliteôs 

payloads need to be oriented such that three instruments are oriented along the velocity direction 

of the satellite, while a fourth instrument is pointed towards nadir. The attitude determination and 

control system must achieve the attitude pointing requirements (5° from nominal attitude) with 

minimum of cost and low power. The satellite will  therefore make use of magnetic torque coils 

augmented with aerodynamic stabilization to accomplish the mission attitude control 

requirements. The proposed control method relies on passive aerodynamic stabilization of the 

spacecraft to maintain pointing in the satellite normal frame. The aerodynamic stabilization 

reduces the dimensionality of the magnetic attitude control to a one-dimensional problem. The 

major contributions of this work include the development of an object-oriented attitude control 

library with which to program flight code as well as simulate satellite dynamics to validate the 

flight code; the development and tuning of an Extended Kalman Filter for attitude determination 

using low-cost magnetometers and MEMS gyros; the development and tuning of a hybrid 

attitude control algorithm for magnetic torque coils which can reliably detumble and reorient the 

satellite; the development of an efficient graphical drag model for computing aerodynamic 

torques; and the novel use of a tri-axial Helmholtz cage for performing a Hardware-in-Loop 

optimization of the coupled attitude determination and control system.   
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CHAPTER 1 

INTRODUCTION  

1.1 Lower Atmosphere/Ionosphere Coupling Experiment 

The Lower Atmosphere/Ionosphere Coupling Experiment (LAICE) CubeSat mission will 

study the interaction of atmospheric gravity waves generated by weather systems in the lower 

atmosphere with the mesosphere, lower thermosphere, and ionosphere (MLTI)[1]. Specifically, 

LAICE will observe the energy and momentum delivered by these waves and attempt to connect 

the wave sources and the wave effects in three widely different altitude ranges, substantially 

adding to our knowledge of coupling processes between these atmospheric regions. The mission 

is targeting a Low-Earth Orbit (LEO) deployment from the International Space Station (ISS). 

The deployment will occur from an altitude of approximately 400km altitude. As the spacecraft 

descends, it will be oriented with three of its four payloads oriented into the satellite velocity 

direction, with its remaining payload pointing along the nadir direction. To achieve this on a 

relatively small satellite bus, a magnetic-only control system will be used. At low altitudes, the 

small magnetic torque generated will be dominated by aerodynamic forces. As such, the satellite 

has been designed in such a way that it will be stabilized in the satellite velocity direction 

allowing the magnetic controlling to resolve the remaining component of the attitude. To validate 

the attitude determination and control system (ADCS), a hardware-in-loop simulation is 

conducted using a three-axis Helmholtz cage. In this work, the attitude control system will be 

examined and results will be shown for the hardware-in-loop validation of the ADCS. 

1.2 LAICE Mission Overview 

The LAICE satellite is built around a 6U CubeSat bus developed at the University of Illinois 

at Urbana-Champaign[2]. The satellite contains four-instrument payloads: the retarding potential 
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analyzer (RPA) will provide in-situ ion density and temperature measurements; a four-channel 

photometer will measure density and temperature variations in the mesosphere through 

observations of O2 (0, 0) atmospheric band and O2 Herzberg I band airglows; and two pressure 

sensors, the Space Neutral Pressure Instrument (SNeuPI) and the LAICE Ionization gauge 

Neutral Atmosphere Sensor (LINAS), will provide neutral density measurements[1]. The 

objective of LAICE is to provide a cost-effective approach to measuring these low altitude in-

situ parameters. 

 

Figure 1. Rendering of the LAICE Satellite in its deployed configuration, aligned with the science orientation with the +z 

face in track with the velocity, and the ïy face along the nadir direction. 

As stated, the target deployment altitude is approximately 400km altitude. The satellite will be 

deployed from a CubeSat deployer mounted to the Kibo module of the ISS. Upon deployment, 

the satellite may be subjected to deployment induced angular tip-off rates. These rates are 

relatively small with a maximum expected tip-off rate of 5°/sec for a 6U satellite such as 

LAICE[3]. Even though the atmospheric density is low, the spacecraft will begin to descend due 

to atmospheric drag. LAICE will lose altitude more quickly than larger satellites owing to its low 
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mass (14kg) to surface-area ratio and thus poor ballistic coefficient. Over a period of 9-12 

months, the satellite will descend to its target altitude for science operations (220-300km). The 

satellite will continue to lose altitude at an increasing rate as the density of the atmosphere 

increases exponentially; however, the stabilizing effect of the aerodynamic forces will improve 

the control over the spacecraft attitude during the peak science period of the mission. Once the 

satellite descends below the 220km altitude, the orbit decay becomes extremely rapid. At 190km 

altitude, simulations indicate that the satellite will not be able to complete additional orbits and 

reenters. 

When recording science data, the instruments must be oriented such that 1) the RPA, SNeuPI, 

and LINAS instruments be oriented in track with the velocity, or ñramò, direction, and 2) the 

photometer payload is oriented along the nadir direction. Figure 1 demonstrates the science 

orientation of the LAICE satellite. For a non-circular orbit, it is not possible to maintain both the 

ram and nadir facing orientation simultaneously. The ram-facing payloads (RPA, SNeuPI, and 

LINAS) are more sensitive to misalignment from the velocity direction; as such, the orientation 

of the ram-facing payloads is considered the principal axis for determining pointing accuracy. In 

order to perform adequate data collection, it is necessary to maintain a pointing accuracy of 5° 

from velocity direction; the nadir facing payloads must be oriented within 5° of the projected 

nadir vector onto the plane perpendicular to velocity vector. A pointing knowledge better than 2° 

is required in order to correlate data. These two requirements must only be met during science 

operation. 
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Figure 2: LAICE bus (with -X solar arrays and structure removed for clarity)  

To facilitate attitude determination and control, a magnetic-only determination has been 

implemented. In addition, the center of mass of the spacecraft has been moved forward of the 

geometric center (+z direction) to give the satellite a positive static margin improving 

aerodynamic stability in the ram direction. These two design features, when used in concert, will 

provide the necessary mechanisms for three-axis attitude control about the science orientation. 

The attitude determination system consists of a three systems, namely: magnetometers, coarse 

sun sensors, and rate gyros. The attitude determination and control algorithms are performed 

onboard on the satelliteôs command and data handling (C&DH) system. The algorithms use a 

custom object-oriented library for managing attitude transformations in a frame/format 

independent manner. 
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1.2.1 Design of Onboard Attitude Determination and Control Systems 

The design of the onboard hardware is the result of many undergraduate and graduate student 

contributions over the course of the past 15 years. The majority of these contributions were from 

the course Introduction to NanoSatellite Design at the University of Illinois at Urbana-

Champaign. Other contributions were made through undergraduate and graduate student 

independent study, aerospace and electrical engineering senior design projects, electrical 

engineering senior thesis projects, as well as undergraduate volunteer research. The attitude 

determination and control subsystems (magnetometers, rate gyros, and magnetic torque coils) 

were largely the work of students from semesters from 2012 to 2016. The design of the solar 

panels, which serve as both a coarse sun sensor and a harness for the ADCS, was the work of 

students from semesters from 2013 to 2016. 

1.2.1.1 Magnetometers 

 

Figure 3. Flight HMC1053 Magnetometer Board. 

The satellite is outfitted with up-to six three-axis Honeywell HMC1053 magnetometers[4]. 

Each magnetometers is installed on an individual board with its own dedicated 16-bit analogue-

to-digital converter (ADC) and microprocessor to interface with the command and data handling 
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(C&DH) system using a serial connection (see Figure 3). When queried by the C&DH system, 

the magnetometer board measures the field strength of each axis sequentially (X-Y-Z). Each axis 

takes 5µs to measure; as such, the values are considered to be instantaneous in relation to the 

typical rotation rates of the satellite. 

These inexpensive sensors are relatively imprecise when compared to scientific sensors; 

however, a calibration and registration algorithm is performed to improve the accuracy as well as 

determine the rotation from the sensor axes to the satellite body frame. Using the calibration 

algorithm, the accuracy can be improved to within 0.2% of full resolution, or approximately 0.5° 

of pointing of the true magnetic field[5]ï[7]. 

The magnetometer boards are mounted on the interior face of the spacecraft solar panels (up 

to two per panel). Whilst only a single three-axis sensor is required for determination, multiple 

magnetometers will be used and a sensor fusion algorithm will be implemented to improve the 

magnetic field measurement accuracy in the presence of system electromagnetic interference. 

1.2.1.2 Coarse Sun Sensors 

Each solar panel has a small photoresistor mounted to its outer face. Assuming unobstructed 

light from the sun and a constant solar luminance, the measured intensity from the photoresistor 

can be correlated to the incident angle to the sun by Equation (1). By using several 

photoresistors, it is possible to determine the pose of the spacecraft with respect to the sun. The 

sensor is also used by other systems (such as payloads) to determine whether or not payloads 

should be shutdown to avoid oversaturation of sensors. 

Ὅ Ὅ ÓÉÎɻ (1) 
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As the photosensors are only mounted to the solar panel faces (and not the +z or ïz faces), the 

satellite will only be able to determine the orientation of the satellite to two angles at best. While 

the magnitude of the third angle can be assumed based on the missing luminal intensity, it will be 

impossible for the spacecraft to resolve the sign of the angle. Due to variations in incident 

intensity (either due to variations in solar intensity or the addition of albedo off of other bodies 

such as the Earth or Moon), this magnitude of the third component is also less reliable. The lack 

of ability to resolve the third component makes deterministic determination methods less 

effective, but does lend itself well to augmenting an Extended Kalman Filter (EKF) 

determination algorithm if necessary[8]. In practice, the coarse sun sensing ability is used to 

validate attitude determination system performance in ground analysis and is not used as part of 

the onboard satellite determination algorithms. 

1.2.1.3 Rate Gyros 

For rate measurements, a MEMS gyro is installed on a dedicated board communicating over 

the same serial communication interface as the magnetometers. MEMS gyros are subject to drift, 

which causes the baseline value to deviate from zero[9]. As such, the reference needs to be 

calibrated against an external reference. For this purpose, a MEMS gyro is typically paired with 

an accelerometer[9]. The combined system of gyro and accelerometer is typically referred to as 

an Inertial Measurement Unit (IMU). Many commercial off-the-shelf (COTS) gyro and 

accelerometers exists. The challenge in selecting a COTS component for the LAICE satellite is 

the difference in required sensitivity from typical commercial applications. The most common 

use for these components is in handheld devices. Handheld devices are subject to much greater 

linear and angular acceleration and therefore measure over much larger ranges (typically 250°/s 

and greater full range for angular rate and 10g or greater for linear acceleration). The ±250°/s full 
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range is far greater than the anticipated 5°/s maximum tipoff rate. MEMS rate gyros specifically 

for space applications are commercially available, yet only improve the resolution by a factor of 

two for an order of magnitude greater cost[10]. The alternative, however, are non-COTS 

solutions such as mechanical gyros or ring-laser gyros which, albeit far more precise, are 

dramatically more expensive.  

The LAICE satellite uses an MPU-6050 Motion Processing Unit. This sensor has 3-axis 

MEMS gyroscope, a 3-axis accelerometer, and a digital motion processor[11]. The sensor has a 

250°/sec full range and, at 16bit resolution of these sensors, it provides a resolutions of up to 131 

bits/°/sec (or approximately 0.0076°/sec); however, the reliability of the least significant bits 

(LSB) degrades due to power supply noise and system vibration. In practice, the resolution is 

more reliably on the order of 0.1°/s. If the noise is assumed to be zero-mean Gaussian, it is 

possible to filter the rate information based on the system dynamics[12]. For the purposes of 

simulation, the gyro is simulated using the attitude rate state with zero-mean, Gaussian noise. 

The value is also clipped to simulate the digital nature of the device (whereby a value less than 

the 0.0076°/sec rate would be interpreted as zero). 

1.2.1.4 Magnetic Torqueing Coils 

To generate the required magnetic moment, LAICE uses three orthogonally-mounted 

magnetic torqueing coils embedded into circuit boards with a dedicated ADC and 

microprocessor for command handling (see Figure 4). A magnetic torqueing coil generates a 

magnetic moment by passing a current through multiple aligned loops of wire. In the presence of 

an external magnetic field, the magnetic moment generates a torque according to the cross-

product of the magnetic moment and the magnetic field. The coils are capable of producing a 

magnetic moment of 0.2744 Nm/T at peak[13]. Given an on-orbit maximum magnetic field of 
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4.90E-5 Tesla, this results in a maximum torque of 1.35E-5 Nm if the magnetic moment and 

magnetic field are orthogonal. The output of each coil is controllable in 128 even spaced steps 

and the direction of the output is controllable. The current driving the coils can be regulated to 

within 0.1%. The generated magnetic moment is estimated based on the coil geometry. To verify 

the generated magnetic moment, a spin table test will be conducted prior to launch. 

 

Figure 4. Magnetic Torqueing Coil Board[13]. 

1.2.1.5 Physical Arrangement of ADCS Components 

The ADCS sensors and actuators are principally located on the inside face of the solar panels 

(see Figure 5 and Figure 6). The sole exception is the z-axis magnetic torque coil which is 

located in the service stack. The photodiodes are placed at the base of each panel (at the right 

extremum of the solar panel in Figure 5). The magnetic torque coils are placed centrally on the 

panels ï aligned with the principal axes of the spacecraftôs body (see Figure 6). The 

magnetometer is placed as far from the torque coil and science payloads as possible to avoid 

electromagnetic interference (EMI) effects. Even at this distance, the magnetometers will 
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become saturated when the torque coils are active. As a result, the magnetometers will only be 

used for sensing when the coils are inactive and will be degaussed between measurements. Five 

such panels will be mounted on the spacecraft (2 on the +x and ïx, and one on the +y face). 

 

Figure 5: Outward facing side of single solar panel. The white border is a protective tray. 

 

Figure 6: Inward facing side of solar panel with ADCS sensors and actuators. Protective tray has been removed for 

clarity.  

1.3 Research Contributions 

The presented work analyzes several aspects of the LAICE CubeSatôs Attitude Determination 

and Control System. The most difficult component of the design, which also make this analysis 

unique and novel, is creating a high-reliability attitude determination system using low-cost, 
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COTS components to achieve the science attitude pointing requirements. The present work 

includes: 

1. Design of a low-cost attitude determination and control system. The system aims to 

use primarily commercial off-the-shelf components. 

2. Development of an attitude determination algorithm which is robust to sensor noise. 

An analysis of multiple magnetic-only approaches are presented and a unique system 

was designed to allow for globally convergent solutions. This effort required an 

Extended Kalman Filter (EKF) and subsequent tuning of the filter parameters. 

3. Development of an efficient attitude control algorithm for magnetic torqueing control. 

A unique hybrid switching controller was used to accomplish efficient detumbling of 

the satellite post-deployment, followed by a proportional-integral control approach for 

fine pointing. This effort required gain tuning to obtain the desired response 

characteristics. An analysis of the control response is also presented. 

4. Optimization of the coupled attitude determination and control system using a Particle 

Swarm Optimization (PSO). 

5. Analysis of the system performance under external aerodynamic forces. An analytical 

model of the satellite was developed, as well as a novel GPU graphical method which 

is better able to deal with occluding geometry. 

6. Measure the mass properties (GC and MOI) of the satellite and determine the 

uncertainty in the mass properties. This is essential to validate the robustness of the 

system to reasonable errors in the mass properties. 

7. Validate the system using Hardware-in-Loop demonstrations of the attitude 

determination and control system using a novel three axis Helmholtz cage. This same 
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setup is also used to perform Hardware-in-Loop optimizations of the coupled attitude 

determination and control system. 
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CHAPTER 2 

MAGNETIC ATTITUDE DETERMINATION  

2.1 Spacecraft Attitude Determination for Low-Earth Orbit s 

Attitude determination is the process of determining the orientation of a spacecraft with 

respect to some external frame of reference. It is a necessary step in determining the pointing of 

any satellite instruments and a prerequisite for reorienting the satellite to a desired orientation. 

The attitude state, in its simplest representation, can be thought of as the three body-fixed 

rotations required to transform the spacecraft body-frame of reference to some external reference 

frame. The attitude can be parameterized in several ways. For the purposes of this work, three 

parameterizations will be considered: Euler angles, direct cosine matrices (DCM), and 

quaternions. 

2.1.1 Reference Frames for LAICE Mission 

The attitude represents the transformation of the spacecraft body frame with respect to some 

external reference frame. Therefore, when discussing spacecraft attitude, it is necessary to 

specify the frame in which the attitude is being represented. For the majority of the discussions 

in this work, five reference frames are of importance: Earth-Center Inertial (ECI), Earth-

Centered/Earth-Fixed (ECEF), Perifocal Frame (PWQ), Satellite Normal Frame (NTW), and Hill 

Frame (RSW). These reference frames are notional concepts, all having several specific 

implementations defined by either an epoch and/or an orbit. A brief overview of each is 

presented herein with a discussion of the significance with respect to the LAICE mission. 

To define any attitude reference system, it is necessary to form a set of basis vectors. This 

basis vector set is with respect to reference features. In practice, these frames are defined as 

orthonormal basis vector sets. Therefore, two orthogonal vectors are sufficient to form a basis as 
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the third vector will be define by the cross-product of the two and the handedness of the system. 

Alternatively, it can be defined by a plane and principal direction; the plane normal and principal 

direction (which typically lies within the plane) are sufficient to define the basis vector set of the 

frame. For completeness, a reference frame is defined about an origin; however, as the location 

of the origin is decoupled from the orientation between frames, the origin is no significance to 

the attitude. 

 

Figure 7: ECI Frame defined by the equatorial normal vector (K) and the First Point of Aries (ɔ). 

The ECI frame is an inertial reference frame centered on the Earth. The Earthôs Equator is the 

fundamental plane and the principal direction is the Vernal equinox. Since the Vernal equinox 

changes over time, the frame must be defined from an epoch[14]. For the purposes of this paper, 

the IAU-76/FK5 epoch[15] is used to define the ECI within the context of this paper. The ECI 

frame is of significance as it an inertia reference frame. Dynamic modelled in this reference, 

unlike the other frames discussed herein, are independent and separable from the motion of the 

frame. Unless otherwise specified, representations of the attitude in equations of spacecraft 

dynamics are with respect to the ECI frame. 
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Figure 8: ECEF frame defined by the equatorial normal vector (K) and the Prime Meridian vector (I). 

The ECEF frame is similar to the ECI frame in that the frame is centered on the Earth and the 

Earthôs equator serves as the fundamental plane; however, the principal direction is defined 

through the Greenwich meridian. This couples the motion of the frame to the motion of the 

planet surface. The ECI and ECEF frames are related through a rotation about the Earth equator 

normal. The angle of this rotation is equal to the sidereal angle of the planet, ɗ, again as defined 

from an epoch. The ECEF frame is useful in that it readily represents values which are defined 

with respect to the surface of the Earth. The magnetic field, for example, is best modelled with 

respect to the Earthôs surface. Similarly, ground stations and other terrestrial targets (either for 

purposes of radio downlink or scientific observation) are best defined in this frame. 
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Figure 9: Perifocal Frame (PQW) defined by the orbit plane normal (W) and vector to periapsis (P). Direction of travel 

along the orbit is indicated by the arrow along the orbit path. As can be seen, the handedness of the orbit plane normal is 

consistent with the direction of travel. 

The Perifocal frame (PQW) is an orbit centered frame. The frame is centered at the non-

vacant foci of the orbit and the fundamental plane is defined by the plane swept out by the orbit. 

For practical purposes, this frame is defined for Keplerian two-body orbits. The principal 

direction of the orbit is defined by the vector to periapsis (the point of closest approach to the 

central body of the orbit). This frame is a useful intermediate frame for calculation. The 

transformation between the inertial ECI frame and the Perifocal frame is only a function of the 

classical orbital elements. Further, if the orbit does not itself precess, the orbit Perifocal frame is 

itself an inertial reference frame. 
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Figure 10: Satellite Radial (RSW) frame defined by the orbit plane normal (W) and the radial direction (R). 

 

Figure 11: Satellite Normal (NTW) frame defined by the orbital plane normal (W) and the velocity track vector (T). 

The Satellite Radial (RSW) and Satellite Normal (NTW) are both satellite centered frames. 

Like the Perifocal frame, the fundamental plane of the orbit is defined by plane swept out by the 

orbit; however, they differ from the Perifocal frame in the manner by which they define the 

principal vector. In the case of the RSW frame (Figure 10), the satellite radial vector (the vector 

in direct opposition to Nadir) is the principal direction. This is useful when defining attitude 

targets with respect to the nadir direction, such as for ground observing payloads. The NTW 

frame (Figure 11) defines its principal vector as the vector normal to the orbit plane and satellite 

velocity direction. In this manner, the velocity vector is aligned with the second basis of the 

frame and the handedness of the frame is consistent with the PQW and RSW frames. The NTW 
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frame is uniquely able to define constant attitude targets for payloads which need to be aligned 

with the velocity vector. The RSW and NTW frames are therefore the most important when 

defining attitude targets for the two category of payloads (the velocity-aligned RPA and SNeuPI, 

and the nadir aligned PMT). For circular orbits, the NTW and RSW frames are congruent. For 

elliptical orbits, the two frames will oscillate about the third axis (W) relative to each other. As 

such, these two frames are easiest to relate to other frames via the PQW frame. 

It is simpler to represent certain quantities in specific frames (e.g. dynamics in an inertia 

frame, attitude targets in a satellite reference frame, geomagnetic field vectors in ECEF, etc.). As 

such, it is a best practice to create a map of frame adjacencies. Adjacent frames any two frames 

whose transformations from one to the other cannot be more simply represented by a sequence of 

other transformations. For example, ECI and PQW are adjacent but ECI and RSW are not 

(because ECI to RSW can be represented as the transformation from ECI to PQW followed by 

the transformation from PQW to RSW). For clarity, a diagram showing frame adjacencies is 

provided (see Figure 12). The mathematical representations of the transformations will be 

provided in the text where relevant. Frame transformations require different input information. In 

all cases presented herein, the orbit and current time provide sufficient information to determine 

frame transformations. 
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Figure 12: Adjacency of Reference Frames. 

In this work, an attitude will commonly be represented as a quaternion or direct cosine matrix. 

In general, quaternions will be presented by a lower-case q with a right-superscript denoting the 

base frame and a left-superscript denoting the resulting frame. In this fashion, a quaternion 

representing the transformation from ECI to ECEF would be written as follows: 

ή  (2) 

Most commonly, the attitude will  represent the orientation of the spacecraft body frame with 

respect to a reference frame. In such cases, either the right-superscript (SC) is used or the right-

superscript is omitted for clarity. Further, when both superscripts are omitted, this always 

represents the attitude of the spacecraft with respect to the inertial (ECI) frame. This will most 

commonly be used when describing the attitude dynamics of the spacecraft. 

In the case of a direct cosine matrix attitude representation, an upper-case letter (most often 

A) will be used to represent the transformation matrix in a similar fashion to the quaternion. This 

representation will often employ the same left- and right-superscript notation. The utility of this 

notation is most apparent when performing multiple successive rotations using a direct cosine 

matrix. When using vector notation where the vector reference is identified using a left-handed 

ECEF ECI PQW 

RSW 

NTW 
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superscripts, adjacent superscripts can be cancelled to determine the final frame representation 

(an example is provided in Eq. (3)). 

ὺᴆ ═ ═ ═ ὺᴆ  

ὺᴆ ═ ═ ═ ὺᴆ 

(3) 

In addition to attitude representations, reference frames are relevant to the representation of 

attitude rates. Whereas an attitude represents the orientation of one frame with respect to another, 

an attitude rate represents the rate of change of one frame with respect to a second frame, as seen 

from a third frame. In most cases, the third frame will be the same as one of the first two frames. 

The most useful representation from the perspective of this work is the rotation of the spacecraft 

body frame with respect to the inertial (ECI) frame, as seen in the inertial frame. Unless stated 

otherwise, the attitude rate representations will use this ordering of reference frames. The only 

notable deviation from this will be in defining attitude rate targets in the NTW frame which will 

be specifically addressed at the relevant point in the text (Section 3.3.2). 

2.2 Spacecraft Attitude Dynamics 

Spacecraft attitude dynamics are largely separable from spacecraft orbital dynamics. While 

orientation of the spacecraft can have an impact on satellite drag, which will be examined in 

greater detail in Chapter 5, the motion about the center of mass is separable from the motion of 

the center of mass[16]. The satellite attitude dynamics are derived from the law of the 

conservation of angular momentum and are best cast from that framework. The angular moment 

of the spacecraft, defined in an inertial reference frame, must be conserved unless acted upon by 

an external torque. If acted upon by an external torque, the angular moment must change in 

proportion to the amount of torque applied to the system and inversely proportional to the inertia 
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of the system. While angular momentum must be conserved at all times, this does not mean that 

the motion is constant. Angular momentum can be exchanged between axes, always in an 

attempt to increase the rotational stability of the craft. 

The body angular rate with respect to the inertial frame can be represented by Equation (4) 

[17]. 

╙ ᴆ ᴆ ╙ᴆ ὓᴆ (4) 

In this equation, ╙ is the moment of inertia matrix, ᴆ is the angular rate, and ὓᴆ is the applied 

torque to the system. Without loss of generality, the spacecraft can be modelled as a rigid body 

with its body coordinates aligned with its principal axes[17]. If the principal axes are aligned 

with the body axes, the moment of inertia matrix becomes diagonal. As such, Equation (4) can 

be simplified to the system of Equations (5)-(7). 

ὐ ὐ ὐ ὓ  (5) 

ὐ ὐ ὐ ὓ  (6) 

ὐ ὐ ὐ ὓ  (7) 

The moments, ὓ , on the satellite are a combination of the external disturbance torques and the 

applied moments from the magnetic torqueing coils about the three principal body axes. This 

coupled set of non-linear ordinary differential equations has no closed-form solution though 

certain satellite configurations can exploit spacecraft symmetry to make the equations solvable in 

closed-form; however, this is not the case for LAICE. Instead, the system must be solved as a 

coupled system of equations using numerical methods. 

The attitude quaternion is propagated by the infinitesimal state transition function defined by 
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ή
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ή (8) 

This state transition function can be integrated forward. If the attitude rate is known to be 

constant, then the attitude at a future time can be explicitly determined without forward 

integration.  

2.3 Deterministic Approaches to Magnetic/Sun Attitude Determination 

In order to establish the orientation of a spacecraft, it is necessary to make observations of the 

surrounding environment to gain observability of the attitude state (i.e. orientation of the satellite 

with respect to a reference frame). This can be most easily accomplished by taking multiple 

independent measurements in the frame of the spacecraft and determining the transformation 

required to align the measurements with the same vectors modelled in a known reference 

frame[18]. As an example, if the spacecraft takes a measurement of the magnetic field using a 

magnetometer and the sun pointing vector using sun sensors, the direction of these measurements 

are related to the models of the magnetic field and sun vector in the Earth Centered Inertial (ECI) 

frame via the rotation. The rotation from the modelled vectors in the ECI frame to the 

measurements in the spacecraft-frame in this example is the attitude of the spacecraft with 

respect to the ECI frame. A single measurement cannot give the orientation of the spacecraft 

uniquely. This can be most easily described mathematically by a lack of determinism in the 

parameters. The attitude represents three rotations while a single three-axis measurement only 

provides two-unique angles; the magnitude of the magnetic field provides no useful information 

about the attitude, therefore it should only be considered to provide two pieces of information not 

three. Intuitively, this can be rationalized by considering a satellite which is spinning about the 
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magnetic field direction; as the spacecraft rotates about the magnetic field vector, the magnetic 

field measurement read by the magnetometer will remain unchanged thus indicating a single, 

unobserved degree of freedom. Hence, a second measurement is necessary to resolve the final 

degree of freedom. 

The use of a second measurement presents its own challenges whereby a second, independent 

measurement would provide two additional pieces of information which causes the problem to 

become over-specified. This can be handled in a number of ways, one of which will be presented 

here in brief: the TRIAD method[19]. 

2.3.1 TRIAD Method 

The TRIAD method for attitude determination forms two sets of orthonormal bases: 1) using 

the satellite body-fixed sensor values, and 2) using the reference-frame-fixed model values. 

Then, by taking advantage of the invertible properties of the attitude DCM representation, the 

attitude quaternion can be computed explicitly. To begin, one of the two vectors (sun or 

magnetic field) is selected as the principal direction. For the purposes of this example, the sun 

vector is used; in practice, it is preferable to use the vector which can be measured with higher 

precision. This vector is normalized and forms the principal axis of the basis for both the 

measurement and model (Eq. (9)). Next, the cross-product of the magnetic field and sun pointing 

vector is normalized to form the second component of the basis (Eq. (10)). The resultant vector 

will be orthogonal to the first vector of the basis by definition of the cross-product. This 

calculation should be made with consideration that if the two measurements happen to be aligned 

(i.e. the sun vector and magnetic field direction are aligned) it will be impossible to form an 

orthogonal basis; for the orbits considered for LAICE, this is a rare and transient condition. The 

final component of the bases is determined by taking the cross-product of the first and second 
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components of the bases (Eq. (11)). Similarly, this vector will be co-orthogonal to the first and 

second by construction. It is not necessary to normalize these vectors as the cross-product of two 

orthogonal normal vectors will itself be of unit length. Each of these bases (the reference basis 

and measurement basis) represent two identical sets of vectors represented in two different 

frames of reference (Eq. (12)) namely the reference frame and spacecraft body frame.  The 

transformation between any pair of basis vectors from the reference and measurement base sets 

will be the rotation matrix representing the spacecraft attitude with respect to the reference 

frame. This can be written in the form of Equation (13), whereby the reference basis is equal to 

the matrix representation of the spacecraft attitude pre-multiplying the measurement basis. By 

post-multiplying both sides of the equation by the inverse of the measurement basis, Ὓ, and 

recalling that the inverse of an orthonormal matrix is equal to its transpose, it is possible to 

derive an equation for the spacecraft attitude explicitly in the form of the measurement and 

reference vectors (Eq. (14)). 

Ὑᴆ
ὶᴆ

ὶᴆ
ȟὛᴆ

ὶᴆ

ὶᴆ
 (9) 

Ὑᴆ  
ὶᴆ ὶᴆ

ὶᴆ ὶᴆ
ȟὛᴆ  

ὶᴆ ὶᴆ

ὶᴆ ὶᴆ
 (10) 

Ὑᴆ Ὑᴆ ὙᴆȟὛᴆ Ὓᴆ Ὓᴆ (11) 

╡  ὙᴆὙᴆὙᴆȟ╢ ὛᴆὛᴆὛᴆ  (12) 

╡ ═ ╢ (13) 

═ ╡ ╢ ╡ ╢  (14) 
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This method is very useful for explicitly determining the attitude of the spacecraft using only 

two sets of vectors. It is, however, extremely susceptible to sensor noise and does not explicitly 

provide any information about the attitude rate. Finite-differencing of the attitude data can 

provide this information, though the effect of sensor noise is exacerbated when finite-

differencing[20]. In general, this system is better suited to performing initial estimates of the 

attitude as a pre-step for a filtering of the measurements against a model of the satellite 

dynamics. 

2.4 Filter Based Approaches to Magnetic-Only Attitude Determination  

Magnetic-only attitude determination poses a challenge since there is insufficient information 

for full determination. As previously stated, a single magnetic field measurement vector only 

supplies two pieces of information in determining the attitude. In a conventional determination 

algorithm (TRIAD), two independent sets of reference and measurement vectors would be used. 

The two sets of vectors would provide complete observability of the orientation in SO(3) with 

redundancy. Filtering the two sets of measurements can be employed to refine the estimate of the 

measurement. In the case of magnetic-only attitude determination, full observability of the 

orientation in SO(3) cannot be obtained; however, by filtering the measurements and modelling 

the system dynamics, it is possible to make an estimate of the attitude[8], [21]ï[25]. 

A single magnetic field measurement, made with arbitrarily high precision, is only capable of 

reducing the set of possible orientations to space of rotations about the magnetic field 

orientation. If the satellite body remains fixed relative to the local magnetic field, no additional 

information about the state would become available and it would therefore be impossible to 

ascertain the full attitude state of the spacecraft. Due to the spherical harmonic nature of the 

Earthôs magnetic field, the direction of the magnetic field is not constant[26]. Therefore, as the 
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spacecraft traverses the orbit, the magnetic field vector will change direction with respect to an 

inertially-fixed reference frame. Considering an inertially-fixed satellite (i.e. non-spinning with 

respect to an inertial reference frame), any change in the direction of the measured magnetic field 

would resolve the missing information about the spacecraft information. If the spacecraft itself is 

spinning with unknown angular rate, it again becomes impossible to resolve the full orientation. 

Therefore, it becomes necessary to filter for both the attitude and attitude rate using the system 

dynamics and magnetic field models to obtain full observability of the orientation given 

knowledge of the system dynamics. 

The system dynamics are highly nonlinear making linear filters, such as Kalman Filters 

unsuitable. Monte Carlo estimator and Particle Filters offer nonlinear filtering methods but are 

computationally expensive solutions[27], [28]. An Extended Kalman Filter (EKF) offers a 

compromise. A review of two types of attitude EKFôs is presented herein: the 7-State EKF, and 

6-State EKF. 

2.4.1 7-State Extended Kalman Filter 

The 7-state Extended Kalman Filter (EKF) employs an extended Kalman filter which predicts 

the new state based on the prior state and the satellite dynamics, and updates the estimation with 

the magnetic field measurement[29]. The state encompasses the attitude quaternion (4 

components) and the attitude rate (3 components). While the four components of the attitude are 

not independent, they are not linearly dependent; therefore, the linear representation of the 

system is not singular. 

The EKF, like the Kalman Filter, models the belief in the state estimate as a Gaussian 

distribution. The mean of the distribution is the best representation of the state estimate, and the 

covariance a measure of the certainty of this estimate. Unlike the Kalman Filter, the EKF allows 
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the state transition to be represented by nonlinear functions rather than linear ones. As a 

consequence of using a nonlinear function, the belief does not remain Gaussian in time. To 

remedy this, the EKF reconstructs a Gaussian approximation of the belief at each time step based 

on a linearization of the nonlinear function at each time step. 

At each time step, the EKF updates the predictions of the state and covariance matrix. The 

predicted covariance matrix, ╟ , is formed by taking the covariance estimate from the 

previous iteration and the Jacobian of the nonlinear system dynamics (Equations (15)-(17)). If 

the covariance matrix goes to zero, the contribution from new measurements (as opposed to 

purely propagating the state via the dynamics) will similarly go to zero. To prevent this, a 

process noise covariance matrix, ╠ , is added to ensure the covariance matrix remains non-

zero. The state estimate from the previous time step is integrated forward using the full nonlinear 

system dynamics according to Equations (18)-(20) to obtain the state prediction. 

Prediction Step 

╟ ὖ ╠  (15) 
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  ╙ ὓᴆ ᴆ ╙ᴆὨὸ (20) 

The state-prediction is then updated with the measurements ᾀ. In the original 7-State EKF 

based on the work in Reference [29], the measurement only consisted of the magnetic field 

measurement. Due to the nonlinear nature of quaternion attitude dynamics, such a filter must 

have a good guess of the attitude state (quaternion and body rate) in order to converge[22]. For 

even well behaved dynamical systems, a poor initial guess will cause the filter to diverge. By 

attempting to filter the rate without direct measurement of the angular rate, the filter will update 

the estimate of the rate in proportion to the partial of the attitude with respect to the rate and the 

measurement error of the magnetic field. In this manner, large errors in attitude will result in 

large updates to the rate even if the estimate of the rate was perfect. At the subsequent update 

step, the attitude will be propagated dramatically due to the large angular rate. This in turn causes 

the filter to again increase the angular rate causing the filter to become unstable. 

In this work, the measurement is augmented with the body rate measurement from the MEMS 

gyros. This addresses the core challenge face by the previous filter. With knowledge of the 

angular rate, the update more heavily influences the update to the attitude. Even a noisy estimate 

of the angular rate is therefore able to allow a filter to converge ï this will be demonstrated for 

initial attitude pointing errors of up to 180°. 

For the proposed filter, the measurement ᾀᴆ becomes the magnetometer measurement and the 

MEMS gyro angular rate measurement. The Kalman gain, ╚ , is a function of the predicted 
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covariance matrix, the derivative of the measurement with respect to the state, and the 

measurement noise covariance matrix, ╡  (Equation (21)). The measurement noise covariance 

matrix ensures that the Kalman gain does not become very large when the predict covariance 

matrix is very small. The Kalman gain is then used with the measurement residual to update the 

state prediction, ὼӶ , to the state estimate, ὼ  (Equation (22)). Finally, the Kalman gain is 

then used to update the predicted covariance matrix to the estimated covariance matrix (Equation 

(23)). 

Update Step 

╗
ᾀᴆ

ὼ

ụ
Ụ
Ụ
Ụ
ợ
═ήᴆ

ή
ᴆ
═ήᴆ

ή
ᴆ
═ήᴆ

ή
ᴆ
═ήᴆ

ή
ᴆ
═ήᴆ


ᴆ
═ήᴆ


ᴆ
═ήᴆ


ᴆ

ᴆ

ή

ᴆ

ή

ᴆ

ή

ᴆ

ή

ᴆ



ᴆ



ᴆ

 Ứ
ủ
ủ
ủ
Ủ

 

  

╚ ╟╗ ╗╟╗ ╡  (21) 

ὼ ὼӶ ╚ ᾀᴆ ═ή ᴆ


 (22) 

╟ ἓ ╚ ╗ ╟  (23) 

The original 7-State does take advantage of the onboard processing capability to propagate the 

attitude state more precisely than a linear representation; however, convergence of the EKF is 

dependent on the accuracy of the initial guess. Since the attitude update is highly coupled to the 

attitude rate, noise on the attitude rate information can cause the estimate to become unstable. As 

stated, without direct observability of the attitude rate, it is easy for the filter to increase the 

angular rate unreasonably high. This results in the filtering being unable to correct the estimate 
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the attitude thus leading to filter instability. Additionally, high angular rates require more 

discretization of the forward integration step in Equations (18)-(20). The original 7-State Filter 

can therefore only be applied to a system with well understood and predictable dynamics (e.g. 

gravity gradient or spin-axis stabilized spacecraft)[22], [29], [30]. 

For this reason, the inclusion of the angular body rate measurements from the MEMS rate 

gyros has been added to the filter. While angular rates can be filtered from the changes in 

magnetic field data[30]ï[32], it is highly susceptible to sensor noise and is best accomplished 

with additional independent vector measurements. Even though the MEMS gyros are themselves 

noisy, direct filtering of the MEMS gyros provides certainty in the attitude rate in a way that 

second order filtering cannot readily provide[33]. It also significantly simplifies the filter design 

and analysis of the filterôs stability. The convergence of the original and augmented 7-State filter 

will be explored in more detail in Section 2.5. 

2.4.2 6-State Extended Kalman Filter 

The 7-State attitude filter described has been demonstrated to converge for large errors in the 

initial attitude estimate. This is an important feature as the satellite will have no information 

about its attitude state when deployed. It does, however, require the inversion of a 6x6 matrix 

which is computationally expensive (see Equation (21)). 

To alleviate the computation burden of the attitude determination algorithm, a reduced order 

filter can be used once the covariance has converged. For this purpose, a 6-State Extended 

Kalman Filter is employed[29]. Rather than representing the attitude as the quaternion and 

attitude rate, this EKF employs an auxiliary state which represents small deviations about a 

nominal attitude and attitude rate. In the case of the angular body rates, the auxiliary state 
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represents a linear perturbation. For the attitude, the auxiliary state represents the attitude error 

Ўήᴆ from the nominal attitude ήᴆ  (see Equation (24)). 

ήᴆ ήᴆ ṧ

Ўή
Ўή
Ўή
ρ

ήᴆ ṧ Ўήᴆ
ρ

 (24) 

 

The principal advantage is that for sufficiently accurate estimates of the initial attitude and 

attitude rate, the 6-state EKF is able to refine the estimates only using observations of the 

magnetic field. This reduces the size of the complexity of the matrix inversion step from 6x6 to 

3x3 (See Equation (32)). 

Prediction Step 
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Update Step 
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╚ ╟╗ ╗╟╗ ╡  (32) 

ώ ώ ╚ ᾀᴆ ═ήᴆ (33) 

╟ ἓ ╚ ╗ ╟  (34) 

ή ρ ή ή  ή (35)

ή  ήṧή (36)

   (37) 

ὼ ήȟήȟήȟήȟȟȟ  (38) 

2.4.3 Particle Filter 

This method employs a series of 7-state Extended Kalman Filters (described in the previous 

Section). Since the 7-state EKF has a convergence time that is highly dependent on the accuracy 

of its initial state estimate, it is necessary to make a set of initial guesses that guarantee at least 

one of the guesses is within the rapid-convergence region. As the EKFôs evolve with updates, 

looking at the measurement residual as the state covariance matrix converges will indicate which 

of the EKFôs has converged on the correct solution[34]. EKFôs with high measurement residuals 
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can therefore be discarded as they have failed to converge to the correct solution[35]. Based on 

the measurement residual, it is therefore possible to reduce the number of EKFôs. 

2.4.4 Distributing Initial Attitude Estimates 

In order to evenly distribute the initial guesses, a number of methods could be employed. 

First, a set of quaternions can be drawn at random from a uniform distribution spanning the 

space of all quaternions SO(3)[36]ï[40]. The quaternion represents a point on a 4-dimensional 

unit sphere, thus sampling approaches can be thought of as extensions to uniformly sampling 

points on the surface of a 3-dimensional unit sphere. For a unit sphere in 3-dimensions, a 

uniformly distributed point (x, y, z) can be generate by choosing ᾀɴ ρȟρ and x and y on a 

circle of radius Ѝρ ᾀ.[3] In the case of SO(3),  

όȟόȟόᶰπȟρ (39) 

Ὤ
ρ όÓÉÎς“ό ȟρ όÃÏÓς“ό ȟȣ

ρ όÓÉÎς“ό ȟρ όÃÏÓ ς“ό
 (40) 

Ὤ Ὤ ᶅ Ὤ π (41) 

The number of samples must be large in order to guarantee the randomly sampled points span 

the space sufficiently well in order for at least one particle to converge. An ideal solution would 

be to evenly space the initial state estimate guesses. The first method would be to create a 

random sampling, then anneal the set to ensure maximum dispersion of the initial points. This 

can be achieved using a form of k-means dispersion in four dimensions[41]. This method does 

not guarantee uniform spacing between adjacent points, but does enforce some regularity to the 

mesh of points of initial estimates to within some desired value. The key benefit of this approach 

is that it reduces the number of sampled points. Another method would be to use regular 4-
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polytopes to evenly distribute initial estimates[42]. A regular 4-polytope is a four dimensional 

extension of a regular polyhedra in three dimensions (or a regular polygon in two dimensions) in 

the sense that it consists of an evenly distributed set of vertices inscribed on a unit sphere of 

matching dimension (unit hypersphere in the 4-dimensional case, a unit sphere in the 3-

dimensional case, or unit circle in two-dimensions). The principal advantage of using a 4-

polytope is that it has the property that its vertices are guaranteed to be evenly spaced on the unit 

hypersphere, guaranteeing uniform coverage with a minimum of points. 

 

Figure 13: Regular geometries inscribed in n-Spheres of dimension 2 and 3. 

A number of candidate 4-polytopes exist and are summarized in the table below[43]. In 

evaluating candidate geometries, the number of vertices of each polytope is most important 

feature.  The 120-cell polytope is of particular interest due to its high number of vertices (total of 

600 vertices). Due to the nature of quaternions whereby {q = -q}, the total number of candidate 

points that can be generated from a 120-cell is 300[42]. By distributing the points along the 

vertices of the upper-half of the 120-cell polytope, an initial distribution of 300 candidate 

quaternion estimates is obtained, each equally distributed from each other. A table of the 

quaternions generated by the 120-cell polytope is provided in Appendix B. 
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Table 1: List of Regular 4-Polytopes 

Name Family Vertices 

5-Cell n-simplex 5 

8-Cell n-cube 16 

16-Cell n-orthoplex 8 

24-Cell Fn family 24 

120-Cell n-pentagonal polytope 600 

600-Cell n-pentagonal polytope 120 

 

 

Figure 14: Three-dimensional projection of 120-cell 4-polytope.[44] 

2.5 Software Simulation of Magnetic Attitude Determination 

In order to simulate the magnetic attitude determination algorithms, a simulation test-bed 

needed to be created. The simulation incorporates three major types of components: orbit model, 

magnetic field model, and satellite dynamics model. These components are in addition to the 

various determination algorithms discussed. An object-oriented approach was used to allow the 

individual components to be easily replaced in the code without having to make significant 

changes to the program structure of the code. The purpose and implementation of each 




















































































































































































































