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Ion beam nanopatterning has been demonstrated to be a versatile method for obtaining a wide variety of surface features on a broad range of materials, with structures such as ripples, quantum dots, terraces, and ordered holes being obtained for various experimental conditions. However, theoretical modeling is well behind the experimental progress, and even for “simple” systems such as noble gas ion irradiation of silicon surfaces there exist several competing models proposing different pattern-forming mechanisms. For more complex systems, such as ion irradiation of binary alloys, the landscape of potential pattern-forming mechanisms remains very much a terra incognita, to the point where two models can predict the same surface morphologies while predicting diametrically-opposed surface compositional profiles.

This knowledge chasm between experiments and theories requires a fundamental understanding of the ion-induced mechanisms that can lead to surface instabilities, to eliminate the dependence on simplifying assumptions and tunable parameters of existing modeling approaches. To close this gap, atomistic computational modeling is needed to allow direct observation of the ion-surface interactions at smaller length and time scales than can be accessed by experimental characterization techniques. At the same time, atomistic simulations must be able to account for changes over time in the surface structure or composition, which will influence the nature of the ion-surface interactions. The results from these atomistic simulations and the physical understanding gained can then be used as the basis for or as parametric inputs to multiscale models of nanopattern formation. Such a model has previously been developed, which is a hybrid molecular dynamics/kinetic Monte Carlo (MD/kMC) atomistic simulation that uses so-called “crater functions” obtained from MD simulations of single-ion impacts, combined with an atomistic kMC model of surface diffusion, to provide a complete description of the ion-surface interaction and the
resulting surface nanopatterning without reliance on the assumptions and arbitrary parameters from other models. This simple computational model provides a well-tested starting point from which additional mechanisms can be implemented and used to study more complex material systems. Here, large-scale MD simulations are used to study the ion-induced compositional and phase dynamics, enabling the mechanisms that can cause patterning instabilities to be elucidated and characterized.

The compositional evolution of GaSb under low-energy ion irradiation is studied by massive-scale MD simulations, which have been carried out on the Blue Waters high-performance computing platform at the University of Illinois. The first set of simulations consist of 500 eV Kr\(^+\) bombardment of a GaSb surface with a significantly-altered compositional profile designed to resemble experimental observations of the compositional depth profile at the onset of nanopatterning formation. In regions of altered composition, thermodynamic phase separation is observed as the surface atoms rearrange themselves into clusters of the enriched component within 50/50 amorphous GaSb. Additionally, the pure Sb clusters in Sb-enriched regions self-organize into crystalline lattices, while the pure Ga clusters in Ga-enriched regions remain in an amorphous state. These results have demonstrated for the first time, using MD simulations, that the compositional depth variation observed from experiments can lead to a lateral compositional variation that may provide a potential pattern-forming instability. The second set of simulations consist of 500 eV ion irradiation of initially-pristine GaSb(110) by Ne\(^+\), Ar\(^+\), and Kr\(^+\) ion species up to the experimentallyrelevant fluence of \(7.5 \times 10^{15}\) cm\(^{-2}\) with the goal of discovering how the ion-induced mechanisms leading to the formation of a compositional depth profile. While the surface quickly becomes amorphous under sustained ion bombardment, no ion species led to the emergence of a compositional depth profile. However, smaller “protoclusters” of Sb were formed in the subsurface, even in the absence of the compositional change necessary to drive thermodynamic phase separation. These protoclusters are conjectured to be formed from Sb precipitation out of the GaSb.
melt volume from ion-induced thermal spikes, and may function as the initial “seeds” that grow large enough to cause a compositional depth profile to form under the influence of additional mechanisms acting on timescales beyond the limits of MD simulations.

The effects of implanted noble gas ions in Si are also studied with the use of high-fluence molecular dynamics simulations to reach cumulative ion fluences of $\geq 3 \times 10^{15}$ cm$^{-2}$. Ion species of Ne$^+$, Ar$^+$, Kr$^+$, and Xe$^+$ were studied with incident energies per ion ranging from 20 to 1000 eV and ion incidence angles ranging from 0° to 85°. The implanted ions tend to form clusters beneath the surface, which are formed purely by the kinetic motion of the ions and not due to diffusive processes. A cluster degassing mechanism is observed, which occurs when the Si surface above a cluster is eroded by ion sputtering and the gas atoms rapidly vacate the cluster. Immediately after the cluster has degassed, a rapid inflow of mass from the surrounding surface occurs to fill the resulting void. The combination of the cluster degassing and the resulting mass flow has a highly disruptive effect on the local surface morphology, which could destroy nanopattern “seeds” at the surface, which may be a missing mechanism from existing models of surface nanopatterning that can correct the quantitative inaccuracies of those models. Additionally, the shear stress distribution and elastic modulus were calculated for the ion-bombarded surfaces. While the shear stress distribution is in general agreement with expectation from previous computational studies, the strong variance in the stress depth profiles at different fluences suggests a highly-localized contribution from the implanted ion clusters which must be considered in stress-based models of ion beam nanopatterning. Comparing the elastic moduli for surfaces with and without ion clusters confirms that the presence of clusters within the surface has a significant influence on the mechanical properties of that surface.
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Chapter 1: Introduction

Canonically, the first direct observation of ion beam-induced nanopattern formation on a surface is attributed to Navez and coworkers in 1962 [1], although observations of characteristic grooves had been made previously [2]. Regardless of which authors claim the discovery, ion beam nanopatterning has seen widespread application in the intervening half-century, with periodic ripples, holes, dots, and other structures being obtained on metals, semiconductors, insulators, and amorphous surfaces [3]. Of particular technological relevance was the discovery of hexagonally-ordered quantum dot formation by ion beams at the surface of compound III-V semiconductors such as GaSb [4]. Not too long afterwards, it was established that similar quantum dots could be formed at Si surfaces with the additional co-deposition of metallic impurities [5], clarifying a number of discrepancies in experimental literature.

The modern era of ion beam nanopatterning is one of rather disparate progress between the wide range of experimental discoveries and the comparatively-limited ability of theories to explain any of those phenomena. Even for the “simple” or “representative” case of silicon bombarded by noble-gas ions, uncertainty still exists as to what fundamental mechanisms drive the nanopattern formation (to say nothing of the nonlinear evolution of those patterns at high beam fluences!). Predictably, the situation is no better for the cases of compositionally-complex systems where phase formation or separation can complicate the picture considerably. A key factor in the inability to develop comprehensive, predictive models is the large lack of characterization, by experimental or computational means, of surface morphological and compositional processes in-situ while nanopatterns evolve. In lieu of such information about driving physical mechanisms, modeling efforts instead rely on a priori assumptions – leading to mildly-humorous situations where two models based on distinct-opposite mechanisms [6,7] predict identical morphological evolutions with diametrically-opposed lateral compositional profiles!
The work presented in this thesis aims to address this knowledge gap by using atomistic simulation tools to elucidate fundamental ion-induced and ion-driven physics which can lead to compositional and morphological evolution of complex surfaces at the nanoscale. By addressing key hypotheses about the nature of the ion-surface interaction, this work will form the basis for computational and theoretical multiscale models addressing the formation and evolution of nanopatterns on ion-bombarded surfaces. Ultimately, by not only identifying driving mechanisms but by further functionalizing these with respect to tunable experimental parameters, the models developed will have the predictive power necessary to demonstrate relevance to the diverse experimental landscape of the field today.

1.1 Theoretical approaches to ion beam nanopatterning

The best-known model for ion beam-induced nanopatter formation is that of Bradley and Harper [8], which is still used even in current publications [9]. The basis of the model is the theory of ion-induced sputtering developed by Sigmund [10]. Bradley and Harper showed that this description of the sputtering leads to a curvature-dependent sputter yield which is greater at troughs (positive curvature) and lesser at crests (negative curvature), providing a pattern-forming instability for all angles of ion beam incidence as shown in Figure 1.1. With the inclusion of a fourth-order surface diffusion term, the complete Bradley-Harper description of the surface morphological evolution is

\[
\frac{\partial h}{\partial t} = -v_0(\theta) + v_0'(\theta) \frac{\partial h}{\partial x} + \Gamma_1(\theta) \frac{\partial^2 h}{\partial x^2} + \Gamma_2(\theta) \frac{\partial^2 h}{\partial y^2} - B \nabla^2 \nabla^2 h
\]  

(1.1)
where, for an ion beam incident in the $xz$-plane: $v_0$ is the erosion rate (i.e. sputter yield) for a flat surface, $v_0'$ captures the slope-dependence of the sputtering yield, $\Gamma_1$ and $\Gamma_2$ are the curvature coefficients derived from Sigmund’s model, and $B$ is a surface smoothening coefficient which was taken by Bradley and Harper to describe the activated surface diffusion of Mullins [11]. The surface is always destabilized under ion beam irradiation; thus, periodic ripples will appear on the surface with a wavevector oriented in the same direction as the most-negative curvature coefficient.

Figure 1.1: Schematic illustrating the Bradley-Harper mechanism [8]. For an ion impact at a point $P$ located between a crest and a trough, the energy deposition is proportionally greater at the trough than at the crest, leading to greater sputtering from the trough and thus a pattern-forming surface instability.

While initially successful, the Bradley-Harper model suffers from several weaknesses, with the most fundamental of these being the assumption that ion-induced sputtering is the only active mechanism determining the surface instability. However, surfaces may remain or become flat under ion bombardment for some conditions, indicating that other mechanisms must be considered since the Bradley-Harper model cannot predict a flat, stable surface. To address this, Carter and Vishnyakov introduced a model [12] which included the ion-induced ballistic redistribution of mass along the surface, and showed that this contributed a stabilizing effect for small incidence angles which could dominate the Bradley-Harper instability and lead to flat surfaces under ion irradiation. The development of the “crater function” concept [13–15] eliminated the need to separate these effects by incorporating, in theory, a complete description of a single-ion impact on the target surface. This approach was applied (in conjunction with computational results described
in the following section) by Norris and coworkers [16] to not only describe ion beam nanopatterning of Si but also to identify post-facto which mechanisms were predominant in determining the surface morphology.

Not predicted by any model was the discovery of ordered quantum dot formation by normal-incidence ion beam irradiation, first on GaSb [4] and other III-V compound semiconductor surfaces, and later on silicon surfaces [17]. Initial explanations failed to account for any compositionally-dependent mechanisms [18,19], likely due to the discovery of patterns on “pure” Si suggesting a non-compositional effect. This was shown not to be the case, as Ozaydin and coworkers demonstrated that dot formation on Si only occurred in the presence of metallic impurities, which had previously been co-deposited with the ion beam inadvertently [5].

This of course brought to the forefront a very difficult question – what compositional mechanisms drive nanopatterning? This question has yet to receive a satisfactory answer, as theoretical models have presented numerous ideas with no clear consensus. Proposed compositional mechanisms have included: kinetic alloy decomposition [20], preferential redistribution [6,21,22], sputter shielding [23], Gibbsian phase segregation [7], preferential sputtering [24], impurity-induced surface stresses [25], compound formation [26], disparate ion-enhanced species diffusivities [27], and compositional alteration of the collision cascade [28].

To illustrate the difficulty of the problem, Figure 1.2 shows a comparison of the predicted compositional modulation between the models of Bradley and Shipman [6,21,22] and Norris [7]. While both models predict the same surface morphology, the surface compositional distribution is predicted oppositely in each model. While experimental investigations of the compositional evolution are ongoing [29,30], the ability to probe the lateral compositional profile has yet to be demonstrated, so that theoretical efforts thus far produce little more than open questions.
Figure 1.2: Comparative lateral compositional profiles from the models of Bradley and Shipman (a) and Norris (b) [7]. Both models predict the same type of surface morphology, but the predicted compositional distributions are diametric opposites.

More recently, a new class of so-called “hydrodynamic” models have been introduced which ascribe the surface evolution to stress-induced viscoelastic flow [31–33]. The development of these models has been motivated by experimental observations that ion-bombarded semiconductor surfaces form an amorphous layer [34,35], in which the combination of ion-induced stresses and viscosity reduction allow solid flow to occur. While these models still contain several flaws (including a continued reliance on tuned parameters [36]), this represents a significant step towards integration of experimental characterization with theoretical development.

The primary underlying weakness in nearly all of these models remains the reliance on a priori assumptions about the nature of the ion-surface interactions and their dominant contributions to nanopatterning. This is not to say that the models presented above are not physical, but rather that the physics of each model cannot be derived from direct experimental knowledge. Furthermore, it is difficult or impossible to relate the parameters of each model to experimental measurables, since the interaction between a single ion and the target (resulting in e.g. the distribution of deposited energy required by the Bradley-Harper model) occurs at time and length scales much smaller than
can be realized experimentally. Thus, the necessity exists for computational modeling which can connect atomistic physical mechanisms to the macroscopic surface evolution.

1.2 Computational modeling of ion-induced nanopatterning

Computational models have been used to study ion-surface interactions for more than three decades with varying amounts of success. The motivation for conducting these simulations is twofold: on one hand, the single-ion interactions with the surface are not accessible by experiments yet are necessary for theoretical development. Computational simulations are thus required to study these interactions. On the other hand, the development of fully-atomistic computational models reduces or eliminates the necessity for simplifying assumptions for the sake of analytical tractability.

1.2.1 Molecular dynamics investigations

Fundamentally, molecular dynamics (MD) is simply the numerical solution of Newton’s laws of motion for a system of interacting particles, which interact according to one or more prescribed potentials [37]. While this approach allows for high physical accuracy, limited only by the correctness of the potential and the classical mechanics of the simulation, for large systems of interacting particles the computational requirements quickly become daunting. Thus, the earliest MD studies of ion-surface interactions were limited to single-ion impacts for fairly small cell sizes, while more recent advances in computational power have enabled increases in the size of the simulated spatial and temporal domains.

Within the single-impact paradigm of early MD studies, several mechanisms drew particular attention. In particular, much interest was devoted to understanding defect production during the collision cascade, particularly in silicon for which not only defect production but also
amorphization were topics of critical importance [38–40]. Besides this, much attention was also
given to calculation and characterization of sputtering yields. From MD, the angular and energy
distribution of sputtered particles could be collected and analyzed to assess the mechanisms by
which particles were sputtered from a particular kind of impact [41]. On the other hand, early
validation of MD simulations against experimental results relied on the sputtering yield as a point
of comparison between the two approaches [42]. Within the limit of single-ion impacts, Rubio and
coworkers were able to study the fluence dependence by constructing surfaces with various pre-
existing concentrations of the ion species, finding that the sputtering yield would increase with
fluence due to the influence of the implanted species [43].

In more recent years, MD studies have expanded to include the effects of *cumulative* ion
bombardments, i.e. multiple successive ion impacts on the same surface cell. For these studies,
silicon has been the critical material. Moore and coworkers studied low-energy Ar$^+$ implantation
for cumulative ion fluences $<10^{15}$ cm$^{-2}$, claiming to have reached a steady-state ion
concentration [44]. This study measured the implantation depth profile, the degree of surface
damage and disordering, and the effect of the ion fluence on surface sputtering. However, the
primary purpose of this work was to serve as a basis for following studies of surface mechanical
properties by the same authors [45–47]. Tensile stress-strain testing was done with MD to
determine the elastic modulus of the damaged surface as a function of depth and fluence.
Additionally, the ion-induced compressive stresses in the surface were also measured and
parameterized with respect to depth, ion fluence, and the implanted ion concentration. More recent
MD measurements of the ion-induced structural modification and stress distribution in the surface
have been carried out by a different set of authors in the context of the stress-induced viscoelastic
flow models [33,48].
While Si is the most-studied of the semiconductor materials, ion irradiation of multicomponent systems such as III-V semiconductors has been studied with MD as well. However, in many cases the emphasis of these studies has been limited to defect production and its dependence on the composition [49–51] without considering how the ion impacts might change the surface composition in exchange. More recently, MD simulations of cumulative ion irradiation of III-V semiconductors have been conducted, and while the primary focus of this work was the sputtering behavior of the surface a compositional depth profile was observed due to preferential sputtering [52,53]. However, the compositional analysis in these studies remained very limited, and in particular no apparent effort was made to discern the potential existence of any lateral compositional variations.

Finally, in recent years it has become somewhat fashionable to carry out numerous simulations of individual ion impacts into the same initial surface, rather than carrying out cumulative bombardment of a single surface, and to then carry out statistical analysis of the changes induced in the surface by the single-ion impacts. These statistical results, which may include direct calculation of surface height profiles [14] or computation of statistical moments [16,54], are referred to as “crater functions”. The use of crater functions to model surface evolution is treated at greater length in Chapter 2 of this thesis.

1.2.2 Binary collision approximation approaches

Given the computational demands of MD codes, many researchers have desired a less computationally-expensive approach to modeling the ion-surface interactions. The most commonly-used type of simulations used for this purpose are codes built using the binary collision approximation (BCA) to model the particle interactions. In BCA models, all interactions involving energetic particles are treated as two-body collision interactions, as illustrated in Figure 1.3, with
moving particles traveling along straight lines between collisions. Collisions can occur at random locations, simulating an amorphous solid [55], or at precise locations corresponding to crystalline lattice sites [56], although the latter of these is computationally more expensive. In addition, an inelastic (i.e. electronic) energy loss is usually subtracted from the particle energy as it travels between collisions, which does not influence the particle trajectory.

![Schematic illustration of the two-body collision process used in the binary collision approximation](image)

**Figure 1.3:** Schematic illustration of the two-body collision process used in the binary collision approximation [56].

Easily the most widely-used BCA code today is the SRIM (Stopping and Range of Ions in Matter) package [55,57–59], which is capable of generating data about sputtering yields, angular and energy distributions of sputtered particles, recoil generation, and defect production. Since SRIM generates recoils at random positions, it is unsuited for simulating effects from crystal lattices, and thus for some time the MARLOWE package [56] was an alternative to address this although it has not seen much significant use in recent years. In addition to these, there also exists a class of so-called “dynamic” BCA codes which can track changes in the composition of the target under successive ion impacts. The original dynamic BCA code is TRIDYN [60], which has seen significant use as the SDTrimSP package [61], which is derived from TRIDYN and includes additional features such as outgassing and chemical sputtering models. More recently, an upgraded
version called TRI3DYN has been introduced which is capable of simulating fully-3D compositional and structural changes, albeit while relying on highly stylized models of non-prompt (e.g. diffusive or viscoelastic) mass transfer [62].

Despite the benefits of its relative computational simplicity, the BCA models are not flawless. In particular, the BCA breaks down at low energies (usually for particle energies in the tens of eV), as many-body interactions become increasingly important [56]. In particular, this has been shown to lead to significant discrepancies between prediction of small (<5 Å) displacements for e.g. Ar⁺ bombardment of Si [63], which was attributed to the generation of amorphous pockets in the MD simulation which BCA codes are incapable of modeling. Additionally, the BCA model does not include a mechanism for compound formation or other thermodynamic effects, as even the dynamic codes cited previously choose the types or elements of interacting particles in a random fashion. Thus, phenomena such as phase separation or clustering cannot be studied by BCA codes.

1.2.3 Multiscale modeling with kinetic Monte Carlo methods

Since both MD and BCA codes are limited in the timescale and mechanisms which can be included, it is desirable to use another approach which can incorporate the results from these simulations alongside longer-time effects such as surface diffusion or stress-driven flow. One approach to this is to develop a mathematical model, such as those described previously, and then to integrate the resulting partial differential equations numerically using simulation results to determine certain input parameters. There are several recent examples of this approach [16,33,64,65]. An alternative approach which does not rely on solving differential equations is to directly simulate surface evolution via multiple atomistic mechanisms coupled with a Monte Carlo (MC) or kinetic Monte Carlo (kMC) framework. This approach has two advantages over using continuum models: first, simplifying assumptions are not needed for the sake of a tractable model; second, such models can
be extended by modifying or adding specific mechanisms without necessitating a complete re-
derivation from scratch.

Many MC/kMC models used to study ion-induced nanopatterning incorporate two primary
mechanisms: physical sputtering and surface diffusion. In some early models, sputtering was
treated by an analytical approximation relying on arbitrary parameters, along with simplified
diffusion models which only accounted for changes in height between different locations [66,67].
On the other hand, Koponen and coworkers were the first group to combine the Monte Carlo
method with BCA simulations for every individual ion impact [68–70]. Later work by multiple
groups extended the diffusion models to more complex forms which relied on energy differences
between sites to determine the energy barriers for different diffusion events [71,72]. This allowed
for the rate of diffusion events to be determined, allowing the transition to kinetic Monte Carlo
methods which incorporated the time dependence between sputtering and diffusion events. This in
turn has allowed more sophisticated studies which account for additional energy barrier terms and
contributions from multiple-defect sites [73]. As most of these models are based on Bradley-
Harper-type mechanisms [8], it comes as little surprise that ripples are predicted to form under most
conditions, although at least one instance exists for which an additional “ballistic” contribution
from the ion impacts has been shown to produce flat, stable surfaces [69].

While kMC models at present are still relatively simple, recent work has shown that the complexity
of these models can be increased to good effects. Kree et al have introduced a modified kMC model
which includes a simplified form of compositional phase formation to consider the effect of
impurity codeposition [74]. Liedke and Möller have developed a hybrid BCA/kMC code, called
TRIDER, which uses BCA to simulate the ion impact including defect production, and then
switches to a kMC model of subsurface defect diffusion along a crystalline lattice [75]. This model
is suitable for simulating ion irradiation of metallic surfaces, but is not suited for considering
semiconductors since they become amorphous under ion bombardment and lose their lattice order. Finally, a hybrid MD/kMC model has been introduced which relies on a combination of the crater function formalism with kMC surface diffusion [76–78]. This model is discussed in greater detail as the subject of Chapter 2.

1.3 Scope of research

The aim of the present work is to demonstrate the use of large-scale MD simulations, coupled with high-performance computing resources, to elucidate the fundamental atomistic mechanisms which originate in the ion-surface interaction and ultimately drive surface nanopatterning. This work is differentiated not only by the scale of the simulations, but also by a strong analysis focus on compositional and structural changes due to sustained ion bombardment, and how these changes are coupled to and modify the fundamental ion-surface interaction.

Chapter 2 summarizes previous work by the author and others to develop a hybrid MD/kMC computational model of ion-induced nanopatterning, which provides not only significant motivation for the present work but also provides an already-existing platform which can be adapted to include the mechanisms elucidated by this work. Chapter 3 highlights massive-scale MD simulations of ion-irradiated GaSb surfaces carried out on the Blue Waters supercomputer. The results of this work constitute the first use of atomistic computational modeling to demonstrate a lateral surface compositional variation and instability, which arises due to thermodynamic and ion-induced forces. Chapter 4 discusses high-fluence MD studies of ion implantation into Si surfaces, achieving a higher total fluence than previous studies [44,48] over a wider variety of irradiation conditions (including the ion energy, species, and incidence angle) than have previously been studied. Here, it is shown that the implanted ions form clusters which interact with the surface and can ultimately influence the formation of nanopatterns or the lack thereof. Finally, Chapter 5
offers concluding remarks and a summary of opportunities for future work continuing along these lines.
While molecular dynamics (MD) simulations are the fundamental computational technique of the present work, as will be discussed at length in following chapters, the cornerstone which motivates these efforts is the Crater Function Theory Model (CFTM). CFTM is a hybrid kinetic Monte Carlo/molecular dynamics (kMC/MD) simulation which is fully atomistic yet enables multiscale simulation of ion beam patterning at surfaces. This is enabled by the eponymous crater functions, which can be obtained by MD or other techniques discussed previously such as BCA and which allows a complete description of a single-ion impact to be used to simulate the surface evolution. This means, for example, that the effects of sputtering, mass-redistribution, and ion implantation, which have traditionally been considered separately in the literature, can be encapsulated in the crater function and effectively combined to predict the surface evolution due to all of these effects simultaneously. Thus, on the one hand, the crater function approach represents a substantial improvement in the physical realism of computational models for ion-induced patterning.

On the other hand, the fully-atomistic nature of CFTM allows, in theory, for any physical process to be incorporated into the model with no reliance on estimated coefficients or oversimplified functional forms which are used in continuum models and numerical simulators. While the process may not necessarily be simple, CFTM can readily be extended to include effects of compositional phases, crystal structures, or stress-strain interactions given sufficient information from more-detailed atomistic simulation techniques such as MD. Besides this, the model can easily treat complex experimental setups, such as multiple-beam irradiation, which have proven difficult to

---

study with more limited continuum models. The latter advantage has already been realized and is discussed below, while the former advantages remain as potential extensions which have motivated the work presented in the rest of this thesis.

Here, the theoretical underpinnings of CFTM are presented to motivate its development, along with a summary of the code implementation. Results of simulations carried out with CFTM are presented alongside experimental data, not only validating the model but also demonstrating its predictive ability. Finally, the potential directions for extension mentioned above are discussed, providing the core motivation for the remainder of the present work. As the presentation here aims chiefly to motivate following chapters, this last point is the most central.

2.1 Theoretical basis for the crater function formalism

Experimental observations of crater formation due to single-ion impacts have been known for quite some time [79–81], but usually could only be observed at high energies since the impact of a single low-energy ion into a surface was too small to be observed in experiments. The idea of a “crater” with a defined rim-and-pit geometry to describe single-ion impacts in this context was introduced by Davidovitch and coworkers [13], as a generalization of the Sigmund model of sputtering to include other potential ion-induced mechanisms such as mass redistribution. In parallel, MD simulations by other researchers [14] not only provided detailed, physically-accurate results for single-ion impacts but also generated sufficient volumes of data to carry out a statistical analysis. Remarkably, the statistically-averaged change in the surface height due to a single-ion impact turned out to have a distinct pit-and-rim crater geometry, as shown in Figure 2.1. The same authors also provided the first demonstration of crater functions in a model of surface nanopatterning [64], although this model was a hybrid MD/continuum approach which suffered from using fitted coefficients (one critical coefficient was varied by a factor of $10^{30}$ to obtain the published results!).
Figure 2.1: (a) statistical average of the surface height change due to a single-ion impact for 500 eV Ar\(^+\) into Si at 28° incidence from ~1000 impacts, projected along the +x direction, showing a distinct crater geometry with a pit and rim. (b) the crater shown in (a) approximated by a difference-of-two-Gaussians functional fit to the data [14].

Norris and coworkers developed [15] and implemented [16] a BH-like continuum model which used crater functions to determine the curvature coefficients. More precisely, this model used the statistical moments of the crater functions rather than the craters themselves, which are easier to calculate and require fewer simulations to be run for coefficients to be determined. While not without criticisms [82, 83], this continuum model has since been more widely adopted as the so-called crater function formalism [65], albeit most authors prefer to obtain crater functions from BCA rather than MD for ease of use.

As shown in Figure 2.1(b), the crater function can be modeled with a functional form, such as the difference of two Gaussians given by

\[
\Delta h(x, y) = A_1 \exp\{-B_1 [D_1 x^2 + (y - C_1)^2]\} - A_2 \exp\{-B_2 [D_2 x^2 + (y - C_2)^2]\} \quad (2.1)
\]

The subscripts 1 and 2 indicate the positive (rim) and negative (pit) contributions, respectively. The coefficients have the following effects, relative to a single-ion impact projected along the y-direction: The \(A_i\) determine the height/depth of the rim/pit; the \(B_i\) determine the radius of the rim.
and pit; the $C_i$ determine how far the rim and pit project along the $y$-direction; the $D_i$ determine the “roundness” of the rim and pit, i.e. the ratio of the extent in each lateral dimension. This form was used in early versions of CFTM but is currently abandoned in favor of using accurate “raw” MD data, which may not always fit the functional form very closely. However, one advantage of the functional form of Equation (2.1) is that the sputtering yield is readily estimated (if changes in density are neglected) from integration over the whole domain as

$$Y_{sp} = \pi \left( \frac{A_1}{B_1 \sqrt{D_1}} - \frac{A_2}{B_2 \sqrt{D_2}} \right)$$

(2.2)

although it should be noted that this neglects the implantation of the impacted ion, which if not accounted for can cause irregularities in the crater function.

### 2.2 Implementation of CFTM

#### 2.2.1 Obtaining crater functions from MD simulations

It should be noted that, while the MD simulation methodology described here is tailored specifically for obtaining crater functions, it represents a prototypical simulation of ion impacts into a surface and therefore the methods used in the following chapters will be nearly identical except for minor changes in the simulation settings or different surface preparation methods. Thus, the methodology given here will be referenced throughout. In all procedures, the LAMMPS (Large-scale atomic/molecular massively parallel simulator) code package is used to run MD simulations [84].

The MD procedure to obtain craters consists of two stages: the surface preparation, and the single-ion impacts. The surface to be bombarded consists of amorphous silicon, representing the ion-
damaged near-surface layer which is present almost immediately once bombardment begins. This layer is formed by heating a simulation cell of “bulk” silicon (i.e. periodic boundaries in all dimensions) to a high temperature well beyond the melting point (4000 K). After being given some time (~15 ps) for the atoms to move about, the hot Si cell is rapidly quenched to 1 K to “freeze” the amorphous structure in place. The cool Si is equilibrated for an additional ~15 ps before the boundary condition in the z-direction is changed to a fixed boundary. By holding the bottom of the surface fixed and extending the top of the simulation box by a few nm, a free surface is created which is then equilibrated for another ~15 ps.

The setup for the single-ion impact simulations is shown in Figure 2.2 and, again, forms the basis for nearly all simulations in following sections. The bottom layer(s) of the surface is (are) held fixed to represent the immobile interface between the surface layers which interact with the incident ions and the bulk Si material. Above this is a thermostat layer which serves to maintain the NVE ensemble by removing excess energy from the system after the ion impact and collision cascade occur. Ions are generated at random (x,y) coordinates above the surface and given a downwards trajectory calculated from the prescribed incidence angle and energy. Near the top of the simulation box within the vacuum region, sputtered or reflected particles are collected and removed from the simulation box. In many (but not all) simulations, a reflecting wall and/or additional removal region may be located below the fixed layer(s), which serve the purpose of containing incident ions which may rarely make it through the fixed bottom layer. These latter features are not strictly physical, but serve to keep the simulation from crashing due to loss-of-particle errors.
Figure 2.2: Schematic of the MD simulation setup used for studying ion impacts on surfaces, including for obtaining crater functions. The bottom fixed layer represents the “immobile” interface between bulk Si and the near-surface region. Boundary conditions are periodic in the lateral dimensions. Not shown in the vacuum layer is a region from which sputtered or reflected particles are collected and/or removed from the simulation.

To obtain the crater functions, the post-impact surface is compared to the initial surface. Each surface is divided into a 2D grid in the lateral dimensions, with the grid spacing approximately the diameter of a Si atom (about 0.27 nm) in length. Within each square, the atom with the highest z-coordinate is found, and the resulting collection of atoms defines the 2D-projected surface height map of the simulation cell. The initial and final surface height maps are then compared; the cumulative result of this comparison over a large number (~1000) impacts then gives the crater function as the statistical average of the surface height change due to a single-ion impact at a given incidence energy, angle, etc. Figure 2.3 gives several representative examples of these crater functions.
Figure 2.3: Selected crater functions for 500 eV Ar⁺ impacts onto Si surfaces at various incidence angles, indicated by the black arrows. The pit-and-rim geometry is clearly visible, with the forward projection of the rim increasing with the incidence angle.

Recalling from earlier discussion that many authors prefer to use BCA rather than MD to obtain crater functions, it is worth briefly comparing the craters obtained by each method. BCA simulations are much quicker and thus more convenient than MD simulations, and if high-quality craters can be obtained by the former method then the latter should necessarily fall out of favor. For the purpose of comparison, several crater functions obtained from BCA simulations [85] are shown in Figure 2.4.

Figure 2.4: Sample crater functions obtained from BCA simulations using the DYNAMIX code [85]. Among the several differences visible when compared to the MD results, the most physically-unrealistic is the depth of the pits, which can be the equivalent of 5-10 atoms deep at most angles, an impossible change in the surface from a low-energy single-ion impact.
The crater functions from BCA clearly compare very poorly to those obtained from MD simulations. Most importantly, the scale of the crater features is very unrealistic – the pits are up to ten atoms deep, and the rims can be equivalent in height to a two-atom stack. For a single-ion event, these dimensions are next to impossible. While some of these issues can be solved with refinements of BCA codes, other issues are intrinsic to BCA due to known weaknesses of that modeling technique, such as a lack of many-body interactions which affects the final position of displaced atoms in the lattice.

2.2.2 Structure of the code for CFTM

To model the evolution of the irradiated surface, the crater functions are used to model single-ion impacts and are combined with a kinetic Monte Carlo approach to include surface diffusion. The surface itself is treated as a square $xy$-grid representing the height at each point, with periodic boundary conditions in the lateral dimensions. The initial surface is atomically rough. In order to connect the rate of ion arrivals at the surface (i.e. the beam flux or current), to the changing surface diffusion rate, two “clocks” are run in parallel. One clock is updated by a constant $dt_{ion}$ after each impact, while the other is updated by a variable $dt_{diff}$ after every surface diffusion event, with the clock having a lower total accumulated time determining which type of event occurs next. In this way, the simulation can be considered to take place in “real time”. This is an improvement over previous kMC models [72] which would use sweeps over the entire surface at periodic intervals to model diffusion processes instead of representing the physical diffusion rate.

When an ion impact occurs, the incident ion is generated a few nm above the surface and approaches along a trajectory based on the incidence and azimuthal angles of the simulated beam. This allows for effects such as shadowing to be included, which may be relevant at higher length scales [86]. The ion is considered to have impacted the surface at the point where its $z$-coordinate
is lower than the surface height at the same (x,y) coordinate. The local incidence angle is calculated based on the global incidence angle of the ion beam and the slope of the surface in the region near the impact point, and a crater function is chosen to represent the impact using this local incidence angle. This allows the effects of surface slope, curvature, and so forth to be included as well. To apply the crater function, the heights of nearby grid points are adjusted up or down based on their position relative to the impact point. Once this is done, the instantaneous diffusion rates for all affected grid points are recalculated to reflect the new surface geometry.

To track the total diffusion rate, the simulation calculates the diffusion rates for all possible events at the beginning of the simulation and updates these for coordinates which are modified during the simulation. From this, the total diffusion rate can be calculated as the sum of all individual diffusion rates. The diffusion rate for an individual atom to hop from one site to another is determined by the activation energy, \( \Delta E_a \), which is based on the difference in coordination between the atom’s initial and final positions and can be given as:

\[
\Delta E_a = E_s + E_{\Delta nn} + E_{ES} \tag{2.3}
\]

The first term, \( E_s \), represents a minimum substrate energy barrier which is always present. The second term is defined as \( E_{\Delta nn} = E_b \times \max(n_i - n_f, 0) \) with \( E_b \) as a binding energy term and \((n_i, n_f)\) being the coordination number of the initial and final sites, so the overall term represents a contribution from the net difference in bonding between two locations – which, however, cannot reduce the energy below the minimum value, \( E_s \). The third term, \( E_{ES} \), represents an energy barrier preventing atoms from approaching step edges known as the Ehrlich-Schwoebel barrier [87–89]. This latter term is only applicable to crystalline surfaces, and thus is usually set to zero here because the surface is considered as amorphous Si in the following studies.
The diffusion rate is then given as

\[ \nu = \left( \frac{2k_B T}{h} \right) \exp \left( -\frac{\Delta E_a}{k_B T} \right) \]  

(2.4)

which is the well-known Arrhenius relation with \( T \) as the surface temperature. Summing the diffusion rates gives the total surface diffusion rate, \( U \), the inverse of which is the mean time between diffusion events. The time for a single event to happen is then determined by generating a random number, \( r \), in the range \([0,1)\), and calculating

\[ dt_{diff} = \frac{1}{U} \ln \left( \frac{1}{r} \right) \]  

(2.5)

In this manner, the clock associated with surface diffusion is incremented until it exceeds the value of the impact clock, and the simulation carries on until the desired ion fluence is reached.

2.3 Comparison of simulation results to experiments: Validation and prediction

2.3.1 Model validation against experimental results for Ar ion irradiation of Si

For validation of the model, low-energy Ar\(^+\) irradiation of Si was chosen as the test case due to an abundance of experimental work on this system. In particular, the surface morphology for this system had recently been functionalized with respect to the ion beam energy and incidence angle [90,91], leading to the construction of the nanopatterning phase diagram for Ar-on-Si, as seen in Figure 2.5. From this and the other wealth of studies on this system, CFTM could be validated at three progressive levels:
1. Pattern formation: Does the model generate patterns at all?

2. Patterning regimes: Do the simulations predict the same types of patterns under the same conditions as the experiments?

3. Pattern characteristics: Do the simulation results agree with experimental measurements of ripple wavelengths, amplitudes, etc. and their dependence on various key parameters?

Figure 2.5: Ripple formation phase diagram for low-energy Ar⁺ irradiation of Si(001) [91]. For normal or near-normal incidence angles, the surface remains flat, but as the incidence angle increases the surface is destabilized and ripple nanopatterns form. At grazing incidence angles, the orientation of the ripples relative to the ion beam is rotated by 90°. The trend is the same for all energies shown, although the quantitative characteristics of these ripples can vary with energy as well.

Examples of simulated pattern morphologies are given in Figure 2.6 for a few different incidence angles of the ion beam. For low incidence angles near normal incidence, the surface is mostly flat with no patterning or other notable features aside from some residual roughness from the most recent ion impacts. As the beam incidence angle approaches 40° a new morphology arises, which has previously been described as a “transition” type but is probably more-correctly classified as parallel-mode ripples. These patterns occur for a wide range of incidence angles up to about 70-75°, with some dependence of the pattern characteristics on the incidence angle. For example, by comparing the results for 40° and 60° incidence in Figure 2.6, it can be seen that the ripple wavelength decreases slightly with the higher incidence angle, the ripple amplitude increases with the same, and the overall ripple quality improves (suggesting a more-rapid self-organization
process). All of these observations indicate that the patterning instability becomes stronger as the incidence angle increases. Finally, at grazing incidence angles the rippled patterns break down into isolated structures with no ordering. Overall, CFTM is demonstrably capable of predicting a rich variety of nanopatterns which depend on easily-accessible experimental parameters.

![Figure 2.6: Snapshots of the simulated Si surface for 500 eV Ar+ irradiation to a fluence of $2 \times 10^{17}$ cm$^{-2}$. The beam direction is indicated by the arrows, along with the incidence angle for each result. Each snapshot is $54.4 \times 54.4$ nm$^2$.](image)

The next important question, then, is whether these predicted morphologies have any basis in experimentally-determined reality. To assess this, a phase diagram was created analogous to the one in Figure 2.5 for experimental data, which represents the results of the simulations for various incidence angles and energies, which is shown as Figure 2.7 below. In general, the simulated results in this phase diagram show good agreement with those presented in Figure 2.5, but some discrepancies do exist. In particular, the transition angle for the flat-to-rippled transition is questionable, since the so-called “transition” ripples should probably be considered part of the parallel-mode regime and the transition angle considered between 35-40°, which is somewhat lower than the experimental value of about 48°, even though predicting the transition is still an improvement over the Bradley-Harper-type approaches [8]. It is worth noting that this issue also arises for the model of Norris and coworkers, who also use the crater function concept to derive their model and similarly predict a lower-than-experiment transition angle of around 35° [16],
which suggests that there is still some important mechanism influencing pattern formation which is not well-incorporated by crater functions.

A further discrepancy between the simulations and experiments is the pattern type at grazing incidence angles. While experimental observations indicate the formation of perpendicular-mode ripples, the simulations only predict the formation of disordered stripes, although a transition is still predicted which is an improvement over some other models, e.g. the so-called “hydrodynamic” models of Castro, Cuerno, and coworkers [31,33]. This is attributed to the fairly poor quality of the crater functions obtained at grazing (>80°) incidence angles, which are obscured or dominated by statistical noise and may not rely on an accurate determination of the ion impact point. In fact, when only erosive effects are included, the amount of noise is reduced substantially and simulations at high incidence angles do in fact predict the formation of perpendicular-mode ripples, as indicated in Figure 2.8. This suggests that CFTM would be capable of predicting the same morphology with higher-quality craters at these angles, so that the erosive effects were not obscured by noise.

![Phase diagram of simulated pattern morphologies for various ion beam energies and incidence angles. The symbols each represent a different morphology: × flat surfaces; Δ “transition” ripples; + parallel-mode ripples; and ○ disordered stripes. Dashed lines mark approximate transition angles between different morphology regimes.](image)

**Figure 2.7:** Phase diagram of simulated pattern morphologies for various ion beam energies and incidence angles. The symbols each represent a different morphology: × flat surfaces; Δ “transition” ripples; + parallel-mode ripples; and ○ disordered stripes. Dashed lines mark approximate transition angles between different morphology regimes.
Finally, knowing that CFTM is capable of making reasonably-good predictions of ion-induced surface morphology types, it is important to assess its capability to predict the quantitative characteristics of those patterns as well. For most purposes, the pattern amplitude and wavelength are the important measurements, and experimentally these tend to be on the order of a few nm and a few 10s of nm, respectively, in the energy range of interest [90,92]. By comparison, the ripples obtained from the simulation and shown in Figure 2.6b have amplitudes on the order of ~10 nm, which is noticeably larger than the experimental results, and wavelengths of around ~10 nm as well, which is somewhat smaller but reasonably close to the values measured experimentally. Since the formation of the patterns is determined by the nature of the destabilizing mechanisms, which in CFTM are incorporated by the crater functions, this suggests that the stabilizing contribution (thermally-activated surface diffusion here) is insufficiently-strong to mediate the pattern-driving forces enough to obtain the longer-wavelength, lower-amplitude structures. It is not clear if this is because the diffusion inputs such as energy barriers are incorrect, or if surface diffusion itself is an insufficient mechanism to model the surface evolution accurately.

Further quantitative assessment can consider the trends for how these key values vary with simulation parameters. Figure 2.9 shows an example of this analysis, comparing the ripple wavelength from experiments and from simulations. The experimental data shows a strong linear
relationship between the ripple wavelength and the incident ion energy. Meanwhile, the simulation results do show a linear relationship between wavelength and energy, but the dependence is much weaker in contrast with the experimental analysis. This again suggests that the mechanisms included to model surface relaxation are insufficient to fully describe the surface evolution, and some additional gradual response term representing e.g. stress-driven viscoelastic or plastic flow must be included for future studies with CFTM.

![Figure 2.9: Comparison plot of parallel-mode ripple wavelengths dependent on the incident ion energy for experimental data [92] and simulation results from CFTM, showing linear relationships for both cases but with quite disparate magnitudes.](image)

**2.3.2 Testing model predictive ability for Kr irradiation of Si**

Since CFTM is demonstrably capable of simulating a well-studied system and achieving reasonable agreement with experimental results, it is worth also testing the ability to use the model to make predictions which can be confirmed by experiments. To carry this out, low-energy ion irradiation of Si with Kr⁺ ions was selected as a target system, since in contrast to Ar-on-Si the Kr-on-Si system is not well-studied in the literature, surprisingly. Crater functions were obtained, and simulations carried out, for 100 and 500 eV cases. These two energies were chosen because 100 eV is very near to the sputtering threshold energy for Kr⁺ from Si surfaces (below which the sputtering yield per
incident ion is effectively zero). Thus, a key hypothesis to be tested was that the near-threshold energy would lead to a significant difference in the patterning regime.

For 500 eV irradiations, simulations were carried out and compared with experimental results for the same conditions obtained at the Ion-Gas-Neutral Interactions with Surfaces (IGNIS) facility at the University of Illinois. The results indicate good agreement between the simulation predictions shown in Figure 2.10 and the surfaces obtained from experiments shown in Figure 2.11. The prediction of whether or not patterns formed was confirmed by the experimental data, and the measured wavelengths in each case were in close agreement, with the simulation prediction of $\lambda \approx 15$ nm agreeing well with the experimental result of $\lambda \approx 18$ nm. The greatest disagreement was the amplitude, predicted to be $\sim 32$ nm but only measured to be $\sim 3$ nm experimentally. This may be partially attributable to the fluence difference, however, particularly due to native oxide formation on the Si surfaces in the experiments prior to irradiation, which can delay pattern formation for a non-negligible amount of time.

Figure 2.10: Snapshots of simulated Si surfaces after bombardment by 500 eV Kr$^+$ to a fluence of $10^{18}$ cm$^{-2}$. Snapshots are $135 \times 135$ nm$^2$. 
Figure 2.11: AFM scans of Si surfaces irradiated with 500 eV Kr$^+$ to a fluence of $2 \times 10^{17}$ cm$^{-2}$.

The comparison between simulated results for the 500-eV case above and the 100-eV near-threshold case confirmed the hypothesis of a pronounced difference in morphologies due to the near-threshold energy of the latter. As shown in Figure 2.12, several changes in morphology occur between the two energies:

- The flat-to-rippled transition occurs much earlier for the 100-eV case. However, the ripple wavelength and amplitude are both much smaller than the values at the (higher-angle) transition for the 500-eV case, which is not expected from conventional understanding i.e. bifurcation theory [90,93].

- The shapes of the ripples obtained at higher angles for 100 eV bombardment distinct from those obtained at higher energies, being very sharp and angular rather than smooth and rolling.

- The ripple wavelength for 100 eV actually increases for higher incidence angles, which is the opposite of conventional expectations.

- These results have not yet been corroborated experimentally by any work done at IGNIS or any other facilities, and should be a subject of future experimental investigations, particularly since near-threshold effects in general have received very little attention in the broader literature.
Figure 2.12: Snapshots of simulated Si surfaces under Kr⁺ bombardment to a fluence of $10^{18}$ cm⁻² for various incidence angles at both 500 eV and the near-threshold “special case” of 100 eV. Snapshots have dimensions of $135 \times 135$ nm² and are selected as representative of the various morphological transitions as a function of the ion beam incidence angle.

An additional point to consider to assess the effects of the near-threshold energy is the contrast between morphologies obtained on for Kr⁺ versus those obtained previously for Ar⁺. Figure 2.13(a) shows that the sputtering yield for Ar⁺ ions incident on Si surfaces is at least ~0.1 atoms/ion for any incidence angle except for grazing incidence, while for Kr⁺ ions the yield is nearly-zero for a large subset of possible incidence angles, so a comparison between these two species highlights the effects of the near-threshold energy quite well (since 100 eV is not near the threshold for Ar⁺ sputtering). From the comparison of morphologies shown in Figure 2.13(b), a few key differences are apparent. At 60° incidence, both species generate the same general pattern type (parallel-mode ripples), but the topographies are quite different as the Ar-induced ripples are quite rough while the Kr-induced ripples are fairly smooth. At 70° incidence, however, there is a major contrast between the pattern types obtained as Kr⁺ ions continue to generate parallel-mode ripples while the morphology for Ar⁺ irradiation undergoes a transition to the short stripes observed previously. For Kr⁺, in fact, no ripple orientation change was observed for the highest angle studied (80°), which is consistent with observations from simulations of Ar-on-Si that the perpendicular-mode ripples
are induced primarily due to erosive effects [65]. Since for 100 eV Kr\(^{+}\) the sputtering from Si is negligible, it reasonable to expect that erosion-induced perpendicular-mode ripples will not form, and thus no transition of ripple orientation will be observed. Again, this should provide motivation for experimental studies to confirm this near-threshold effect, which would also provide significant insight into the questions about which fundamental mechanisms drive nanopatterning, which are still debated in the present day.

**Figure 2.13**: (left) Sputtering yields at 100 eV for varying incidence angles of Ar\(^{+}\) and Kr\(^{+}\) ions incident into Si, showing that the sputtering yield for argon ions remains significant while the yield is near-zero for much of the incidence angle range for krypton ions. (right) Snapshots of simulated Si surfaces for 100 eV bombardment by both ion species to a fluence of \(10^{18}\) cm\(^{-2}\), showing the differences in pattern morphologies obtained with each ion species.

In summary, CFTM is an effective modeling tool which can not only validate and expand on experimental results, but has predictive abilities to drive experimental investigations into new or understudied systems and to elucidate new mechanisms (such as near-threshold effects). The use of the crater functions to describe the ion-surface interaction offers a **complete and intuitive** description of the relevant physics, which is a significant advantage over the majority of other models currently being studied in the broader community. These characteristics make it a strong platform for extension and expansion to consider new, more-complex classes of materials, such as multicomponent systems or those which retain a crystalline structure under sustained ion bombardment. Potential avenues for these extensions, which motivate the bulk of the remainder of this thesis, are discussed in more detail at the end of this chapter in **Section 2.4**.
2.3.3 Demonstrating model capability for unique experimental conditions

One of the critical advantages of CFTM (and atomistic computational modeling in general) is the ability to readily include novel experimental setups such as multiple ion beams [94,95] or rotating/oscillating samples [9,96,97]. The variety of patterns such setups can access is quite rich and a sample of these is shown in Figure 2.14 for a visual reference.

![Figure 2.14](image)

**Figure 2.14**: Example of nanopatterns obtained from complex experimental configurations. (left) Square-ordered dots obtained on the Au(001) surface for 2 keV Ar⁺ simultaneous dual-beam irradiation along the directions indicated by the solid and dotted lines [95]. (middle) Disordered dots obtained on silicon for 500 eV Ar⁺ irradiation with concurrent sample rotation at 15 rpm [9]. (right) Steep ridges formed on HOPG by 2 keV Ar⁺ bombardment with concurrent sample oscillation through a swinging angle of 180° [97].

Conventional continuum theories are limited, at best, when trying to understand the pattern formation and growth under these conditions. An early model by Bradley [98] incorporates a “rotating” ion beam² by considering the ions to come from random directions, allowing the “beam” to be simplified as a completely-isotropic distribution of ions. However, this model is not able to handle finite rotational speeds (although a more-complex formulation is given for this case, it is not analyzed in detail and may not be tractable for intermediate rotation rates — for very slow rotation an approximation is readily done). Models for multiple ion beams, on the other hand, cannot correctly predict the patterning instability within the linear regime [94,99], and while

---

² Note that sample rotation in the laboratory frame can equivalently be considered in the sample frame of reference, as the sample being held fixed with an ion beam rotating around it. This “transformation” of coordinates is used in all approaches, both mathematical and computational, and should be considered automatic for all models discussed here, including CFTM.
alternative mechanisms have been proposed no satisfactory model based on those mechanisms has yet been presented in the existing body of work.

In contrast, CFTM has demonstrated a capability to consider these systems. For example, Figure 2.15 shows the results obtained for dual-beam simulations of Ar-on-Si bombardment. For low incidence angles, the surface remains relatively featureless, just as in the single-beam case. However, at higher incidence angles the surface instability becomes significant and square-ordered dots evolve, becoming more apparent as the incidence angle increases. While not directly relatable to the experimental results for the same setup for irradiation of Au(001), due to the difference in materials, the qualitative results are in good agreement.

![Figure 2.15](image)

**Figure 2.15:** Snapshots from simulations of 500 eV Ar$^+$ dual-beam irradiation of Si for various incidence angles. Each snapshot is 108 × 108 nm$^2$ and the fluence in each case is 2.5 × 10$^{16}$ cm$^{-2}$.

Finally, results for simulations of rotated surfaces are shown in Figures 2.16 and 2.17. The snapshots for rotation in Figure 2.16 are representative of a relatively high rate of rotation, corresponding to about 12 rpm, and show a clear correlation to the morphologies obtained under the same conditions (Figure 2.6), with a general trend from featureless, mostly-flat surfaces to arrays of disordered dots or holes. In a significant improvement over the continuum models, the rate of rotation can be varied easily rather than considered to be effectively infinite, allowing the study of morphological changes as the rotation rate is slowed down. In fact, for a sufficiently slow
rotation rate as for the results shown in Figure 2.17, a morphology occurs which consists of poorly-ordered ripples that rotate in orientation as the beam direction changes relative to the surface. Continuing in this vein, studies to account for the effects of sample oscillation, a seemingly-similar technique which has been shown to produce dramatically-different morphologies on graphitic surfaces [97], are the subject of ongoing work.

**Figure 2.16:** Snapshots of simulated surfaces for 500 eV Ar$^+$ irradiation of Si with concurrent sample (beam) rotation at a fixed rate of 1.257 rad/s for several incidence angles. Each snapshot is 70 × 70 nm$^2$ and shows the surface after a fluence of $10^{17}$ cm$^{-2}$.

**Figure 2.17:** Surface snapshots for simulations of 500 eV Ar$^+$ irradiation of Si with concurrent sample (beam) rotation at 0.126 rad/s (about 1.2 rpm) for various times, with the instantaneous beam angle indicated by the arrows. Each snapshot is 70 × 70 nm$^2$ and the angle of incidence is 60°.

### 2.4 Extensions to multi-component complex systems

In order to improve CFTM to a point where it can be considered technologically relevant, it is necessary to extend the mechanisms so that it is able to model complex materials under ion irradiation. This necessarily means that CFTM must be able to consider, in particular, multicomponent surfaces, as nearly all technologically-important materials consist of more than one element. This is true even for Si, which can have numerous dopant species incorporated in
addition to the implanted ions themselves which can in fact also play a significant role in the surface evolution, such as the formation of bubbles or clusters in the subsurface [43,100] which could be treated e.g. as secondary phases within the bulk Si matrix. To consider this requires modifications to CFTM itself and also to the underlying concept of the crater functions and the procedure for obtaining them.

As the compositional mechanisms which may be activated by ion irradiation are manifold and often quite complex in their own right, a strong fundamental understanding of their underlying physics is essential to proceed. This is true not only when considering the mechanisms to be incorporated into CFTM itself, but also when considering the parameterization of the crater functions. For example, Norris and coworkers have adapted the crater function formalism for consideration of III-V semiconductors such as GaSb [54]. However, this work was initially only done for homogeneous target surfaces, with linear interpolation between a few selected compositions. Experimental work, however, has clearly indicated that not only does the surface composition change during ion irradiation, but that a nonlinear compositional depth profile evolves which varies with the incident ion mass and fluence [30]. Thus, the crater functions must consider a fully-3D compositional profile; neither homogeneous targets of varying composition [29] nor homogeneous targets with an enriched surface layer only [101] are sufficient parameter spaces for the crater functions to completely model the surface evolution, particularly if sub-surface effects of the ion impact are also incorporated.

Therefore, before crater functions can be obtained, CFTM can be extended, or any other major multiscale modeling effort can be undertaken, a solid understanding of the fundamental ion-surface interactions in multicomponent materials must be gained. The ideal modeling approach to address this need is a combination of MD simulations and high-performance computing platforms. The former of these provides an atomistic view of how the ion impacts modify the surface with detailed
(classical) physics, while the latter grants the computational resources necessary to access the large length scales and high cumulative ion fluences necessary to observe not only how the surface evolves in response to many ion impacts, but also how these changes in turn influence how the ion-surface interactions play out, allowing for coupling of disparate length and time scales within the limits of the MD paradigm. The remainder of this thesis details the process and results of implementing this approach.

To define the scope of this work, two distinct material systems are considered:

1. Ion irradiation of III-V semiconductors, principally GaSb, which is known from experiments to lead to the formation of quantum dots [4]. As the principal surface components are usually present in equal concentrations, from a scientific standpoint this system provides a testbed to study phenomena such as ion-induced phase separation and the effects of surface segregation.

2. Ion implantation and cluster formation in Si. While the previously-mentioned cluster formation is well-established in the field, the actual effects of these clusters on morphology are not understood. This system serves as an initial foray into more general systems with impurities present.
Chapter 3: Massive-scale molecular dynamics simulations of ion beam nanopatterning on III-V semiconductor surfaces\textsuperscript{3,4}

Compared to the relatively simple single-component surfaces such as elemental Si, ion beam nanopatterning of multicomponent surfaces such as III-V semiconductors has shown a much greater diversity and complexity of morphologies. In addition to ripples similar to those obtained on Si [102], irradiation of III-V surfaces at normal incidence may lead to the formation of quantum dots at the surface, where the existence of these structures as well as characteristics such as size and shape depend strongly on the elemental ion-target combination [29]. These patterns are inherently stochastic in nature, due to the inherent randomness of the ion impacts, and result from a combination of athermal mechanisms (e.g. ion sputtering, ion-induced defect formation and amorphization) and thermal mechanisms (e.g. thermodynamic phase separation, asymmetric diffusion). These mechanisms remain poorly understood despite significant experimental and computational investigations. In this chapter, results are presented for molecular dynamics investigations of ion-surface interactions and pattern-forming instabilities on GaSb surfaces. These simulations have been carried out on a massive scale in both length and time (fluence), which is unprecedented in magnitude for the ion beam nanopatterning field. By performing atomistic simulations on such a large scale, it is possible to connect the ion-induced structural changes and compositional depth profile to the emergence of lateral compositional variations which can form the basis for a pattern-forming morphological instability to develop.

\textsuperscript{3} This research is part of the Blue Waters sustained-petascale computing project, which is supported by the National Science Foundation (awards OCI-0725070 and ACI-1238993) and the state of Illinois. Blue Waters is a joint effort of the University of Illinois at Urbana-Champaign and its National Center for Supercomputing Applications.

\textsuperscript{4} Parts of this chapter are derived from the following article-in-press: M.A. Lively et al., “Massive-scale molecular dynamics of ion-irradiated III-V compound semiconductors at the onset of nanopatterning”, \textit{Nucl. Instrum. Meth. B} (2017). No direct contribution to the figures, tables, or data taken from this publication for use in this chapter was made by the other authors of this publication.
3.1 Motivation

Since the first experimental discovery of ion-induced quantum dots created on GaSb surfaces [4], significant experimental and theoretical work has been dedicated to understanding the formation of these nanostructures. Initially, the mathematical models used to explain the pattern formation did not include compositional changes, attributing pattern formation to a nonlinear damping term originating in redeposited material [103]. More recent experiments have indicated the importance of compositional changes, such the presence of a Ga-enriched surface layer [104,105] which becomes Sb-enriched under further irradiation [106], a change attributed to ion-induced thermodynamic phase segregation at the surface [107]. It has been postulated, but not confirmed experimentally, that the phase separation may be caused by an ion-enhanced mobility due to the energy deposited by the collision cascade [29].

Very recently, angle-resolved Auger electron spectroscopy has been used to show that not only does the first layer of atoms become altered, but in fact that a compositional depth profile develops in ion-bombarded GaSb which has a complex form that evolves over time (i.e. with fluence) [30]. The form of these depth profiles are shown in Figure 3.1. Initially, the first layer of atoms is entirely composed of Ga, while the near-surface layers within 1-2 nm depth are enriched in Sb, similarly to the expected compositional profile from Gibbsian phase segregation at the surface [108]. As bombardment proceeds, the first layer gains an increasing amount of Sb, while the degree of subsurface Sb enrichment decreases. This suggests that Sb is being driven to the surface over the course of the bombardment, implying that some degree of Sb must be present at the surface before nanopattern formation can occur.
Figure 3.1: Compositional depth profiles of GaSb irradiated at 500 eV and normal incidence with Ne$^+$ (upper left), Ar$^+$ (upper right), and Kr$^+$ (lower) to various fluences, obtained experimentally via angle-resolved Auger electron spectroscopy [30].

In parallel with experimental investigations, work has also been done to develop theoretical models which incorporate compositional mechanisms. At present, two principal models have been proposed. The first model holds that compositional and morphological evolution proceed simultaneously due to a combination of curvature-dependent sputtering and preferential ion-induced redistribution of one component across the surface [6,21,22]. The second model conjectures that the compositional instability evolves first, leading to lateral phase separation due to preferential sputtering, and that this separation induces a “sputter shield” effect wherein islands of the low-yield phase “shield” the underlying material while the surrounding surface is eroded, yielding dot or cone-like nanostructures [7,23]. Seemingly contradictory, both of these models predict the “expected” nanodot morphology, but predict completely opposite lateral compositional
profiles. Since experiments are not able to access the lateral compositional distribution, it is not clear which model, if either, offers a credible and viable explanation of nanopattern formation. Conversely, there does not yet exist a theoretical model which incorporates the effects of the ion-induced compositional depth profile to generate a lateral pattern-forming instability.

The emergence of a compositional depth profile like that shown in Figure 3.1 provides two broad avenues for pattern-forming mechanisms to become active. At the atomic scale, the nature of the single-ion impact and collisional cascade can vary with composition. However, this scale is smaller than can be realistically accessed with current experimental techniques, which means that theoretical models must rely on speculation or a priori assumptions about the nature of these interactions to derive their driving force terms. On the other hand, nonstoichiometric composition can induce large-scale phenomena such as phase separation or asymmetric diffusion. These mechanisms form the basis of the models discussed above, but are difficult to ascertain experimentally since nanometer-resolved compositional analysis is not easily performed.

In light of this, there exists a clear need for atomistic computational modeling to address the disparity between experimental and theoretical knowledge. In particular, two principal knowledge gaps can be formulated which define the scale and scope required for the necessary simulations:

First, the experimentally-observed compositional depth profile [30] must be connected to the lateral pattern-forming instability necessary for nanopattern formation [6,7,21–23]. Since quantum dots do not form for normal-incidence irradiation of single-element materials such as Si, this driving instability must be compositional in nature. Thus, atomistic modeling is required to incorporate the detailed nature of interatomic bonding leading to e.g. phase separation. Simultaneously, the expected scale of any lateral compositional instability will be of the same order as the characteristic spacing of the quantum dots studied experimentally, which can be from 30-60
nm [4,29,109]. This implies that a large-scale simulation covering lateral dimensions on the order of 100 × 100 nm² is called for. Ideally, the results of these simulations can not only show how a lateral compositional variation is developed from the depth profile, but also clarify which theoretical mechanism – if any of those proposed thus far – leads to the critical pattern-forming morphological instability.

Second, the atomic-scale ion-surface interactions leading to the formation of a compositional depth profile must be discovered. While the compositional depth profiles themselves, as shown in Figure 3.1, are fairly well-characterized, the physical reason for the emergence of a depth profile is not yet known. One conjecture has been that the energy deposition from the incident ions is able to induce a Gibbsian-type segregation of Sb to the surface [30]. Alternatively, an ion-enhanced diffusive mechanism could be at play, since Ga is known to diffuse much faster than Sb in GaSb [110]. Atomistic modeling provides the capability to investigate these and other potential mechanisms from the single-ion impact scale up to the scale of pattern formation. While long-time mechanisms such as diffusion or stress-driven flow may be beyond the temporal scope of MD simulations, the ion-induced modifications that would lead to these phenomena can be observed and characterized up to patterning-relevant fluences. This final point is a key emphasis; statistical studies of single-ion impacts [54] are insufficient to show how a large number of successive impacts can cause dramatic changes in the structural and chemical landscape of the irradiated surface.

To address these knowledge gaps, two sets of simulations were carried out on the Blue Waters supercomputer operated by the National Center for Supercomputing Applications (NCSA) [111]. To address the former question, a surface with a prescribed compositional depth profile based on initial analysis of experimental data [30] was created with a 100 × 100 nm² size and bombarded with 500 eV Kr⁺ ions. To address the latter question, an initially-pristine 25 × 25 nm² GaSb surface was bombarded with 500 eV Ne⁺, Ar⁺, and Kr⁺ ions up to fluences approaching 10¹⁶ cm⁻². In each
set of simulations, the GaSb surface showed clear compositional changes due to ion-induced instabilities, including the emergence of laterally-distributed compositional phases which could provide the physical basis or “seeds” for nanopattern formation.

3.2 Molecular dynamics simulations of the effects of the as-irradiated GaSb compositional depth profile

3.2.1 Design of simulations

MD simulations were carried out with the LAMMPS code package [84] to study the effects of the compositional depth profile on the evolution of ion-irradiated GaSb. For these simulations, the chosen conditions were Kr$^+$ at 500 eV and normal incidence. The choice of Kr$^+$ was made based on experimental observations of a significantly lower threshold fluence for pattern formation compared to other species (see Figure 3.1), suggesting that the ion-induced changes would proceed more rapidly and thus be more easily observed from simulations under these conditions.

The simulation setup is shown in Figure 3.2 schematically. The simulation box has dimensions of 100 × 100 nm$^2$ in the lateral dimensions, and approximately 10 nm in the vertical dimension with various subdivisions of the simulation cell as shown in the figure. The lowest layer of lattice cells is held fixed to represent the boundary between the ion-modified surface and the pristine bulk GaSb. The next two lowest lattice cell layers are controlled by a Berendsen thermostat [112] held at an equilibrium temperature of 300 K to act as a heat sink for the excess energy deposited by incident ions. The remaining layers of GaSb were generated prior to bombardment simulations according to a prescribed compositional profile. The details of this profile and of the surface creation procedure are given later on in Section 3.2.2.
Figure 3.2: Design of simulation schematic showing the vertical divisions of the MD simulation cell. The vertical lattice constant $c$ is 0.862 nm and the total simulation cell height is approximately 10 nm.

Ions are generated successively in a thin region above the surface, with enough vacuum space allotted to ensure that the surface does not swell up to such a degree that ions are generated within the surface, and are given a downward velocity corresponding to the chosen ion energy of 500 eV. LAMMPS chooses a dynamic timestep size for each time integration step based on the calculated particle velocities to ensure that no particle is displaced by more than 5 pm in a single integration step. Due to the size of the surface, a mere 5,000 timesteps are allotted between impacts, since the large size of the surface means that successive impacts are rarely close to each other in space. After every 5,000 steps, the position data of all particles is output to a dump file for later analysis.

Prior to these simulations, no single potential had been formulated which considered Ga-Ga, Sb-Sb, and Ga-Sb bonding, all of which are necessary to model a surface with the compositional depth profiles shown in Figure 3.1. Previous modeling of GaSb by Norris and coworkers [54] had relied

---

5 In simulations over smaller length scales, such as those described in Chapter 4, a larger time is needed between impacts to allow the surface to reach an equilibrium state and avoid having successive collision cascades interfere with one another. For a large surface as considered here, a single cascade may resolve over the course of several other impacts located so far away across the surface that no cross-cascade interaction occurs, allowing a shorter time between impact events to be used for the sake of time-efficiency.
on combining the GaSb potential of Powell [113] for Ga-Sb bonding with a rescaled version of the GaAs potential of Albe [114] to model Ga-Ga and Sb-Sb bonds. Both of these potentials are of the Abell-Tersoff form [115] and are thus compatible, however the rescaling by Norris only affected two parameters and thus gave a poor estimate for the density of the pure-Sb phase. This was dismissed by those authors with the logic that pure-Sb phases would not be expected to form in their simulations, which was not the case for the present work. Therefore, a revised approach to the interatomic potential was taken, which is described in detail below.

Within the LAMMPS codebase [84], this potential is expressed in the form:

\[
V_{ij}^{Tersoff}(r_{ij}) = f_C(r_{ij}) \left[ A \exp(-\lambda_1 r_{ij}) - b_{ij} B \exp(-\lambda_2 r_{ij}) \right]
\]

\[
f_C(r) = \begin{cases} 
1, & r < R - D \\
\frac{1}{2} \left[ 1 - \sin \left( \frac{\pi (r - R)}{2D} \right) \right], & R - D < r < R + D \\
0, & r > R + D
\end{cases}
\]

The four parameters, \(\{A, B, \lambda_1, \lambda_2\}\) describe the two-body interaction, while the cutoff function \(f_C\) smoothly brings the potential to zero at a finite distance for computational tractability. The three-body effects, which modify the two-body interaction based on the three-particle bond angle, are contained in the body term \(b_{ij}\):

\[
b_{ij} = \left( 1 + \beta^n \xi_{ij}^n \right)^{\frac{1}{2n}}
\]

\[
\xi_{ij} = \sum_{k \neq i,j} f_C(r_{ik}) g(\theta_{ijk}) \exp \left[ \lambda_3^m (r_{ij} - r_{ik})^m \right]
\]

\[
g(\theta) = \gamma_{ijk} \left( 1 + \frac{c^2}{d^2} - \frac{c^2}{\left[ d^2 + (\cos \theta - \cos \theta_0)^2 \right]^2} \right)
\]
The Tersoff potential is smoothly connected to a ZBL potential \[^{[58]}\], \(V_{ij}^{ZBL}\), to describe close-range collisional interactions by way of a Fermi-like switching function, \(f_F\):

\[
V_{ij}^{net}(r_{ij}) = \left[1 - f_F(r_{ij})\right]V_{ij}^{ZBL} + f_F(r_{ij})V_{ij}^{Tersoff}
\]

\[
V_{ij}^{ZBL}(r_{ij}) = \frac{1}{4\pi\varepsilon_0} \frac{Z_1 Z_2 e^2}{r_{ij}} \phi_{ZBL}(\frac{r_{ij}}{a})
\]

\[
f_F(r) = \frac{1}{1 + \exp\left[-A_F(r - r_C)\right]}
\]

Note that the ZBL screening function, \(\phi_{ZBL}(x)\), is omitted since it contains no free parameters.

The potential parameters used are summarized in Table 3.1 below. The parameters for Ga-Ga and Ga-Sb interactions are the same as in their cited sources. For Sb-Sb interactions, the As-As potential of Albe et al. \[^{[114]}\] was adapted, since As and Sb share the same rhombohedral crystal structure, and the four two-body terms \(A, B, \lambda_1, \lambda_2\) were rescaled accordingly. Specifically, these parameters were fit to provide the best estimate of the Sb dimer energy (3.11 eV) \[^{[116]}\], lattice constants (4.31 Å and 11.27 Å) \[^{[117]}\], and cohesive energy (2.72 eV) \[^{[118]}\]. The resulting values after fitting these parameters were: dimer energy 3.11 eV, lattice constants 4.32 Å and 11.19 Å, and cohesive energy 2.716 eV, all within the bounds of reasonable uncertainty. The three-body terms from \[^{[114]}\] were left alone since they primarily determine the crystal structure, which is almost identical between As and Sb.

To confirm the validity of the adjusted potential for Sb-Sb interactions, the lattice constants and cohesive energies of several Sb crystal structures were computed with the modified coefficients. The results of these calculations are shown in Table 3.2, and show that the rhombohedral structure (\(\alpha\)-Sb) is the most stable with a cohesive energy of 2.72 eV/atom. The next most-stable structure is
predicted to be simple-cubic (sc-Sb) with a cohesive energy of 2.70 eV/atom. Note that since sc-Sb is slightly more dense than \( \alpha \)-Sb, it may become the preferred lattice structure under high pressures.

**Table 3.1:** Parameter sets for the Tersoff/ZBL hybrid potential used to model GaSb in LAMMPS. Parameters for the Sb-Sb interaction in bold font are changed from their original values in [114].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Ga-Ga</th>
<th>Ga-Sb</th>
<th>Sb-Sb</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Two-body parameters</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( A ) (eV)</td>
<td>535.199</td>
<td>2521.76</td>
<td><strong>22752.7</strong></td>
</tr>
<tr>
<td>( B ) (eV)</td>
<td>410.132</td>
<td>544.904</td>
<td><strong>412.687</strong></td>
</tr>
<tr>
<td>( \lambda_1 ) (Å(^{-1}))</td>
<td>1.60916</td>
<td>2.50245</td>
<td><strong>3.31331</strong></td>
</tr>
<tr>
<td>( \lambda_2 ) (Å(^{-1}))</td>
<td>1.44970</td>
<td>1.74517</td>
<td><strong>1.56288</strong></td>
</tr>
<tr>
<td><strong>Three-body parameters</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( m )</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>0.007874</td>
<td>1.0</td>
<td>0.455</td>
</tr>
<tr>
<td>( \lambda_3 ) (Å(^{-1}))</td>
<td>1.846</td>
<td>0.968688</td>
<td>3.161</td>
</tr>
<tr>
<td>( c )</td>
<td>1.918</td>
<td>1.20875</td>
<td>0.1186</td>
</tr>
<tr>
<td>( d )</td>
<td>0.75</td>
<td>0.839761</td>
<td>0.1612</td>
</tr>
<tr>
<td>( \cos(\theta_0) )</td>
<td>-0.3013</td>
<td>-0.427706</td>
<td>-0.07748</td>
</tr>
<tr>
<td>( n )</td>
<td>1.0</td>
<td>4.60221</td>
<td>1.0</td>
</tr>
<tr>
<td>( \beta )</td>
<td>1.0</td>
<td>0.363018</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>Cutoff parameters</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( R ) (Å)</td>
<td>2.95</td>
<td>3.5</td>
<td>3.6</td>
</tr>
<tr>
<td>( D ) (Å)</td>
<td>0.15</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td><strong>ZBL parameters</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( Z_1 )</td>
<td>31</td>
<td>31</td>
<td>51</td>
</tr>
<tr>
<td>( Z_2 )</td>
<td>31</td>
<td>51</td>
<td>51</td>
</tr>
<tr>
<td>( r_c ) (Å)</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>( A_F ) (Å(^{-1}))</td>
<td>12.01</td>
<td>12.01</td>
<td>12.01</td>
</tr>
</tbody>
</table>

**Table 3.2:** Calculated properties for several crystal structures of Sb calculated with the modified Tersoff potential described in the main text. Note that listing a crystal structure here does not necessarily imply that it is expected to be observed in experiments.

<table>
<thead>
<tr>
<th>Lattice structure</th>
<th>Lattice constants (Å)</th>
<th>Cohesive energy (eV)</th>
<th>Atomic density (cm(^{-3}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diamond cubic (dc-Sb)</td>
<td>( a = 6.98 )</td>
<td>2.27</td>
<td>2.35 \times 10^{22}</td>
</tr>
<tr>
<td>Rhombohedral (( \alpha )-Sb)</td>
<td>( a = 4.32, c = 11.19 )</td>
<td>2.72</td>
<td>3.32 \times 10^{22}</td>
</tr>
<tr>
<td>Simple cubic (sc-Sb)</td>
<td>( a = 3.09 )</td>
<td>2.70</td>
<td>3.39 \times 10^{22}</td>
</tr>
<tr>
<td>Body-centered cubic (bcc-Sb)</td>
<td>( a = 3.70 )</td>
<td>2.44</td>
<td>3.95 \times 10^{22}</td>
</tr>
<tr>
<td>Face-centered cubic (fcc-Sb)</td>
<td>( a = 4.69 )</td>
<td>2.57</td>
<td>3.88 \times 10^{22}</td>
</tr>
</tbody>
</table>

As additional validation of the MD potential, the sputtering yields were calculated using essentially the same procedure as described above to simulate 349 consecutive 500 eV Kr\(^+\) ion impacts into GaSb(110), reaching a fluence of 3.5 \times 10^{14} \text{ cm}^{-2} (low enough that no significant surface...
modification occurred). The total sputtering yield was found to be $2.3 \pm 0.1$ atoms/ion, with partial yields of $1.1 \pm 0.1$ atoms/ion for Ga and $1.2 \pm 0.1$ atoms/ion for Sb. The observation of preferential Sb sputtering, if only by a slight amount, is in decent agreement with experimental results [107]. This represents a significant improvement over the results obtained from the potential of Norris and coworkers, which predicted significant preferential sputtering of Ga over Sb for 250 eV Ar$^+$ irradiation [54].

For data analysis, OVITO [119] was used for visualization and basic analysis features such as coordination analysis and cluster identification/selection. This was supplemented with self-written codes to calculate e.g. the mean square displacement of the atoms across numerous snapshots.

### 3.2.2 Construction of the GaSb surface with an altered compositional depth profile

As incident ions modify the surface compositional depth profile, it is reasonable to expect that the structure of the surface will also change in response to compositional changes. Thus, to construct a surface of altered composition for the MD simulations, simply replacing atoms to obtain a desired stoichiometry is insufficient, and a more complex approach is required. To achieve this, a surface with the desired compositional profile was created by starting from an initial crystalline GaSb base and successively adding layers of altered stoichiometry to the top of the surface. Each layer was heated and quenched to mimic the ion-damaged GaSb surface that would exist in the actual experimental scenario. The composition and thickness of each layer is shown in Figure 3.3 along with the experimental data on which the simulated surface was based.
Figure 3.3: (a) Experimental depth profile obtained from absolute analysis of ARAES data for 500 eV Kr⁺ irradiation of GaSb; (b) Schematic of the compositional profile used to construct the MD simulation cell, which was based on the experimental data in (a). Note that 1 ML = 1 monolayer = 0.22 nm.

The procedure for creating a single layer is as follows: first, atoms are created in the volumetric region corresponding to the active layer being created, with the desired compositional ratio. For the 62.5% Sb-enriched layer, these atoms are created with an initial GaSb crystalline ordering, while for succeeding layers the atom placement is random within the layer region. All atoms in layers beneath the active layer are held fixed, and reflecting walls are created at the top and bottom to confine the hot atoms in the active layer (the lateral boundaries are periodic).

Once this is done, the active layer atoms are considered to be an NVT ensemble and are given velocities with a Maxwellian distribution corresponding to a high temperature. This temperature must be fairly high in order to melt the solid, but care must be taken that the temperature is not so high that the Ga and Sb atoms are driven to completely phase-separate due to their different thermodynamic properties combined with the large pressure in the active layer. In practice, the correct temperature is found through trial and error.
The simulation is run for some time to allow the atoms to mix completely, and then the temperature of the active layer is instantly reset to 300 K to induce immediate solidification. This is in contrast to the methodology used previously for Si amorphization (Chapter 2), where the sample is slowly cooled. For compound materials like GaSb, this approach does not work because the disparate melting temperatures of the two components can lead to undesirable precipitation, which would not realistically reflect the nature of the ion-damaged surface. Once the active layer has spent some time at 300 K to equilibrate, it is slowly cooled to 77 K to further allow the resulting layer structure to “settle” into its stable configuration. Once this is finished, the thermodynamic constraints and reflecting walls are removed, and the surface is frozen and considered to be part of the “bulk” from then on. This procedure is repeated until all layers shown in Figure 3.3 are created.

Once the complete surface is created, the entire surface is relaxed at 300 K for a long time in order to relieve the interfacial stresses between layers. This is done by holding the bottom layer of the simulation cell fixed, and the few layers above this are treated by a Berendsen thermostat, just as in a normal bombardment simulation. In the very early stages of this relaxation, it is necessary to add a reflecting wall just above the surface to prevent the top layers from immediately exploding apart due to the interfacial stresses. This wall is raised slightly after some time, and then removed completely once it is no longer necessary.

A snapshot of the resulting final product from this surface creation procedure is shown in Figure 3.4. For the initial surface creation, only a 25 × 25 nm² surface area was created, enabling the surface to be prepared on a local computing cluster before being transferred to Blue Waters for the main simulations. To create the final 100 × 100 nm² surface, this smaller surface was simply duplicated four times in each lateral dimension (for a total of 16 copies).
Even for this initial surface, prior to any ion bombardments, it is clear that the altered composition has led to changes in the lateral compositional distribution of the surface. In particular, in the Sb-enriched (Ga-enriched) region, the atoms in that region have readily phase-separated into 50-50 GaSb phases and pure phases of Sb (Ga). This is in agreement with the behavior expected from the GaSb phase diagram [7], lending some initial support to the proposed phase-separation mechanism of nanopattern formation.

In concluding this section, it should be noted that the data shown in Figure 3.4 contain a minor error, as some of the thermodynamic controls during the relaxation steps were not reset between those steps. While correcting this error does cause some change in the initial surface, the results obtained using the surface of Figure 3.4 are not significantly affected, as will be discussed below.

3.2.3 Crystallization behavior of phase-separated Sb clusters

Figure 3.5 shows cross-sectional snapshots of the ion-irradiated GaSb at various fluences, including the initial state. It is immediately apparent that even within the very short fluence interval of $1.9 \times 10^{13}$ cm$^{-2}$, the Sb atoms in pure-Sb clusters have self-arranged into crystalline lattice
structures. This even appears to be the case at the very surface, where what was originally a single monolayer of Sb atoms has self-arranged into crystalline terrace structures, rather than remaining in a disordered state or forming a two-dimensional lattice. By contrast, the Ga atoms in pure-Ga clusters appear to have remained largely amorphous. At higher fluences, the situation remains largely unchanged, and in fact it appears that the incident ions have had a minimal effect on the compositional structure of the surface.

Figure 3.5: Cross-sectional snapshots of the ion-bombarded GaSb surface from the initially-altered compositional depth profile at indicated differential fluences, $\Phi$. 
To characterize the crystallization of Sb clusters (and non-crystallization of Ga clusters), the radial coordination of the Sb and Ga atoms in single-element clusters can be computed with OVITO. Figure 3.6 shows this data for Sb and Ga in clusters, respectively. The presence and growth of several pronounced peaks in the Sb-Sb correlation pattern indicate a transition from amorphous to crystalline, while the lack of many distinct peaks and near flatness of the Ga-Ga coordination plot at large distances indicates a lack of long-range order characteristic of amorphous surfaces. Interestingly, for the Sb-Sb coordination number, significant change occurs even for a fluence as low as $10^{12}$ cm$^{-2}$, by which point only one ion impact has occurred, on average, for every 100 nm$^2$ of surface area. At such low energies as 500 eV, this is far too few impacts to be directly responsible for the degree of change observed in these Sb clusters, implying that the crystallization may not be directly ion-induced.

**Figure 3.6**: Evolution of the coordination number with respect to ion fluence for Ga-Ga and Sb-Sb interactions during the irradiation simulations.
**Figure 3.7:** “Control” snapshots with no ion bombardment of the initial altered-composition GaSb surface initially, and after 4 ns of evolution with no external influence on the surface.

In order to allow for effects of the ion irradiation to be separated from any other effects of the altered surface composition which might arise over longer time scales than the surface preparation, a “control” simulation was also performed. In this case, “control” simply meant that no ions were generated, and the surface was allowed to evolve by itself for a time of ~4 ns. Snapshots of the results are shown in **Figure 3.7**, and coordination analysis of the results for this simulation are shown in **Figure 3.8**.
Figure 3.8: Evolution of the coordination number with respect to time elapsed for Sb-Sb and Ga-Ga correlation over the course of the “control” simulations without ion bombardment.

As before, Sb atoms in clusters are clearly observed to self-arrange into crystalline lattices while Ga atoms in clusters remain in an amorphous configuration. Indeed, when compared to the results from the ion-bombarded samples in Figures 3.5 and 3.6, the results are nearly identical aside from the lack of Kr⁺ ions implanted in the surface. This provides a strong indication that the crystallization of the Sb clusters is not directly-ion induced, but is in fact an intrinsic material response to the ion-induced compositional depth profile and the consequent phase separation in the non-stoichiometric regions of the surface. This intuitively makes sense, since the fluence of ions reached in these simulations is less than $10^{14}$ cm$^{-2}$, well below the amount of incident ions which would be expected to cause significant change and evolution of the surface. Therefore, it would be a logical stretch to expect that the incident ions alone would cause such a uniform change across an entire surface in any case.

Interestingly, the observation of Sb crystallization in irradiation-modified GaSb is not a new phenomenon. In fact, this has been observed experimentally in studies of GaSb core-shell nanowires formed by ion irradiation [120], albeit at much higher energies (1 MeV Au⁺). Results from these experiments are shown in Figure 3.9 as a visual basis of comparison with the simulation results. In the experiments, it was found that the resulting nanowires consisted of crystalline cores.
of primarily Sb surrounded by amorphous shells. In the experimental studies, the separation of Ga and Sb was attributed to the low sublimation energy of Sb combined with rapid Ga diffusion to and oxidation at the very surface. Here, however, this cannot be the case because the Sb clusters are formed beneath the surface, and instead phase separation due to the altered composition is a more plausible explanation.

![Figure 3.9: TEM analysis of a GaSb nanowire formed by ion bombardment and subsequent annealing [120]. The core of the nanowire consists mostly of crystalline Sb, while the outer shell consists of amorphous material.](image)

The marked difference between the crystalline Sb clusters and the amorphous Ga clusters may bear some resemblance to the significant difference in mobility and diffusivity between the two species. It has been found experimentally [110] and from density functional theory (DFT) [121] that the diffusivity of Ga in GaSb is orders of magnitude higher than that of Sb. This agrees with the difference in structure between clusters of each material, since Ga in an amorphous cluster is much less rigidly bound and more easily given mobility than Sb in a rigid crystalline lattice. However, further detailed study is required to confirm this correlation between the structure of the Ga and Sb clusters and their respective component diffusivities. While a fair amount of DFT studies [121–123] support the enhanced diffusivity of Ga in GaSb, all studies thus far have been in the context of a near-equilibrium, crystalline solid, rather than the ion-damaged, highly-amorphous solid considered in the present simulations.
Before moving on from these results, the note about minor thermodynamic errors from Section 3.2.2 must be revisited. The results of the “control” simulation show that a “reset” of the thermodynamic controls, inherent in a completely new simulation, frees up some degree(s) of freedom for the surface to evolve and show the Sb cluster crystallization. In fact, the surface creation procedure was revised to ensure that the thermodynamics were completely reset between relaxation stages, and the same crystallization behavior was observed. However, since the incident ions had a minimal effect, if any (as evidenced by the similarity between the irradiated and “controlled” surfaces), the net effect of this on the results is minimal. In fact, the error in this case has allowed the crystallization behavior to be characterized with respect to elapsed time, in Figure 3.8.

In any case, the present simulations, while they have provided significant insights into the nature of the altered compositional depth profile and its effects on the surface, have not shed much light on the question of how the incident ion flux drives the surface evolution. In particular, the question of how the depth profile and attendant single-element cluster actually are formed remains open. The simulations in the following section try to address this open question.

3.3 Structural and compositional evolution of pristine GaSb under ion bombardment

3.3.1 Design of simulations

MD simulations were conducted on Blue Waters to study 500 eV ion irradiation of initially-pristine, 50/50 crystalline GaSb(110) to fluences of $7.5 \times 10^{15}$ cm$^{-2}$. Experimentally, the ion species has been observed to have a significant effect on the surface evolution [29,30], and therefore simulations were run for Ne$^+$, Ar$^+$, and Kr$^+$ ions to study these effects. The simulation methodology was mostly
the same as that used in the previous section, described in Section 3.2.1 and Figure 3.2, but a few changes were made due to the different nature of these simulations.

The surface size was reduced to only $25 \times 25$ nm$^2$, compared to the $100 \times 100$ nm$^2$ size used previously. On one hand, this was necessary to reduce the number of atoms being simulated so that the desired high fluences could be reached with the available computational resources on Blue Waters. On the other hand, experience from the previous simulation had shown that the salient features of the lateral compositional distribution would have characteristic size and spacing on the order of $\sim 5$ nm, at most. Thus, a smaller surface was not expected to obscure any significant features arising from the high-fluence ion bombardment.

The reflecting wall at the bottom of the simulation box (see Figure 3.2) was eliminated, and instead particles reaching the bottom of the simulation box were simply removed entirely. While it could be argued that this is a slightly more physical boundary condition compared to the reflection used previously, the choice is largely arbitrary and has little if any effect on the course of the overall simulation.

Finally, due to the high fluence and correspondingly-higher amount of sputtered material compared to the previous simulations, additional layers of GaSb(110) were added to the bottom of the simulation cell between stages of the simulation (each simulation was broken into several stages due to the 48-hour wallclock limit for a single job submission on Blue Waters). This approach was preferred to using a larger initial thickness in order to improve the simulation efficiency by limiting the total number of atoms being simulated during a given stage. Whenever a new layer of atoms was added, the fixed layer and thermostat layer positions were adjusted downwards accordingly, so that the lowest 0.86 nm of atoms were always held fixed, and so that the thermostat layer was always immediately above the fixed layer.
3.3.2 Formation of Sb protoclusters by prompt ion effects

Figure 3.10 shows the initial GaSb surface, and the final GaSb after 500 eV Kr⁺ bombardment to a fluence of $7.5 \times 10^{15} \text{ cm}^2$. As is usual for ion irradiation of semiconductor surfaces, the GaSb has been completely amorphized except for the fixed layers at the bottom representing the amorphous-crystalline interface. However, there is no discernable compositional depth profile in the snapshot of the final surface. Attempting to calculate the approximate compositional depth profile by dividing the surface into horizontal layers and finding the ratio of Ga and Sb atoms in each layer confirms the visualization, as no layer varies by more than 2-3% from stoichiometric 50/50 GaSb. The lack of a prompt ion-induced compositional depth profile indicates that there must be long-timescale mechanisms (e.g. asymmetric diffusion or stress-driven viscoelastic flow) active during experiments, which are beyond the timescales accessible with MD simulations, that drive the compositional evolution of the surface.
Despite the lack of a “global” ion-induced compositional depth profile, the simulated surfaces still undergo compositional changes due to the ion bombardment. Figure 3.11 shows the same final surface as in Figure 3.10 (500 eV Kr⁺ bombardment), but with the snapshot data filtered to only show clusters of Ga or Sb, alternately. Interestingly, while a large number of Sb clusters are formed, often containing a dozen or more atoms, very few Ga clusters are formed and almost all of them are very small, usually containing ≤ 6 atoms. It should be noted that these clusters cannot be formed by the same phase separation mechanism as discussed previously for the altered-composition GaSb surface, since in this case there is no significant compositional depth profile to induce such a phase separation effect. To distinguish the clusters shown in Figure 3.11 (and following snapshots) from
the clusters discussed in Section 3.2.3, and also because the Sb clusters are smaller and more numerous than those formed in the previous study, the term “protocluster” will be used from this point forth to refer to those clusters formed by prompt ion effects in the current set of simulations.

Figure 3.11: Snapshots of the surface in Figure 3.10 for 500 eV Kr⁺ irradiation to \(7.5 \times 10^{15}\) cm\(^{-2}\), filtered in OVITO to only show clusters of Ga (top) and Sb (bottom). Ga atoms are in red, while Sb atoms are in green.

In all simulations (i.e. for all ion species), no significant preferential sputtering of Ga was observed. If anything, usually the sputtering yield of Sb was usually higher than that of Ga if only by a slight amount. Thus, it is at first curious to see the vast difference in protocluster formation of Ga versus that of Sb, since this disparity would imply that stoichiometry of Ga and Sb is not preserved. In other words, the question is raised: Where do the extra Ga atoms go? Figure 3.12 answers this question by showing a snapshot of the same Sb protoclusters as in Figure 3.11, but with the OVITO
filter expanded to include all particles “near” (within $\leq 3.6$ Å of) an Sb protocluster. These nearby particles are mostly Ga atoms, which provide a sort of shell (albeit far from completely) around the Sb protoclusters at the interface with the bulk amorphous 50/50 GaSb. This observable “core-shell” structure is reminiscent of the experimental results [120] highlighted in Figure 3.9. Furthermore, the Ga shell can be considered as terminating the interface of the bulk GaSb and the Sb protoclusters. In this sense the Ga shell formation could be considered analogous to the surface enrichment of Ga that has been observed experimentally for GaSb even at low fluences or before ion bombardment [29,30,107], in the sense that both the surface and the boundary between amorphous GaSb and pure Sb protoclusters are classified as interfaces and that Ga preferentially settles at such interfaces.

**Figure 3.12**: Snapshot of the Sb clusters (Figure 3.11) after 500 eV Kr$^+$ irradiation to $7.5 \times 10^{15}$ cm$^{-2}$, with the OVITO filter expanded to show all particles near those clusters (within $3.6$ Å). Ga atoms are in red, while Sb atoms are in green.

To gain better understanding of the protocluster formation, the tendency of various incident ion species to induce protocluster formation was characterized. Figure 3.13 shows all Sb protoclusters formed from 500 eV Ne$^+$ irradiation of GaSb to a fluence of $7.5 \times 10^{15}$ cm$^{-2}$. The Sb atoms shown in the snapshots represent 5.4% of all Sb atoms in the surface, i.e. 5.4% of Sb atoms are members of a protocluster. Two features can be noted which have not yet been observed in the previous discussion. First, the protoclusters show a range of structures, with some exhibiting clear simple
cubic or rhombohedral ordering while others appear poorly-ordered or possibly even amorphous. Second, from the side-view image in Figure 3.13, the boundary between the fixed layer of GaSb(110) and the rest of the simulation cell can be visualized easily as some of the deeper protoclusters have formed right up against the boundary. While not a significant issue as only a few protoclusters are formed at this boundary, this could indicate that the simulation cell is not quite deep enough to contain the majority of collision cascades completely.

**Figure 3.13:** Snapshot of Sb clusters from the simulated GaSb surface irradiated with 500 eV Ne\(^+\) to a fluence of \(7.5 \times 10^{15}\) cm\(^{-2}\): (top) perspective view; (bottom) side view.

**Figure 3.14** shows all Sb protoclusters formed from 500 eV Ar\(^+\) irradiation of GaSb to a fluence of \(7.5 \times 10^{15}\) cm\(^{-2}\). The Sb atoms shown in the snapshots represent 5.5% of all Sb atoms in the surface, i.e. 5.5% of Sb atoms are members of a protocluster. Compared to the protoclusters formed
by Ne\(^+\) bombardment, there seem to be fewer protoclusters with crystalline ordering for Ar\(^+\) bombardment, although this is difficult to quantify with certainty. As for the Ne\(^+\) case, the boundary with the fixed layer is clearly seen from the shapes of the deepest protoclusters, suggesting that the simulation cell should be somewhat deeper.

**Figure 3.14:** Snapshot of Sb clusters from the simulated GaSb surface irradiated with 500 eV Ar\(^+\) to a fluence of 7.5 \(\times\) 10\(^{15}\) cm\(^{-2}\): (top) perspective view; (bottom) side view.

Finally, **Figure 3.15** shows all Sb protoclusters formed from 500 eV Kr\(^+\) irradiation of GaSb to a fluence of 7.5 \(\times\) 10\(^{15}\) cm\(^{-2}\). In a surprising divergence from the Ne\(^+\) and Ar\(^+\) cases, the Sb atoms shown in the snapshots represent only 3.2% of all Sb atoms in the surface, i.e. only 3.2% of Sb atoms are members of a protocluster. There are visibly fewer protoclusters compared to the previous cases, and few of these seem to exhibit any apparent crystallographic structure, which
may be attributable to the smaller average size of these protoclusters compared to the previous examples. Additionally, the average depth of a Kr-induced protocluster appears shallower than for Ne or Ar-induced protoclusters, and there are few if any protoclusters which occur at the boundary with the fixed layer at the bottom of the simulation cell. This is in good agreement with the fact that Kr, being much heavier than Ne or Ar, has a shallower range in GaSb than the lighter ion species. This shallow range may be at least partially responsible for the lower degree of protocluster formation, as a smaller overall volume of the surface would be available in which to form the protoclusters.

Figure 3.15: Snapshot of Sb clusters from the simulated GaSb surface irradiated with 500 eV Kr+ to a fluence of $7.5 \times 10^{15} \text{ cm}^{-2}$: (top) perspective view; (bottom) side view.
Figure 3.16: Fluence dependence of the fraction of Sb atoms which are part of a cluster, compared for each ion species studied (Ne⁺, Ar⁺, Kr⁺).

The fluence dependence of the protocluster formation, measured as the fraction of Sb atoms which make up part of a protocluster, is compared for all three ion species in Figure 3.16. Interestingly, for the early stages of irradiation up to a fluence of around $2.4 \times 10^{15}$ cm$^{-2}$ the protocluster formation for all three ion species is very similar, although Kr⁺ still shows a lower formation rate than the other species. However, for fluences $> 2.4 \times 10^{15}$ cm$^{-2}$ the protocluster formation for Kr⁺ actually decreases with increasing fluence! Meanwhile, the other species appear to approach an asymptotic protocluster fraction of $\sim 5.5\pm0.5\%$. The origin and meaning of these surprising trends remain unclear, and it is likely that a fuller understanding of the protocluster formation process will be necessary to gain a full understanding of these fluence-dependent phenomena.

While the full mechanics of the protocluster phenomenon may not be understood, the apparent differences between ion species in Figure 3.16 does show some agreement with experimental observations. From GISAXS experiments [30], the threshold fluence for pattern formation has been found for each of these ion species on GaSb (these values can also be observed in Figure 3.1). For
Ne\(^+\) and Ar\(^+\) irradiation, the threshold fluence value was found to be \(> 3 \times 10^{16} \text{ cm}^2\), however for Kr\(^+\) irradiation the threshold fluence was significantly lower, at only \(8.7 \times 10^{15} \text{ cm}^2\), a factor of four times lower than for the lighter ion species. This seems to correlate neatly with the sharp difference between Kr\(^+\) and the lighter ions for the protocluster formation data in Figure 3.16, providing a small but encouraging verification of the simulation results.
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**Figure 3.17:** Top-down views of Sb protoclusters obtained after 500 eV Kr\(^+\) irradiation of GaSb to several fluences (as indicated on figure).
The fluence-dependent evolution of these protoclusters is worth investigating in some more detail. Figure 3.17 shows top-down views of all the Sb protoclusters formed by 500 eV Kr\(^+\) irradiation of GaSb for several different fluences. It is intriguing to note that few if any protoclusters appear to survive from one fluence step to the next. In other words, it would seem that the Sb protoclusters are not stable under sustained ion bombardment, perhaps because direct ion impacts on or near the center of a protocluster may shatter it entirely. Alternatively, it could be possible that at least some of the protoclusters are migrating throughout the surface as bombardment continues, but given the significant change in size of clusters in the same local area between fluence steps in Figure 3.17 this seems rather unlikely.

### 3.3.4 Candidate mechanisms for Sb protocluster formation

From the data shown thus far, a few different hypotheses exist to explain the formation of the Sb protoclusters. In this section, two hypotheses are advanced, and one is tested by smaller-scale MD simulations of single-impact events.

To motivate the first hypothesis, recall that Ga mobility (i.e. diffusivity) in GaSb is orders of magnitude greater than that of Sb [110,121]. Thus, it is reasonable to imagine that during an ion impact, the ion-enhanced mobility of Ga atoms within the collision cascade would be similarly greater than that of Sb, albeit perhaps not to the same stark degree of contrast. In this case, the Ga atoms would be displaced farther from the center of impact, on average, compared to Sb, leading to a situation where Sb in the core of the cascade volume is surrounded by Ga at the edge of the cascade volume. In other words, the first hypothesis is: *Higher ion-induced mobility of Ga versus Sb leads to the emergence of a Sb core-Ga shell structure during the collision cascade.* This hypothetical mechanism is illustrated schematically in Figure 3.18, although it should be noted that this is somewhat simplified. In fact, it is unlikely that a single cascade could lead to a 100%-
Sb core volume since the collision cascade is a stochastic process, and only repeated impacts would lead to a cumulative effect generating the core-shell structure.

Figure 3.18: Hypothetical mechanism for protocluster formation. (a) An incident ion collides with the GaSb surface. (b) During the collision cascade, a higher outflux of mobile Ga from the cascade volume compared to Sb leads to (c) an excess of Sb in the core of the cascade volume, which will tend to cluster and crystallize, leaving (d) the excess Ga to form a partial shell-like structure around the Sb protoclusters.

To test this hypothesis, a moderate number of single-ion impact simulations (500 eV Kr⁺) were run on crystalline and amorphous 50/50 GaSb surfaces. These simulations used the same procedure described above, but produced output data files at very close timestep intervals of either one file for every 10 timesteps or one file for every 100 timesteps. This enabled detailed visualization of the single-ion impact cascade dynamics, as well as highly time-resolved calculation of quantities such as the mean square displacement (MSD) of the atoms in the collision cascade. For the sake of addressing this hypothesis, only the latter is needed, and to this end Figure 3.19 shows the ensemble-averaged MSD of Ga and Sb for the crystalline and amorphous surfaces. In the crystalline case, there are a few peaks in the Ga MSD which are notably greater than the Sb peaks, but these are temporary fluctuations as the Ga atoms “snap back” to their lattice positions for the most part. By the end of a single-ion impact, on average the Ga and Sb atoms have approximately the same MSD. For the amorphous case, the situation is much simpler as the Ga and Sb MSDs remain almost identical for the entire simulated timeframe. Recall that the diffusivity (and thus mobility) of a species is related to its MSD as:
\[ D = \frac{1}{6} \frac{\langle MSD \rangle}{\Delta t} \] (3.9)

Thus, it is clear that the ion-induced mobility of Ga and Sb is in fact quite similar over the timeframe of the single-ion impact simulations. Without a significant ion-induced mobility difference, the mechanism proposed in the first hypothesis cannot be responsible for the formation of the core-shell Sb protoclusters.

The second hypothesis is based on intrinsic thermodynamic properties of Ga and Sb, providing a conceptual connection to the thermodynamic phase separation discussed in Section 3.2. Within the thermal spike produced by a single-ion impact, a significant volume is heated to temperatures on the order of \(10^3\)-\(10^4\) K, which is well beyond the melting point of GaSb (985 K) and thus is more than sufficient to induce a temporary liquid state in the cascade volume. As this region cools, Sb can precipitate out of the liquid GaSb mixture due to its melting temperature (904 K) being much higher than that of Ga (303 K). The liquid Ga left behind then eventually solidifies into an amorphous shell around the Sb nanocrystal. In other words, the second hypothesis is: The higher melting temperature of Sb leads to Sb precipitation out of the melted GaSb from the ion-induced

---

Figure 3.19: Mean square displacement (MSD) of Ga and Sb target atoms over the course of (a) crystalline and (b) amorphous surface single-ion impact simulations, averaged over all simulations performed. Shaded areas indicate the uncertainty in the calculated MSD values.
thermal spike, forming Sb protoclusters. This kind of mechanism would furthermore allow for protoclusters to form or grow as a result of successive ion impacts in the same locality of the surface, as small groups of Sb atoms which had precipitated out of a previous thermal spike could provide a nucleation or growth seed for additional precipitation from nearby thermal spikes. However, the lack of long-term cluster stability could bring into question the validity of a nucleation or growth process as an explanation for the protocluster phenomenon. In any case, this hypothesis remains to be rigorously tested in any notable capacity.

3.4 Implications for theoretical and computational modeling of compound semiconductor nanopatterning with ion beams

3.4.1 Proposed compositionally-driven mechanisms for nanopattern formation

The MD simulations presented here are not able to cover the complete range of spatio-temporal physical mechanisms which may be activated by ion bombardment of GaSb and other III-V surfaces. However, the information gained from these simulations, in combination with prior knowledge from experimental studies of nanopatterning and other literature sources, can be taken to suggest compositionally-driven mechanisms that may drive ion beam-induced nanopatterning. In particular, the following may be taken as axioms for the present discussion:

- Prior to ion irradiation, a compositional depth profile exists with Ga segregated to the very surface and Sb enrichment up to ~1-2 nm deep in the subsurface [30].
- As bombardment proceeds, the very surface gains Sb but remains Ga-enriched at least up until structure formation occurs [30].
- In regions of altered stoichiometry, lateral phase separation occurs leading to clusters of the enriched component within or alongside 50/50 GaSb (Section 3.2).
• In the deeper subsurface (> 2 nm), Sb protocluster formation occurs due to prompt ion effects even if no compositional depth profile occurs at this depth (Section 3.3).

• Preferential sputtering from 50/50 GaSb is either nonexistent or slightly weighted towards Sb (ref. [107], Section 3.2.1).

• Ga in pristine, crystalline GaSb diffuses orders of magnitude faster than Sb [110,121] (whether this holds for amorphized GaSb is certainly a matter for future study).

What is not yet known, from experiments or simulations, is the potential role of mechanisms which might occur on longer timescales such as diffusion or cluster growth, which are necessary to provide a complete understanding of the ion-induced nanopatterning.

For patterning threshold fluences on the order of $10^{16}$ cm$^{-2}$, anywhere from 1-10 nm thickness of surface material will be removed by ion-induced sputtering erosion. This means that the initial depth profile before the ion beam is turned on will be quickly destroyed unless some mechanism is active to continually re-form it as the surface recedes. While preferential sputtering has been proposed as a mechanism to maintain the very surface Ga enrichment [107], this by itself would not be sufficient to maintain the subsurface Sb enrichment seen from the experimental depth profiles in Figure 3.1. In this case, it seems probable that the Ga enrichment at the very surface is supported in part or in total by fast preferential diffusion of Ga from the subsurface, which accumulates at the very surface due to the Gibbsian segregation observed even prior to irradiation.

$^{6}$ The observant reader may note that while the relative Sb composition at ~0.5 nm depth is almost always greater compared to that at the terminal 2 nm depth in Figure 3.1, it does not always rise past or in some cases even to 50%. However, the fitting procedure used in this analysis does not assume a terminal boundary condition of 50% composition as the depth becomes arbitrarily large [30], as would be expected physically. In light of this, it is reasonable to judge that “if the terminal composition were 50% for arbitrarily large depth, then the compositional depth profile in the near subsurface would be Sb-enriched”, in lieu of a more comprehensive quantitative analysis of the experimental data.
The ion-induced protoclusters can serve as initial Ga sources, in a sense. It has already been shown (Figure 3.12) that the formation of Sb protoclusters leads to the collection of excess Ga at the interface between Sb and GaSb. In order to maintain the diffusion current, excess Ga from this interface would be driven into the bulk GaSb and ultimately towards the surface. Meanwhile, the vacancies left at the Sb/GaSb interface would accept Sb atoms from the nearby GaSb, providing not only a growth mechanism for the Sb protoclusters but also a continuing source of excess Ga to maintain the surface enrichment. Note that in contrast to the MD simulations in Section 3.3, which reached fluences of $7.5 \times 10^{15} \text{ cm}^{-2}$ in a “real-time” interval of only $\sim 1 \mu\text{s}$, for a real system with the same surface area (625 nm$^2$) and a nominal ion beam flux of $\sim 10^{14} \text{ cm}^{-2} \text{s}^{-1}$ the average time between successive ion impacts would be on the order of a millisecond. Thus, in contrast to the MD simulations there is ample time between nearby ion impact events for a diffusive process such as described here to occur.

Finally, it seems likely that the resulting patterning instability would be due to preferential sputtering, leading to a “sputter shielding” effect [23] where regions where the sputtering yield is high recede around regions where the sputtering yield is low, leading to pattern formation. In order to achieve the necessary lateral compositional patterning needed to effect this behavior, two possibilities present themselves. One possibility is the lateral separation of the Ga-enriched very surface layer into two-dimensional Ga islands within a “sea” of GaSb. From TRIM simulations, the sputtering yield from 500 eV Kr$^+$ bombardment of pure Ga (1.1 atoms/ion) is less than that for GaSb (1.3 atoms/ion), so this is a plausible possibility. The other possibility is the exposure over time of Sb clusters due to continuous surface erosion, which have either formed in a Sb-enriched subsurface region or have been grown from Sb protoclusters as described above. The calculated sputter yield of pure Sb from 500 eV Kr$^+$ bombardment (1.8 atoms/ion) is higher than that of pure Ga or GaSb, so this is also a plausible possibility.
In either case, while the proposed patterning mechanisms remain hypothetical at this stage, they do provide excellent motivation for efforts, both to characterize irradiated III-V materials and to develop models for the evolution of nanopatterns on those surfaces.

3.4.2 Implications for multiscale modeling approaches

The results presented here from MD simulations clearly show that the compositional evolution of the surface must be accounted for by models of ion beam nanopatterning. More than this, it is clear that the surface composition must be treated as a significant quantity which evolves in three spatial dimensions as well as with respect to time (or fluence), and not only as a scalar variable representing a locally or globally-homogeneous surface.

Previously, computational modeling has relied primarily on considering the surface to be homogeneous, even if the composition has been altered from the usual stoichiometry [29,54]. However, the results presented above clearly show that in order for such modeling efforts to correctly describe the surface evolution, the subsurface compositional distribution must also be treated as a simulation parameter, and whether MD or BCA methods are used a suitable domain must be considered. Recently, some progress has been made towards this end, in the form of BCA simulations considering ion impacts onto a Ga\textsubscript{x}Sb\textsubscript{1-x} surface, with and without an altered 1-nm layer of composition Ga\textsubscript{y}Sb\textsubscript{1-y} [101]. While this provides an interesting first step towards complete consideration of surface composition, the use of BCA in these simulations may be insufficient to capture the compositional complexity implied by these compositions, since even at small scales there may be phase separation effects that can only be accurately described by MD simulations. Additionally, significant compositional variations may occur on length scales smaller than 1 nm, as illustrated by the experimental results of Figure 3.1.
Turning attention to theoretical modeling efforts, two significant omissions in the present body of work must be addressed based on the simulation results presented in this chapter. The first of these, which has already been alluded to, is that the existing models do not consider any form of surface compositional depth profile in their mathematical formulations. Because of this, even if a model includes the “correct” set of physical mechanisms in its formulation, the model predictions are almost certainly likely to be incorrect since the model is limited to only a two-dimensional view of the compositional evolution. The possibility might be considered that these two-dimensional models could be coupled to an ad-hoc conceptual description, such as given in Section 3.4.1 above, to motivate the surface composition used throughout the rest of the model, e.g. using the model and experiment results to assume a surface composition of 60% Ga and 40% Sb. However, such a model would not have any predictive ability of its own, and would lack the necessary connection between the very surface and subsurface layers to describe the compositional and morphological changes as bombardment continued past the patterning threshold fluence.

A second key limitation of all existing continuum models for compound material ion beam nanopatterning is the reliance on linear differential equations with fixed coefficients for every term. For example, the phase-separation model of Norris [7] describes the evolution of the surface height ($u$) and composition ($\phi$) fields by two coupled partial differential equations:

\[
\frac{\partial u}{\partial \tau} = -A\phi + C\nabla^2 u - D\nabla^4 u \tag{3.10a}
\]

\[
\frac{\partial \phi}{\partial \tau} = -A'\phi + B'\nabla^2 \phi + C'\nabla^2 u - E'\nabla^4 \phi \tag{3.10b}
\]

However, to properly include the compositional dependence, these equations must be rewritten as
\[ \frac{\partial u}{\partial t} = -A(\phi)\phi + C(\phi)\nabla^2 u - D(\phi)\nabla^4 u \] (3.11a)

\[ \frac{\partial \phi}{\partial t} = -A'(\phi)\phi + B'(\phi)\nabla^2 \phi + C'(\phi)\nabla^2 u - E'(\phi)\nabla^4 \phi \] (3.11b)

The compositional dependence of the lettered coefficients renders the system of equations entirely nonlinear, even without including any of the traditional nonlinear mechanisms such as tilt-dependent sputtering or Hauffe reflection [124]. The argument for neglecting these nonlinearities is that the variation in surface composition is small, at least in the very early stages of pattern formation when a linear model is applicable. However, the experimental [30] and simulation results do not support that assertion, instead clearly showing that the surface composition varies significantly well before even the earliest stages of pattern formation. In short: **linearized models are insufficient to predict nanopattern formation by ion beam irradiation on compound material surfaces.**

To further justify this last statement, **Figure 3.20** shows GISAXS scans of etched GaSb irradiated with 500 eV Ar⁺ [30]. From the scan data, the surface morphological evolution is divided across several different regimes, including early-stage smoothening, mid-stage roughening, and eventually pattern formation and growth. The existence of not one but three distinct regimes of morphology is a stark contrast to the prediction of the linear continuum theories, which by definition are only able to anticipate the evolution of only one type of morphology over time. Linear models can predict smooth surfaces with no features, rough surfaces, or periodic nanopatterns, but cannot predict the emergence and transition between all three for a single set of experimental parameters. Thus, nonlinearities such as contained by Equation (3.11) are in fact necessary to predict the correct morphological evolution of GaSb and other complex material surfaces under ion beam irradiation.
Figure 3.20: GISAXS data across numerous fluence steps from the initial surface to $6.67 \times 10^{16}$ cm$^{-2}$ fluence for 500 eV Ar$^+$ irradiation of etched GaSb [30], split into several steps corresponding to different morphological evolution regimes: (a) initial surface smoothening; (b) pre-pattern coarsening, and (c) the onset and aftermath of pattern formation.

3.4.3 Limitations of the molecular dynamics simulations

While the MD simulations presented above are, within the constraints of the simulation design, physically accurate to a high degree, there still exist several intrinsic limitations which must be taken into account when considering the results of those simulations.
As has already been mentioned, the timescale of the MD simulations is not sufficient to study mechanisms such as ion-enhanced diffusion which occur over longer timescales. This means that while formation of Sb protoclusters, for example, can be readily observed from the prompt ion effects, within the confines of the MD methodology there is no real approach to study e.g. the growth of these clusters to determine if they may in fact become large enough to affect the compositional depth profile. To address this limitation, kinetic Monte Carlo methods are one possible approach which has already become widely used to study surface diffusion processes. From a mathematical perspective, phase-field modeling may present a useful alternative and should also be considered as an avenue for future efforts.

On the other hand, the MD simulations are inherently limited by the classical nature of the technique, and cannot directly consider quantum-mechanical effects which may be of importance. Two particular cases readily come to mind where this may be a significant limitation. First, since potentials for different materials are usually developed for the special case of homogeneous bulk crystals of exclusively a single material (whether single or multiple-component), the nature of the bonding at the interfaces between the different phases may not be well-considered by the potential used here. In this case, some form of quantum mechanical modeling such as tight-binding/DFT methods is needed here to consider the rather anomalous electronic behavior at such complex interfaces. A second case arises when considering the supposed enhanced diffusivity of Ga in GaSb [110], as this diffusivity has been found through DFT studies to be mediated by the formation of particular point defects [121–123] which admit fast Ga motion. In order to show the potential for similar fast Ga diffusion in the ion-damaged GaSb surface region, it would be necessary to similarly characterize the kinds of point defects, if any, which might be present in the amorphized region that could permit similarly-rapid Ga motion. Since point defects have a significant effect on the nearby electronic environment, quantum mechanical approach is again needed to characterize
the amorphous point defect environment and accurately determine the diffusion energy barriers for both Ga and Sb in that environment. This would likely prove to be another highly fruitful direction for future research efforts.
Chapter 4: High fluence molecular dynamics studies of noble gas ion implantation into Si

On first glance, the elemental silicon surface seems almost trivial compared to the complex multicomponent III-V semiconductor surface of the previous chapter. However, the continued lack of a consensus explanation for the patterning behavior of that Si surface implies a situation which is rather the opposite of “trivial”. Among the numerous candidate mechanisms considered in models thus far – including erosion [8], mass redistribution [12], and ion-induced stress [31,33] – very little consideration has been given to the potential influence of the implanted ions themselves, with only very recent efforts beginning to investigate the possibility [125,126]. Here, the hypothesis is put to the test that implantation of ions into Si plays a critical role in determining the structure and properties of the irradiated layer which lead to pattern formation or a lack thereof. The key to this surface response lies in the formation of implanted ion clusters and their interaction with the surface as irradiation continues.

4.1 Motivation and key knowledge gaps

The structure of ion-bombed Si can potentially play a significant role in the dynamics of the surface morphology. This has been considered explicitly in recent years by the “hydrodynamic” models which consider the stress-driven viscous flow of the ion-damaged region near the surface [31–33,36,92]. In fact, in the near-surface region it has been shown by both simulations [44] and experiments [33] that Si becomes amorphous very quickly under ion bombardment. However, additional simulations have shown that the ion-damaged Si surface reaches the same state regardless of its initial condition, including surfaces which are initially amorphous or ion-damaged [48]. Thus, how the ion-damaged layer is structurally different from amorphous Si obtained by conventional means remains unclear. Furthermore, the influence of the ion-modified
surface structure on the properties of the surface and its response to further ion bombardment is not well-understood.

Consideration of the implanted ions themselves is critical to provide the answers to these questions. While it has been known for some time that implanted ions can aggregate into clusters or bubbles at sufficiently high fluences [100,127,128], very little attention has been given to this phenomenon. Besides occasional simulations addressing e.g. the effect of clusters on sputtering yields [43], no theoretical model of nanopatterning has considered the effects of the implanted species until very recently [125,126]. Even these recent models are limited to the consideration of single-ion effects on the local surface height, and provide no insight into structural modifications or collective effects due to the implantation. These are quite glaring omissions from the present body of work on ion beam nanopatterning, which is contrary to the acknowledged importance of these effects from studies in other fields. For example, in the literature on nuclear fusion plasma-material interactions it is widely accepted that He bubble formation is instrumental in the creation of tungsten “fuzz” under divertor plasma conditions [129].

In the work presented here, the implanted species are explicitly included in the data analysis, and they are therefore considered as a compositional impurity within the Si matrix. This means that, among other considerations, the formation and behavior of distinct phases (i.e. clusters) composed of the implanted species are studied. This breaks from the traditional view of ion-bombarded Si as a single-component system, bringing this work into line with the multicomponent phenomena considered in the previous studies of III-V nanopatterning (Chapter 3). This expansion of scope to include compositional mechanisms also serves to lay groundwork for the study of metal/silicon systems which are known to form quantum dots under ion beam irradiation [130–132].
4.2 Design of simulations

4.2.1 MD simulations of ion implantation

MD simulations have been carried out using LAMMPS [84] to study cumulative bombardment and implantation of noble gas ions (Ne\(^+\), Ar\(^+\), Kr\(^+\), Xe\(^+\)) on Si surfaces. The simulation setup is shown in Figure 4.1 schematically. The simulation box has dimensions of \(13 \times 13 \times 21\) lattice cells (lattice constant \(a = 5.431\) Å). An initially-crystalline layer of Si(001) is created in the lower \(13 \times 13 \times 17\) lattice cells (~23,000 atoms) of the simulation box, with a per-atom velocity distribution corresponding to an initial temperature of 300 K. The remaining space at the top of the simulation box is left as empty vacuum. The bottom layer (\(13 \times 13 \times 1\) lattice cells) of the simulation box is held as a fixed boundary representing the interface between the near-surface region and the bulk crystalline Si below in a real system. The two next-lowest layers are treated as a heat sink, and are controlled by a Berendsen thermostat [112] with an equilibrium temperature of 300 K. The remaining layers of Si atoms are able to move freely and interact with each other as well as the incident and implanted ions over the course of the simulation.

![Figure 4.1: Design of simulation schematic showing the vertical divisions of the MD simulation cell. Sputtered and reflected particles are removed from the top of the simulation cell.](image)

Ions are generated successively in the vacuum region near the top of the simulation cell at random lateral coordinates, with a velocity directed toward the surface based on the specified incidence
angle and energy. For each time integration step in LAMMPS, a timestep is chosen dynamically based on the calculated particle velocities so that no particle is displaced by more than 1 pm in a single timestep. A single-ion impact takes place over a total of 20,000 timesteps, which is sufficient to allow the energy from the ion impact to be dispersed and the surface to reach a local equilibrium state. After these 20,000 timesteps, the position data of all particles is written to an output file and a new ion is generated. For these simulations, anywhere from 1,500 to 5,000 consecutive impacts were simulated.

The accuracy of the results from MD simulations hinges on the choice of interatomic potentials used. Thus, MD simulations of normal-incidence Ar\(^+\) bombardment of Si(001) at various ion energies were carried out using several combinations of interatomic potentials, and the sputtering yields were calculated for comparison to experimental results [133–137]. The potential combinations consisted of using either a Stillinger-Weber (S-W) [138] or Tersoff [115] potential to represent Si-Si interactions, along with using either a Molière [139] or ZBL [58] potential to represent the repulsive ion-Si and ion-ion interactions. The results are shown in Figure 4.2 and indicate that the combination of the S-W and ZBL potentials gives the best overall agreement with experimental data, while the Tersoff potential gives particularly poor results at lower ion energies. Thus, the S-W/ZBL combination of potentials was chosen for all simulations presented in the remainder of this chapter.
The “base case” simulation, from which individual parameters were usually varied in other simulations, was 500 eV normal incidence Ar⁺ bombardment of Si(001). To study the effects of the ion species (i.e. mass), 500 eV normal incidence bombardment was simulated with Ne⁺, Kr⁺, and Xe⁺ ions. To study the effects of the ion energy, normal incidence Ar⁺ bombardment was simulated at 20, 50, 100, 200, and 1000 eV. To study the effects of the ion incidence angle, 500 eV Ar⁺ bombardment was simulated at 20°, 40°, 45°, 50°, 60°, and 85°, and 500 eV Ne⁺ bombardment was additionally simulated at 45° and 60°. All simulations were run to a cumulative ion fluence of at least $3 \times 10^{15}$ cm$^{-2}$.

### 4.2.2. Analysis of simulation data

Several complementary methods were used to analyze the resulting data. The starting point for most analysis was OVITO [119], which was used to render two-dimensional projections and full three-dimensional snapshots of the atomic positions at various timesteps. From these visualization, a key finding was the presence of clusters of implanted ions formed at sufficiently high implantation fluences, which remained a focal point of the following analysis.
Clusters of implanted ions were programatically identified by finding groups of ions with a cutoff distance $d$ of each other. The process used to choose this cutoff distance is shown in Figure 4.3, and consisted of counting the number of ions in clusters for various values of $d$. For a range of values spanning approximately $d \in [5, 6]$ Å the number of ions in clusters was found to be insensitive to variations in $d$, leading to the final choice of 5.4 Å as the cutoff distance for the following analysis. For most purposes, a cluster was only labeled as such if it contained more than 5 ions, large enough to occupy a substantial volume free of Si atoms.

![Figure 4.3: Selection of the cutoff distance between implanted atoms used to determine the existence of a cluster. The cutoff is chosen to be a value near which the number of atoms in clusters is insensitive to small changes in the cutoff value.](image)

Once the existence of clusters and the set of implanted ions in clusters could be found programatically, several key quantities were obtained, including the number of implanted species, the fraction of implanted ions which were members of clusters, and the size distribution of the clusters. In addition, depth profiles of the implanted ions were constructed by dividing the surface into horizontal layers 5 Å in thickness, and counting the number of implanted ions in each layer.
To determine the estimated steady-state values for these quantities, the calculation results were averaged over all data snapshots for fluences greater than $10^{15}$ cm$^{-2}$, by which fluence a “quasi-steady state” had been reached for all parameter sets.

For computation of mechanical properties, the LAMMPS stress tensor computation was used [140]. This computation yields the $3 \times 3$ per-atom stress tensor, which was then averaged over over thin horizontal layers (to obtain shear stress depth profiles). As with the implantation and clustering measurements, these calculations were carried out as an average over all fluence steps beyond $10^{15}$ cm$^{-2}$ to provide time-averaged quasi-steady state values for the various measurements of interest. Additionally, tensile strain tests were carried out using LAMMPS to calculate the elastic modulus of the ion-implanted surface under various conditions.

4.3 Influence of cluster formation on surface morphology

Ion bombardment of initially-crystalline Si(001) was carried out to cumulative fluences of at least $3 \times 10^{15}$ cm$^{-2}$ for a variety of simulation parameters, focusing on the effects of: incident ion species (mass), incident ion energy, and incidence angle. Additionally, considerable effort was devoted towards understanding the fluence dependence of the implanted ion concentration, clustering, and related phenomena. In most cases, implanted ions tended to form clusters even in the early stages of the simulations, with the size and distribution of the clusters strongly-dependent on the simulation parameters and closely correlated to the implanted ion concentration in general. It should be noted, and is shown in several figures below, that the implanted ion concentration does not reach a true “steady state”, but rather achieves a “quasi-steady state” at which the instantaneous implanted ion concentration wavers about some mean value due to fluctuations from implantation, ion reflection, sputtering, degassing, etc. This is observed due to the limited size of the MD simulation cell; for an “infinite” simulation domain (i.e. wafer scale, ~cm length), these local
fluctuations would average out over space and the implanted ion concentration would in fact approach a constant steady-state value.

The results for ion implantation of 500 eV Ne\(^+\) into Si are shown in **Figure 4.4** for normal incidence. Under these conditions, 67\% (±11\%) of implanted ions were members of a cluster once a quasi-steady-state concentration profile was achieved. The average cluster size was 14 (±3.6) ions per cluster. Both of these values represent the largest measurements obtained for any set of simulation parameters. The average quasi-steady state concentration of the implanted ions was 7.0×10\(^{14}\) (±0.8×10\(^{14}\)) cm\(^{-2}\), which was higher than the implanted concentration of any other ion species studied at normal incidence. Overall, the increased degree of implantation and clustering of Ne in Si suggests that any effects due to the implanted ions or clusters will be correspondingly greater than for other (heavier) ion species.

**Figure 4.4:** Summary of results for ion implantation of 500 eV Ne\(^+\) up to a fluence of 3×10\(^{15}\) cm\(^{-2}\). (a) Side view of Ne ions (red) in the Si (blue) matrix. (b) Depth profile of implanted Ne. (c) 3D view of implanted ions, with faded ions being isolated from each other and darkened ions being members of a cluster. Only clusters of six or more ions are darkened.

The results for implantation of 500 eV Ar\(^+\) into Si are shown in **Figure 4.5** for normal incidence. For these conditions, the quasi-steady state concentration of implanted Ar was 3.7×10\(^{14}\) (±0.5×10\(^{14}\)) cm\(^{-2}\). Of the implanted ions, 56\% (±13\%) were members of a cluster. The average size of an Ar cluster was 10 (±3.3) ions per cluster. All of these values are median among those for the different ion species studied.
Figure 4.5: Summary of results for ion implantation of 500 eV Ar\(^+\) up to a fluence of 3×10\(^{15}\) cm\(^{-2}\). (a) Side view of Ar ions (red) in the Si (blue) matrix. (b) Depth profile of implanted Ar. (c) 3D view of implanted ions, with faded ions being isolated from each other and darkened ions being members of a cluster. Only clusters of six or more ions are darkened.

The results for 500 eV Kr\(^+\) irradiation of Si are given in Figure 4.6 for the normal-incidence case. Under these conditions, the quasi-steady state concentration was found to be 3.0×10\(^{14}\) (±0.5×10\(^{14}\)) cm\(^{-2}\). Of the implanted ions, 47% (±15%) were found to be part of a cluster. The average size of these clusters was measured as 7.6 (±2.6) atoms per cluster. Along with the very similar values for Xe\(^+\) irradiation at the same conditions, these values represent the lower end of the range for the various ion species studied, suggesting that the effects of implantation or clustering in Si are minimized for these heavier ion species.

Figure 4.6: Summary of results for ion implantation of 500 eV Kr\(^+\) up to a fluence of 3×10\(^{15}\) cm\(^{-2}\). (a) Side view of Kr ions (red) in the Si (blue) matrix. (b) Depth profile of implanted Kr. (c) 3D view of implanted ions, with faded ions being isolated from each other and darkened ions being members of a cluster. Only clusters of six or more ions are darkened.
Finally, the results for 500 eV Xe$^+$ implantation into Si at normal incidence are shown in Figure 4.7. In short, the results are very similar to those for Kr$^+$ implantation under the same conditions, and in fact are identical when accounting for the uncertainty of the measured values. The quasi-steady state concentration was measured as $3.5 \times 10^{14} (\pm 0.5 \times 10^{14})$ cm$^{-2}$. Of the implanted ions, 51% ($\pm 10\%$) were members of a cluster on average. The mean cluster size was found to be 7.9 ($\pm 1.8$) ions per cluster. As for Kr$^+$ implantation, these values make up the lower end of the range for the ion species studied, and effects of the implanted atoms would be relatively minimal for Xe$^+$ implantation as a result. The quantitative data for implantation of all ion species is summarized in Figure 4.8. The relatively-greater implantation and clustering of Ne$^+$ in Si, discussed previously, is easily seen from these graphs.

**Figure 4.7:** Summary of results for ion implantation of 500 eV Xe$^+$ up to a fluence of $3 \times 10^{15}$ cm$^{-2}$. (a) Side view of Xe ions (red) in the Si (blue) matrix. (b) Depth profile of implanted Xe. (c) 3D view of implanted ions, with faded ions being isolated from each other and darkened ions being members of a cluster. Only clusters of six or more ions are darkened.

**Figure 4.8:** Variation of the implanted ion concentration (left), fraction of ions in clusters (middle), and average cluster size (right) with the incident ion mass (i.e. species) at 500 eV and normal incidence.
In addition to the ion mass, the incidence energy and angle were also used to characterize the ion implantation and cluster formation. Figure 4.9 shows the dependence of the implanted ion concentration, ion clustering percentage, and average cluster size with respect to the incident ion energy for normal incidence Ar\(^+\) irradiation. In general, all of these quantities increase as the ion energy increases. This is expected intuitively, since the low-energy ions will not penetrate as deeply and will remain close to the surface to be sputtered away or desorbed relatively quickly, in addition to being more easily reflected from the surface. However, at the highest simulated energy (1 keV), these quantities all decrease. With regards to toe clustering percentage and average cluster size, this may be attributable to the greater penetration of the high-energy ions leading to a wider distribution of implanted species along the depth axis, leaving fewer ions in proximity to form clusters. Alternatively, the increased sputtering yield at 1 keV (see Figure 4.2) may lead to a more rapid removal of implanted ions before the concentration and clustering parameters can reach higher values. Regardless, because of this higher-energy decrease in the relevant values, it appears that 500 eV is the optimal choice of energy to observe clustering phenomena, and therefore this energy was used for the remaining studies.

Figure 4.9: Variation of the implanted ion concentration (left), fraction of ions in clusters (middle), and average cluster size (right) with the incident ion energy for normal incidence Ar\(^+\) implantation.

Figure 4.10 shows the dependence of the implanted ion concentration, ion clustering percentage, and average cluster size with respect to the ion incidence energy for 500 eV Ar\(^+\) irradiation. Both
the percentage of ions in a cluster and the average cluster size decrease in a more or less linear fashion as the incidence angle increases. However, the implanted concentration remains fairly steady up to an incidence angle of 40° before dropping off sharply at 45° and higher incidence angles. This latter behavior is intriguing, as the apparent transition angle is close to the experimentally-observed transition angle between 45-50° for which a Si surface under Ar⁺ irradiation exhibits the formation of self-organized ripple nanopatterns [90,91]. This in turn suggests that the implanted ions and/or clusters play a key role in the flat-to-rippled transition. Specifically, a greater concentration of implanted species at lower incidence angles would be expected to contribute a stabilizing or pattern-suppressing influence to the ion-surface dynamics.

![Graphs](image.png)

**Figure 4.10:** Variation of the implanted ion concentration (left), fraction of ions in clusters (middle), and average cluster size (right) with the ion incidence angle for 500 eV Ar⁺ irradiation.

Detailed visualization of the surface evolution with fluence shows that the cluster degassing is the mechanism contributing to surface evolution. **Figure 4.11** illustrates how the cluster degassing mechanism interacts with the surface morphology. Once a cluster has formed beneath the surface, the continued ion sputtering of Si causes the surface to recede and eventually exposes the cluster to vacuum. On exposure, the cluster rapidly degasses from the surface, leaving behind a void which is quickly filled by a mass inflow of Si from the surrounding amorphous layer. This results in a topological disruption several nm in diameter spanning the region formerly housing a cluster, which could have the additional effect of eliminating any nascent nanostructures at the surface which might otherwise serve as “seeds” for long-scale nanopattern formation. Thus, this degassing
mechanism provides a likely vehicle for the proposed pattern-suppressing influence of the implanted ions and cluster formation.

Figure 4.11: Illustration of the cluster degassing mechanism and its effect on the surface, shown by cross-sectional snapshots of the irradiated Si surface at several successive fluences. An implanted Ar cluster is exposed to the vacuum as the Si layer above it is sputtered away, leading to rapid degassing and leaving a void at the surface. Si atoms from the surrounding amorphous region flow into the void, disrupting the topography of the nearby surface.

To develop a complete mathematical or computational model of ion-induced nanopatterning which incorporates the proposed cluster degassing mechanism is beyond the scope of the present work. However, since the prevalence of cluster degassing is directly proportional to the degree of ion implantation and cluster formation, these latter quantities can be related to experimental conditions for which patterns are known to form or not to form. If the highest degree of ion implantation and clustering correlates to experimental parameters for which patterning is not observed, and the lowest degree of ion implantation and clustering correlates to parameters for which patterning is observed, then the proposed degassing mechanism is supported by the correlation.

To this end, Figure 4.12 shows the evolution of the implanted ion concentration for 500 eV Ar+ bombardment with respect to fluence, and compares this evolution for various ion incidence angles. It is readily seen that the implanted ion concentration oscillates significantly and rapidly, with sharp drops corresponding to cluster degassing events which occur quite frequently. To highlight the underlying trend in the ion concentration, fitted average curves are plotted in Figure 4.12 on top
of the simulation data. To interpret these curves, it should be noted that the oscillations in concentration are apparent due to the small size of the MD simulation cell, and that over an entire experiment-scale (~cm²) surface the spatially-averaged concentration will vary smoothly as indicated by the fitted curves. Thus, these curves indicate that the concentration of implanted ions in the surface will increase linearly at first before reaching an asymptotic value which varies with the experimental parameters such as the ion incidence angle.

![Graph showing fluence dependence of the implanted ion concentration for 500 eV Ar⁺ irradiation of Si at various ion incidence angles. The dotted lines indicate fitted curves showing the estimated average concentration for an arbitrarily-large surface.](image)

**Figure 4.12**: Fluence dependence of the implanted ion concentration for 500 eV Ar⁺ irradiation of Si at various ion incidence angles. The dotted lines indicate fitted curves showing the estimated average concentration for an arbitrarily-large surface.

Taking this into consideration, **Figure 4.12** provides two notable points of support for the cluster degassing mechanism. First, as discussed previously the concentration of implanted ions is greater for lower incidence angles, remaining fairly high even up to 40° before decreasing significantly at higher incidence angles. Secondly, the magnitude of the sharp drops in the concentration levels is greatest at lower incidence angles and particularly for normal incidence, indicating that the relative effect of cluster degassing on the surface morphology is stronger at lower angles of incidence. The fact that both of these indicators are most prominent at lower angles of incidence, and the correlation with experimental observations that nanopatterns do not form at lower incidence angles,
supports the conjecture that cluster degassing provides a mechanism to stabilize ion-irradiated Si against nanopattern formation by disrupting the “seeds” of those nanopatterns.

Additional support for this stabilization mechanism is found from a closer study of Ne$^+$ implantation into Si. Unlike the other heavier ion species considered here, Ne$^+$ does not induce nanopattern formation on Si during low-energy irradiation [96]. In the framework of a cluster degassing mechanism, this would be expected to correlate with an increase in the ion implantation and clustering compared to that observed from other, heavier ion species. As seen in Figure 4.13 for 500 eV irradiation at normal incidence, this is indeed the case as Ne implants twice as strongly as any of the other ion species considered here. Furthermore, the size of the oscillations in ion concentration are similarly much greater, indicating that the cluster degassing has a substantially greater impact on the local surface morphology compared to that of the heavier species. Thus, the cluster degassing mechanism for surface stabilization offers a reasonably probable explanation for the difficulty of obtaining nanopatterns from low-energy Ne$^+$ irradiation.

Figure 4.13: Fluence dependence of the implanted ion concentration for 500 eV normal incidence irradiation of Si with various ion species. The dotted lines indicate fitted curves showing the estimated average concentration for an arbitrarily-large surface.
A cursory investigation of the incidence angle dependence of the 500 eV Ne\(^+\) implantation, shown in Figure 4.14, further supports this assessment. As seen previously for Ar\(^+\) irradiation (Figure 4.12), the implanted ion concentration remains fairly similar for lower angles over a fairly wide range, in this case up to at least 45\(^\circ\), before dropping significantly at the higher incidence angle of 60\(^\circ\). However, even for 60\(^\circ\) incidence the quasi-steady-state concentration of implanted Ne is still 4.3 \times 10^{14} \text{ cm}^{-2}, which is notably greater than the concentration measured for Ar\(^+\) implantation at normal incidence (3.7 \times 10^{14} \text{ cm}^{-2}). Thus, even up to fairly large angles of incidence, the pattern-suppressing effects of cluster degassing from implanted Ne would still be sufficiently strong to prevent pattern formation, in excellent agreement with the experimentally-observed difficulty of obtaining nanopatterns for the Ne\(^+\) on Si system.

![Figure 4.14](image)

**Figure 4.14**: Fluence dependence of the implanted ion concentration for 500 eV Ar\(^+\) irradiation of Si at various ion incidence angles. The dotted lines indicate fitted curves showing the estimated average concentration for an arbitrarily-large surface.

### 4.4 Influence of cluster formation on mechanical properties of Si

The influence of ion bombardment on the mechanical properties of Si, particularly the ion-induced stress and strain profiles, have seen recent interest in light of the development of the so-called
“hydrodynamic” models of ion beam nanopatterning [31,33]. These models rely on a functional form of the ion-induced stress depth profile to drive nanopatterning formation, and thus it is of relevance to determine the accuracy of these functional forms as well as to observe any significant influence from the implanted ion clustering detailed previously.

To this end, shear stress depth profiles were calculated for a few incidence angles of 500 eV Ar⁺ bombardment of Si. Figure 4.15 shows the stress depth profiles for normal incidence under these conditions (note that positive stress is compressive in these figures). Parts (a) and (b) show representative examples of the stress profiles at two different fluences within the quasi-steady state domain (>10¹⁵ cm⁻²). In both plots the stress varies wildly even between adjacent layers, and it is very difficult to see a trend in the stress profile at a given fluence. Figure 4.15(c), however, shows the average stress depth profile computed at numerous individual fluences, and from this average result the trend with respect to depth is made clear. In fact, the shear stress varies in a roughly linear fashion with depth, agreeing with earlier assumptions made in the development of the hydrodynamic model for nanopattern formation [33].
Figure 4.15: Shear stress depth profiles for 500 eV Ar$^+$ irradiation of Si at normal incidence: (a) calculated at a fluence of $1.3 \times 10^{15} \text{ cm}^{-2}$; (b) calculated at a fluence of $2.8 \times 10^{15} \text{ cm}^{-2}$; (c) quasi-steady state average calculated over numerous fluence steps.

Figure 4.16 shows the same shear stress depth profiles calculated for 45° incidence and otherwise the same conditions. Again, parts (a) and (b) show representative stress profiles for individual fluence steps. Here, the linear trend with depth is clearer than for normal incidence, but it is still evident that there can be significant deviations from the trend, particularly in cases such as that shown in Figure 4.16(a). The fluence-averaged quasi-steady state data shown in Figure 4.16(c) mostly confirms this linear trend, although some small deviations persist in the averaged data.
Compared to the data at normal incidence (Figure 4.15(c)), it is worth noting that the stress reaches zero at a depth of only ~7 nm compared to ~9-10 nm for the normal incidence case.

**Figure 4.16:** Shear stress depth profiles for 500 eV Ar⁺ irradiation of Si at 45° incidence: (a) at a fluence of $1.3 \times 10^{15}$ cm⁻²; (b) at a fluence of $2.8 \times 10^{15}$ cm⁻²; (c) quasi-steady state average over many fluence steps.
Figure 4.17: Shear stress depth profiles for 500 eV Ar⁺ irradiation of Si at 60° incidence: (a) calculated at a fluence of $1.3 \times 10^{15}$ cm⁻²; (b) calculated at a fluence of $2.8 \times 10^{15}$ cm⁻²; (c) quasi-steady state average calculated over numerous fluence steps.

Finally, Figure 4.17 shows shear stress depth profiles for irradiation at 60° incidence under the same conditions. The stress profiles for individual fluence steps in parts (a) and (b) show the clearest adherence to a linear trendline, with only a few significant deviations compared to the stress in samples irradiated at lower incidence angles. Interestingly, the fluence-averaged profile in Figure 4.17(c) is actually less linear than the corresponding average profiles at lower incidence angles, but the overall linear decrease in stress with increasing depth is still evident. From this
trend, it appears that the stress reaches zero at a depth of ~5.5 nm, which is a little more than half of the zero-stress depth found for normal incidence.

Comparing the trends across all three angles considered, the most apparent similarity is the linear decrease in (compressive) stress with increasing depth. As the incidence angle increases, two primary differences can be seen between the different conditions. First, the variation of the stress depth profile is much greater for lower incidence angles. Based on the discussion in Section 4.3, this may be attributable to a greater amount of clustering at those angles, leading to more frequent and more pronounced local variations in the structure and bond energy within the surface. Second, the slope of the linear trend increases in magnitude as the incidence angle increases, as seen from the decrease in zero-stress depth for successively larger angles. While the overall trend in the shear stress remains the same, the surface thickness which is under compression becomes smaller with increasing incidence angle. This is expected, since ions arriving at glancing angles to the surface will penetrate less deeply than ions incident at near-normal angles, and thus will modify a lesser thickness of the surface.

It is also of some interest to determine the effect of the ion implantation on the elastic modulus of the Si surface, and this has been measured using LAMMPS to perform simple tensile testing. The dependence of the elastic modulus on the ion fluence and implanted concentration is shown in Figure 4.18. The dependence on fluence is reasonably clear for the earliest stages, but quickly becomes unpredictable after a short time. On the other hand, when the elastic modulus is functionalized with respect to the implanted ion concentration in the surface, the dependence is very clear and straightforward although some variance still remains between data points.
Figure 4.18: Elastic modulus of Si bombarded by Ar$^+$ at normal incidence and 500 eV: (a) as it depends on the ion fluence, and (b) as it depends on the implanted ion concentration.
It is reasonable to conclude that the primary determining factor in the surface elastic modulus is the concentration of implanted species rather than a measure of surface “damage” such as displacements per atom (dpa). This conclusion is further supported by the fact that normalization to implanted concentration largely eliminates the difference in the measured elastic modulus between different incidence angles (such as 0° and 45° as shown). Intuitively, this makes sense, since once the surface is (quickly) amorphized there is little real change in its structure due to additional dpa. However, the presence of implanted ions provides a repulsive force, seen as compressive stress in Figures 4.15-4.17, which contributes to “pushing apart” the surface. This would lead to a reduction in the elastic modulus under tensile testing, just as observed in Figure 4.18, as the ion concentration in the surface increases.

It was previously suggested that the formation of clusters could be responsible for the significant localized variance in the shear stress profiles of ion-implanted Si. Continuing along this line of thought, it is reasonable to inquire what the effect of clustering might be on measurable properties such as the elastic modulus. Figure 4.19 presents some calculations to this end, comparing the elastic modulus for as-implanted Si at various ion concentrations to the elastic modulus calculated for a Si surface with some Si atoms replaced at random by Ar atoms. Compared to the as-implanted trend, the elastic modulus is nearly constant for the randomly-inserted Ar surfaces, decreasing only slightly as the Ar concentration increases. This strongly suggests that the presence of implanted ion clusters within the surface is critical for determining the mechanical properties and response of the modified surface, allowing the total effect of the implanted ions to be greater than the sum of their individual effects on the surface properties.
Figure 4.19: Dependence of the elastic modulus on the implanted ion concentration: (black circles) for Si bombarded by Ar at normal incidence and 500 eV; (red line) for Ar randomly placed into the surface. The gray line at the top of the plot indicates the modulus of undamaged Si for reference.

Figure 4.20: Dependence of the elastic modulus on the implanted ion concentration for Si bombarded at normal incidence and 500 eV, for each of Ne+, Ar+, Kr+, and Xe+.
Finally, the difference in the elastic modulus measured for Si implanted with different ion species is shown in Figure 4.20. Compared to the measurements for Ar-bombarded surfaces, the elastic modulus for Kr+ and Xe+ implantation is somewhat lower, although fairly similar to that for Ar+ implantation. This is within expectations, since both of these ion species are larger than Ar and thus exert a greater repulsive force on nearby Si atoms. On the other hand, the elastic modulus for Ne-implanted Si has only been calculated for higher implanted ion concentrations than for the other species. At these high concentrations, the modulus is measured to be about the same, on average, as for Ar-implanted Si at lower implanted concentrations. While additional calculations still need to be done, it is reasonable to expect from the existing trends that Ne-implanted Si will have a higher elastic modulus at the lower implantation levels compared to the heavier ion species. This would be in line with expectations, since Ne is the smallest atom out of all species studied here.

4.5 Implications for multiscale modeling of Si nanopatterning

4.5.1 Relevance of implanted ion clustering to other mechanisms of nanopattern formation

As noted in Chapter 2, predictions of the critical incidence angle for pattern formation using models derived from MD data tend to underestimate the experimentally-measured value by ~10°. This problem is not limited to only atomistic computational models. The continuum model by Norris and coworkers [16], which derives all model parameters from MD simulations of single-ion impacts and a few material properties, has a similar underprediction as shown by Figure 4.21.
Figure 4.21: Comparison of predicted ripple wavelengths (lines) to experimental data (circles, squares) [90] based on the continuum model of Norris et al. with MD-derived model parameters [16]. The experimental critical angle is 48°, while the model predicts ripple formation at angles of 40° or slightly below.

To address this limitation in existing models, the proposed cluster degassing mechanism could be incorporated to function as a “stabilizing force” which inhibits pattern formation. By acting in conjunction with other mechanisms already contained in those models, the degassing mechanism could lead to a shift in the predicted critical transition angle to a higher value, bringing the prediction in line with experimental results. Further detailed analysis is needed to develop a suitable model for either continuum or kinetic Monte Carlo methods, making this a potentially-fruitful area of future work.

For continuum models, the key angle-dependent parameter is the cluster size and spatial distributions as well as the total implantation rate, while the actual surface modification effect from degassing events is insensitive to the incidence angle directly. Since models thus far have relied on single-impact events [8,16] or ion-induced modifications of the surface properties [33], this represents a new challenge for continuum approaches. On the other hand, for a kMC approach the implementation seems to be straightforward, but a detailed understanding of the tendency of implanted ions to join clusters, beyond simple random implantation into the surface, remains a key area of study if such a mechanism is to be implemented.
4.5.2 Importance of ion-induced stresses and clustering effects on “hydrodynamic” modeling paradigm

The central feature of the “hydrodynamic” models for ion beam nanopatterning is the depth-dependent distribution of ion-induced stress within the surface. The models presented in the literature thus far [31–33] have assumed that the shear stress depth profile has a linear form, is greatest at the very surface, and decreases throughout the amorphous region down to the amorphous/crystalline (a-c) interface. A second assumption, closely related, is that the stress distribution is identical to the distribution at normal incidence after a simple rotation, allowing for a simple rotation matrix to be used in the mathematics rather than a complex functional form. The results thus far have been generally quite good, although dependence on fitted parameters [36] and an inability to predict the formation of grazing-incidence ripple rotation remain outstanding issues.

The stress distribution from the MD simulations presented above generally support these assumptions. The stress dependence on depth indeed follows a general linearly-decreasing trend in each case, and the zero-stress depth decreases with incidence angle as would be expected for a simple rotation of the normal incidence profile. However, there are some incongruities to which attentions should be given. One issue is the mismatch in predicted magnitudes of the shear stress and its derivative with respect to depth. For normal incidence, the results of Moreno-Barrado and coworkers [33] indicate a change in the shear stress of around -800 MPa over ~2.5 nm depth, whereas the results in the present work show an average change in the stress of around -600 MPa over ~9 nm depth. While some of the difference may be due to differences in the ion species and energy (300 eV Xe+ in [33] versus 500 eV Ar+ in this thesis), it seems unlikely that this alone would be enough to account for the massive difference in slope and depth, since the change in elastic modulus due to each species in Figure 4.20 is not nearly so drastic. A possible explanation could
be the difference in potentials (Tersoff in [33] versus S-W in this thesis). The influence of periodic boundary conditions is also a potential source of discrepancy, as the simulation size used in the previous work is only $5 \times 5$ nm$^2$ compared to the $7 \times 7$ nm$^2$ used in this work.

Another discrepancy between the present work and previous literature is that the rotation of the stress profile is not through the same angle as the beam incidence angle, as assumed in previous models. Note that the zero-stress depth for normal incidence (Figure 4.15) is around 9 nm, while for 60$^\circ$ incidence the zero-stress depth is around 5.5 nm. If the stress was simply rotated by $\cos(60^\circ)$, the expected value would instead be 4.5 nm. This difference is likely attributable to the lateral spreading range of the incident ions, but must be accounted for in an accurate model of the angle-dependent surface stress distribution.

Finally, it is worth revisiting the points made previously about the potential effect of clusters on the local surface stress distribution. The large point-to-point variations in surface stress, particularly for low incidence angles (Figures 4.15-4.17) could have significant effects on the local surface evolution due to ion-induced stress, meaning that the morphology, at least in its early stages, would follow a quite nonlinear evolution contrary to the expectation of most existing theoretical models. If these localized stress variations are attributable to the presence of implanted ion clusters, significant future work must be dedicated to understanding the connection between the clusters, the resulting stresses, and the resulting impact on the surface morphology.

4.5.3 Additional implications of clustering phenomena

The formation of clusters beneath the surface, as previously mentioned, can be considered as a type of phase formation, allowing the ion/Si system to be treated as a multicomponent system. In this respect, the gas clusters observed in these simulations bear some resemblance to those formed in
GaSb as seen in Chapter 3. On the basis of this similarity, a few comments can be made with relevance to GaSb and other III-V systems under ion irradiation:

- Recalling that the formation of Sb protoclusters could not be explained by thermodynamic effects, it may be worth considering that a purely-kinetic process could lead to the accumulation of these clusters. Such a mechanism would account for the fact that the protoclusters are not formed from a single ion impact but in fact result from numerous cumulative impacts, analogously to the formation of the ion clusters discussed in this chapter. However, an understanding of the different natures of bonding between Ga and Sb would be required to explain why Ga clusters do not form by the same mechanism, in this case.

- An additional consideration drawn from ion clustering observations is the possibility to study the behavior of the larger Sb clusters (i.e. those formed by phase separation) as they are exposed to vacuum at the very surface. While degassing would not be expected since Sb is solid at room temperature, other interesting behaviors may be observable such as surface monolayer reconstruction [141].

In any case, the implanted ion clustering observed in the present chapter should provide insight and inspiration for the study of similar mechanisms in other, more complex material systems.
Chapter 5: Conclusions and future work

Computational techniques to characterize the ion-surface interaction mechanisms leading to nanopatterning are a critical need to advance physical understanding surface modification and synthesis with ion beams. The results from atomistic simulations presented in Chapters 3 and 4 have demonstrated that molecular dynamics can be used at large computational scales to provide a wealth of detailed information about how incident ions can drive surface evolution. What remains to be done is to connect these findings to multiscale theoretical and computational models of ion beam nanopatterning, in order to develop models that can not only explain nanopattern formation, but which can ultimately predict the existence and characteristics of nanopatterns for new material combinations and experimental parameter variations.

It should be noted especially that the results presented in this thesis could not have been obtained from the BCA codes which have seen wide acceptance in the ion beam research community. In order to achieve the high efficiency responsible for their popularity, the BCA codes currently available are unable to provide information about structural changes, compositional phase formation, or the localized variations in the interatomic bonding that plays a critical role in governing the ion-surface interactions. Thus, the present work also demonstrates that MD techniques not only still have a place in the modern world of ion-surface modeling, but in fact that this place is already quite large and in fact must grow even larger to adequately consider the complex nanomaterials which increasingly draw the attention of the ion beam community.

5.1 Conclusions from massive-scale molecular dynamics simulations of GaSb under ion irradiation

MD simulations of a surface with an altered compositional depth profile have demonstrated that a lateral compositional variation can arise due to phase separation of enriched components. This
provides the much-needed connection between experimental characterization of those depth profiles [30] and theoretical models of ion beam nanopatterning on the same surfaces [6,7,23]. This has been done by showing for the first time that an ion-induced lateral compositional gradient can in fact induce a lateral variation which can, potentially, lead to the emergence of pattern-forming surface instabilities. This represents a significant step towards developing a predictive model of ion beam nanopatterning which correctly describes the core mechanisms leading to pattern formation. However, this is still only a single large step, and key knowledge gaps remain open, such as understanding how the compositional depth profile is formed in the first place and how its form is maintained over time.

Further large-scale MD studies have been done to simulate the evolution of GaSb(110) from its initial crystalline state up to an experimentally-relevant ion fluence approaching $10^{16}$ cm$^{-2}$. These results have shown that the prompt effects from many ion impacts, even in the absence of significant contributions from diffusional or other “gradual” mechanisms, will lead to compositional changes in the surface. Specifically, the emergence of Sb “protoclusters” surrounded by partial Ga shells was observed, which could potentially provide the “seeds” for the evolution and persistence of the compositional depth profile.

These results bring serious questions against the existing linear continuum models which have previously been used to explain pattern formation by ion beams at GaSb and other compound surfaces. In particular, the complex compositional evolution presents a complex 3D-spatial and temporal problem which is not adequately treated by the “2+1D” linear models, which are unable to consider both the complex compositional depth profile and the localized compositional dependence of the key surface properties on which those models depend. At this point in time, the initiative for modeling of ion beam nanopatterning appears to lie with computational efforts that have already begun to address these issues.
5.2 Conclusions from high-fluence molecular dynamics simulations of noble gas ion implantation into Si

Ion implantation into Si has been simulated with MD for a variety of ion species, incidence angles, and energies up to cumulative fluences of $\geq 3 \times 10^{15}$ cm$^{-2}$. This broad parameter set by itself already represents a several-times increase in that already explored by previous works [44,48]. These simulations also mark the first time in the literature of ion beam nanopatterning that the formation and behavior of implanted ion clusters has received substantial attention from a modeling perspective, although the formation of clusters had been observed three decades ago experimentally [100,127] and is a critical area of investigation in other fields involving ion-surface interactions [142,143]. From these results, a cluster degassing mechanism has been described and characterized with respect to the simulated parameter set, which can be responsible for the suppression of pattern formation for low angles of ion beam incidence. This pattern-inhibiting mechanism could provide corrections for underprediction of the critical incidence angle for ripple formation in previous models [16,78], and may also provide an explanation for the experimental difficulties in attempting to pattern Si with Ne ion beams.

In addition to this, preliminary investigations of the ion-induced stress distribution in the Si surface have been carried out, which will provide valuable insight to models of nanopattern formation which rely on these stresses. Early assessments of the shear stress depth profiles as well as the elastic modulus of the ion-damaged Si surface have indicated that the presence of implanted ion clusters plays a key role in determining the surface mechanical properties. While this bears further study before any strong conclusions can be made, it is worth noting that the effect of the implanted ion clusters is intrinsically a highly-localized one, and in this case a model describing that effect may be nonlinear by its very nature, in contrast to the linearized models which are usually preferred.
5.3 Proposed future work

There certainly remains significant parameter space which can still be covered as direct continuation of the work presented here. For example, the simulations already carried out for GaSb in Chapter 3 could be extended to consider other III-V semiconductors, where the pattern formation is known vary from one material combination to the next [29]. However, since the ultimate aim of the MD simulations is to play a key role in the overall development of multiscale models which can predict pattern formation and characteristics, it makes sense that the primary direction of future work based on these results should be directed towards development of such a model.

Already, the framework for a predictive multiscale computational model exists in the form of the hybrid MD/kMC CFTM code discussed in Chapter 2. In fact, the design of CFTM is intended to be easily extensible to incorporate additional mechanisms, and in some cases a precedent exists in the literature for the design of a kMC treatment for mechanisms already indicated by the MD simulation results. Thus, to conclude this thesis a few potential additions to CFTM are discussed below based on the key observations from the MD work.

A simplified implementation of a multicomponent surface in CFTM could consist of adding a “component” or “element” variable for every position in the height map. However, to consider the fully three-dimensional nature of the surface composition with this approach, the height map would have to be converted into a three-dimensional representation. Within the surface, the phase separation can be treated by assessing the local bonding state of an atom, e.g. an atom in the subsurface of type A would be characterized in terms of the number of A and B neighbors, with a mix of both being unstable. Subsurface point defect generation and diffusion has already seen a kMC implementation [75] which could be readily adapted, with the crater function being expanded
to include information about defect generation. A potential downside to this approach would be the magnitude increase in computational complexity and thus the time required to run a simulation with CFTM, due to the additional third dimension.

The ion implantation and cluster formation might be less computationally taxing to implement if handled with care. Instead of a complete third dimension, implanted ions can be denoted by the \((x, y)\) grid position under which they fall along with their depth beneath the surface. Clusters could be defined in the code in a few different ways, such as giving all implanted ions in a cluster a pointer variable indicating their membership in that cluster. Then, when one ion in a cluster is exposed to vacuum by the surface erosion, all ions in the cluster can be removed from the simulation to represent a degassing event. Beyond this, modeling the mass flow into the void left after degassing represents a challenge, and the nature of this mass inflow likely necessitates further detailed study of the MD simulation results.

For either of these cases, a core need to advance the model would be a significant amount of additional crater functions. For multicomponent modeling, the need is obvious as the surface composition must be varied in a fully-3D sense, although the necessary parameter space can be reduced through careful application of the knowledge gained from MD and experimental works (for example, surfaces with > 50% Sb might be safe to neglect, at least initially). On the other hand, if ion implantation is considered, a few different parameters with respect to the implanted ions should be considered. The local concentration of the implanted species should be an important variable, particularly since eventually the sputtering yield of implanted species must become significant as the ion concentration approaches a steady-state value. Additionally, the effect of impacts near and far from a subsurface cluster can be expected to differ significantly, introducing another parameter to vary.
It should be noted, in the interest of full consideration, that it is very possible for the number of craters, or the number of parameters for which those craters are parameterized, could very well reach large values impractical for use with a kMC model such as CFTM. If this should become the case, then some new approach or paradigm for modeling must be sought out. However, speculation as to the nature of this hypothetical other model is an entire subject on its own, and as such is well beyond the scope of the present work.
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