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Wireless networks are increasingly used to carry applications with QoS constraints. Two problems arise when dealing with traffic with QoS constraints. One is admission control, which consists of determining whether it is possible to fulfill the demands of a set of clients. The other is finding an optimal scheduling policy to meet the demands of all clients. In this paper, we propose a framework for jointly addressing three QoS criteria: end-to-end delay, delivery ratio, and channel reliability.

We analytically prove the necessary and sufficient condition for a set of clients to be feasible with respect to the above three criteria. We then establish an efficient algorithm for admission control to decide whether a set of clients is feasible. We further propose two scheduling policies and prove that they are feasibility optimal in the sense that they can meet the demands of every feasible set of clients. In addition, we show that these policies are easily implementable on the IEEE 802.11 mechanisms. We also present the results of simulation studies that appear to confirm the theoretical studies and suggest that the proposed policies outperform others tested under a variety of settings.
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Abstract—Wireless networks are increasingly used to carry applications with QoS constraints. Two problems arise when dealing with traffic with QoS constraints. One is admission control, which consists of determining whether it is possible to fulfill the demands of a set of clients. The other is finding an optimal scheduling policy to meet the demands of all clients. In this paper, we propose a framework for jointly addressing three QoS criteria: end-to-end delay, delivery ratio, and channel reliability.

We analytically prove the necessary and sufficient condition for a set of clients to be feasible with respect to the above three criteria. We then establish an efficient algorithm for admission control to decide whether a set of clients is feasible. We further propose two scheduling policies and prove that they are feasibility optimal in the sense that they can meet the demands of every feasible set of clients. In addition, we show that these policies are easily implementable on the IEEE 802.11 mechanisms. We also present the results of simulation studies that appear to confirm the theoretical studies and suggest that the proposed policies outperform others tested under a variety of settings.

I. INTRODUCTION

Wireless networks have been widely deployed for a variety of purposes. Among the many applications that benefit from wireless networks, those with quality of service (QoS) constraints are increasingly of interest. They include video streaming, VoIP, real-time monitoring, networked control, etc. One common characteristic of these applications is that they have some requirements on throughput, end-to-end delay, and delivery ratio. Hence, most current network mechanisms, which only provide “best-effort” service, are not adequate for these applications.

While there has been much research interest in providing QoS, there is a dearth of analytical studies and theoretical guarantees on the service that can be provided. A fundamental difficulty is that it is important to specifically take into account a most important feature of wireless networks, that is, the lossy channel. As more and more devices, such as cordless phones, Bluetooth and Zigbee devices, are accessing the same unlicensed channel as wireless networks, packet loss can no longer be neglected.

We provide an analytical framework for addressing QoS constraints in wireless networks that allows the incorporation of three criteria with each flow: end-to-end delay, delivery ratio, and channel reliability. We first identify a necessary condition for a set of flows to be feasible with respect to the above three QoS criteria. Next, two dynamic scheduling policies for these applications are proposed. We prove that the proposed policies can meet the demand of every set of flows that satisfies the identified necessary condition. Thus, we not only show that the necessary condition is indeed sufficient, but we also prove our proposed policies are optimal. Finally, while the necessary and sufficient condition involves exponentially many inequalities to be checked, we show that those criteria can be simplified into linearly many tests. We thus obtain an efficient admission control algorithm for flows with QoS.

Our contribution is therefore threefold. First we propose a mathematical framework for QoS for handling deadlines, delivery ratios and channel unreliability. Second, the linear time algorithm makes admission control computationally efficient. Third, the simple nature of the policies proved to be feasibility optimal shows that scheduling for QoS is tractable and feasible at run time.

In addition to the theoretical results, we also evaluate the proposed policies by simulation. We implement the two policies by widely-used IEEE 802.11 mechanisms. We compare the two policies against the IEEE 802.11 Distributed Coordination Function (DCF) and a server-centric scheduler that gives equal transmission opportunities to all clients. Simulation results suggest that the proposed policies offer much better service than the two compared mechanisms.

The rest of the paper is organized as follows: Section II summarizes some existing work on providing QoS. Section III formally models the wireless channels and formulates a framework for addressing QoS constraints. Based on the formulation, Section IV develops some preliminary results that provide insights into designing scheduling policies and employing admission control. In Section V, we propose two scheduling policies. We prove they are both feasibility optimal in Section VI. In addition, in Section VII, we propose an efficient admission control
algorithm. In Section VIII, we show how to implement the proposed scheduling policies on IEEE 802.11. Simulation results are described in Section IX. Section X concludes the paper.

II. RELATED WORK

Scheduling policies for QoS support on error-prone wireless channels have been increasingly of interest in recent years. Shakkottai and Stolyar [13] have evaluated various scheduling policies to support a mixture of real-time and non-real-time traffic. Johnsson and Cox [7] have proposed a policy that aims to achieve both small packet delay and high user throughput. Dua and Bambos [4] have focused on the trade-off between user fairness and system performance and designed a policy for this purpose. However, all these works lack a thorough theoretical study with provable performance guarantees. Raghunathan et al [11] and Shakkottai and Srikant [12] have developed analytical results on scheduling. However, the goal of their works is to minimize the total number of expired packets among all users, which will inevitably be unfair to clients with poor channel qualities. Stolyar and Ramanan [15] aim at offering QoS guarantees on a per-client basis. Their approach offers asymptotic optimality only when the period is large. Kawata et al [8] have focused more on implementation issues and enhancing QoS for the IEEE 802.11 mechanisms. Their simulations have been conducted in a controlled environment where packet losses are infrequent. Other works [1] [2] have considered different performance metrics and modeling assumptions.

Compared to scheduling policies, there are fewer analytical studies on admission control. Xiao et al [16] and Pong et al [10] have proposed admission control algorithms to guarantee a certain amount of bandwidth for each user but do not take into account any latency constraints. Garg et al [5], Zhai et al [17], and Shin and Schulzrinne [14] have used various metrics to predict system performance statistically but lack a theoretical study.

III. A MODEL FOR QoS

We consider a system with $N$ wireless clients and one access point (AP). Each client wishes to transmit packets to the AP with some QoS constraints. It is assumed that time is slotted. At the beginning of a time slot, the AP broadcasts a control message, indicating which client can transmit in the time slot. The assigned client then sends out a packet if it has a packet waiting to be transmitted. The size of a time slot is the time required for the AP to send the control packet plus the time for a client to transmit a data packet. While this model appears to assume that there is no traffic from the server to clients, we show in Section VIII-B that all the results are applicable to the case where clients require QoS-constrained traffic from the server.

The QoS constraints for a client are described as follows: At the beginning of every period of length $\tau$, where the length is measured in time-slots, each client $n \in \{1, 2, \ldots, N\}$ generates one data packet. The packets of all clients are to be delivered to the AP within the next $\tau$ time slots before the end of the period. If a packet is not delivered by the end of the period, it is marked as expired and removed from the system. Thus, we can guarantee that the delay of each delivered packet is less than $\tau$. Further, client $n$ requires a delivery ratio of at least $q_n$. That is, the proportion of expired packets cannot exceed $1 - q_n$. Finally, reflecting the nature of the unreliable wireless channels, client $n$ has a channel reliability of $p_n$; that is, the proportion of transmissions of client $n$ that are successfully delivered to the AP is $p_n$. This channel reliability reflects qualities of both uplink and downlink since a successful transmission includes the delivery of both the control message by the server and the data packet by the designated client. The value of $p_n$ can be obtained by probing messages before the client is admitted into the system and updated as long as the client stays in the system. The different values of $p_n$ for different clients also reflect the fact that wireless links are not homogeneous and vary in quality from user to user. The decision on which client is chosen to transmit on a slot is specified by a scheduling policy which makes the decision causally based on the entire past history of events up to that time slot.

We wish to provide a service for clients with QoS constraints as described above.

**Definition 1:** A set of clients with the above QoS constraints is said to be fulfilled by a particular scheduling policy $\eta$ if the time averaged delivery ratio of each client $n$ is at least $q_n$ with probability 1.¹

Due to the limited wireless resource, the requested QoS demands of the set of clients may exceed the capacity of the wireless network. In this case, a service that aims to fulfill all clients may end up providing poor performance. Therefore, a desired service must incorporate some admission control mechanism. To perform admission control, it is vital to verify whether a set of clients is feasible:

**Definition 2:** A set of clients is feasible if there exists some scheduling policy that fulfills it.

In addition to an efficient admission control mechanism, we also aim to design a feasibility optimal scheduling policy:

**Definition 3:** A scheduling policy is said to be feasibility optimal if it fulfills every feasible set of clients.²

IV. NECESSARY CONDITION FOR FEASIBILITY OF QoS

It is quite evident that the more time slots we allocate to a particular client, the more likely it is that we can

¹More formally, $\lim \inf_{N \to \infty} \frac{1}{N} \sum_{n=1}^{N} 1(A\text{ packet of client } n \text{ is delivered successfully in period } k) \geq q_n$, with probability one, for each client $n = 1, 2, \ldots, N$, where $1(\cdot)$ is the indicator function of the event.

²This is analogous to the notion of “throughput optimality” in queuing systems.
meet the demand of that client. We further observe that whether the demand of a client is met is only related to the proportion of time slots in which the client is transmitting.

**Lemma 1:** The delivery ratio of client \( n \) is at least \( q_n \) with probability 1 if and only if the long-term time average of the proportion of time slots that client \( n \) is transmitting is at least \( w_n = \frac{q_n}{p_n \tau} \).

**Proof:** Define:

\[
u_n(t) = \begin{cases} 1, & \text{if client } n \text{ makes a transmission at time } t, \\ 0, & \text{otherwise,} \end{cases}
\]

and

\[
d_n(t) = \begin{cases} 1, & \text{if client } n \text{ delivers a packet at time } t, \\ 0, & \text{otherwise.} \end{cases}
\]

Let \( \mathcal{F}_t \) be the \( \sigma \)-algebra generated by \( \{(u_n(k), d_n(k-1))\}, \) for \( 1 \leq k \leq t \) and \( 1 \leq n \leq N \). (We set \( d_n(0) = 0 \) for all \( n \)). Then \( E[d_n(t) | \mathcal{F}_t] = p_n \nu_n(t) \). Hence, by the martingale stability theorem of Loeve [9],

\[
\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} [d_n(t) - p_n \nu_n(t)] = 0, \text{ a.s.} \tag{1}
\]

Since the delivery ratio of client \( n \) must be at least \( q_n \),

\[
\liminf_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} d_n(t) \geq \frac{q_n}{p_n \tau}, \text{ a.s.}
\]

Hence, \( \liminf_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} \nu_n(t) \geq \frac{q_n}{p_n \tau} \) from (1).

We will hereafter refer to \( w_n \) as the *implied work load* for client \( n \). Determining whether client \( n \) is fulfilled is therefore equivalent to deciding whether the share of time that client \( n \) gets is at least as large as its implied work load. This helps to partially decouple the clients.

We next study whether it is possible to fulfill a set of clients. Since there is at most one client that can transmit in any time slot, we immediately obtain the following necessary condition:

**Lemma 2:** A set of \( N \) clients can be feasible only if \( \sum_{n=1}^{N} w_n \leq 1 \).

This necessary condition, however, is not sufficient. Since each client only generates one packet in each period, it might be the case that at some slot in a period, all packets in the system are delivered and the system is forced to stay idle. (Recall that expired packets are deleted from the system at the end of a period, and so only new packets are available in a system at the beginning of each period). While the amount of time that the system is idling may be influenced by the scheduling policy, we show it is the same for some particular policies:

**Definition 4:** A scheduling policy is *work conserving* if it never idles whenever there is an undelivered packet in the system.

**Lemma 3:** The probability distribution of the amount of time that the system is idling in any period is identical for every work conserving policy.

**Proof:** Let the random variable \( \gamma_n \) denote the number of slots a packet of client \( n \) is transmitted before it is delivered. The distribution of \( \gamma_n \) is \( \text{Prob}(\gamma_n = t) = p_n(1 - p_n)^{t-1} \). Under any work conserving policy, the number of idle time slots in a period, \( L \), is the number of time slots left after all packets in the system are delivered:

\[
L = \begin{cases} \tau - \sum_{n=1}^{N} \gamma_n, & \text{if } \sum_{n=1}^{N} \gamma_n < \tau, \\ 0, & \text{otherwise.} \end{cases}
\]

Hence its probability distribution is the same under every work conserving policy.

The following observation allows us to focus only on work conserving policies when designing a feasibility optimal policy:

**Lemma 4:** Let \( \eta \) be a scheduling policy that can meet the demands of a particular set of clients. Then there exists a work conserving policy \( \eta' \) that can also meet the requirements of the same set of clients.

**Proof:** Policy \( \eta \) can be extended to be a work-conserving policy \( \eta' \) by simply filling slots that \( \eta \) would leave idle by transmitting any undelivered packets in arbitrary order. This cannot reduce the number of undelivered packets in any period.

Note that for at least \( E[L] \) number of slots of each period, on average, the server must be idle. The fraction of idle time is therefore at least \( \frac{E[L]}{\tau} \). Hence we can improve the necessary condition in Lemma 2 to

\[
\sum_{n=1}^{N} w_n \leq 1 - \frac{E[L]}{\tau}. \tag{2}
\]

However, we can go even further by considering subsets of the set of all clients \( \{1, 2, \cdots, N\} \). For any subset \( S \subseteq \{1, 2, \cdots, N\} \), let

\[
I_S := E[\max\{0, \tau - \sum_{n \in S} \gamma_n\}] / \tau.
\]

It is a lower bound on the fraction of time spent idling, if \( S \) were the set of all clients. Clearly if \( \{1, 2, \cdots, N\} \) is feasible, then every subset \( S \) must be feasible. Hence we can tighten the condition (2):

**Lemma 5:** A set of clients is feasible only if \( \sum_{n \in S} w_n \leq 1 - I_S \) holds for every subset \( S \).

The reason why the condition for a subset \( S \) is not subsumed by the condition for all clients is that \( \sum_{n \in S} w_n \) is monotone increasing in \( S \), while \( I_S \) is monotone decreasing in \( S \). Surprisingly, we will show that the above necessary condition is actually sufficient in Section VI.

**V. Scheduling Policies**

In this section, we propose two scheduling policies on providing QoS. Both policies are what we call *largest debt first policies*. The idea of a largest debt first policy is to compute the *debt* owed to each client at the beginning of
every period. The server then determines the priorities of clients according to their debts, a clients with larger debt getting a higher priority. Ties are broken by lexicographic order. In each time slot of the period, the client with the highest priority among those who have not yet succeeded in a transmission is scheduled to transmit. The only difference between the two policies lies in the definitions of debts.

The first policy, which we call the largest time-based debt first policy, tries to make every client get a share of time at least as large as its implied work load. To see how much a client lags behind its implied work load, we define debt as follows:

**Definition 5:** The time-based debt of client $n$ at time $t$ is defined as $t \times w_n$ minus the actual number of time slots that client $n$ has transmitted by time slot $t$. The policy which assigns priorities accordingly is the largest time-based debt first policy.

The next policy, which we call the largest weighted-delivery debt first policy, approaches the QoS requirements more directly. It seeks to make every client have a success rate higher than the desired delivery ratio, that is, $q_n$.

**Definition 6:** Let $c_n(t)$ be the number of successful transmissions of client $n$ up to time $t$. The weighted-delivery debt of client $n$ at time $t$ is defined as $(\frac{1}{T} \times q_n - c_n(t))/p_n$. The policy which assigns priorities accordingly is called the largest weighted-delivery debt first policy.

**VI. PROOFS OF OPTIMALITY**

We prove that the two largest debt first policies are feasibility optimal policies. The proof is based on Blackwell’s approachability theorem [3]. We first describe the content of this theorem.

Consider a single-player repeated game. The payoff, instead of being a single number, is an $N$-dimensional vector, $v \in \mathbb{R}^N$. In each stage $i$, the player picks an action, $a(i)$, according to some history dependent policy, based on past actions $a(1), \cdots, a(i-1)$, and past payoffs in the previous stages, $v(1), \cdots, v(i-1)$. The payoff of this stage, $v(i)$, is a random vector whose distribution is a given function, which we call the payoff function, of the action $a(i)$ taken. We are interested in the distribution of the long-term average payoff, $\lim_{j \to \infty} \sum_{i=1}^{j} v(i)/j$. To study the problem, Blackwell introduced the concept of approachability:

**Definition 7:** Let $A \subseteq \mathbb{R}^N$ be any set in $N$-dimensional space. We shall say $A$ is approachable under policy $\eta$, if for every $\delta > 0$ and $\epsilon > 0$ there is a $j_0$ such that,

$$\text{Prob}\{\rho(j) \geq \delta \text{ for some } j \geq j_0\} \leq \epsilon,$$

where $\rho(j)$ denotes the distance of the point $\sum_{i=1}^{j} v(i)/j$ from $A$. In other words, this means the long-term average payoff will approach $A$ with probability 1.

Let $R(a)$ be the expected payoff of action $a$, i.e., the expected value corresponding to the probability distribution of the payoff function. Blackwell’s sufficient condition for approachability is the following:

**Theorem 1:** Let $A \subseteq \mathbb{R}^N$ be any closed set. If for every $x \notin A$ there is an action $a (= a(x))$ such that the hyperplane through $y$, the closest point in $A$ to $x$, perpendicular to the line segment $xy$, separates $x$ from $R(a)$, then $A$ is approachable with the policy $\eta$ which uses action $a(x)$ if $x_j = (\sum_{i=1}^{j} v(i)/j) \notin A$, and an arbitrary action otherwise.

Since every feasible set of clients has to satisfy the necessary condition stated in Lemma 5, it suffices to show that both policies fulfill every set of clients that satisfies the necessary condition.

**Theorem 2:** The largest time-based debt first policy is feasibility optimal.

**Proof:** We first translate the largest time-based debt first policy into a policy for the single player game. A stage in the game corresponds to a period in our model. The action that the player, which is the server in our system, can take, is to decide the priorities of the clients, with the interpretation that a client with a certain priority is transmitted only after the client with the immediately higher priority is successful. The payoff a player gets in the stage is the net change of the time-based debt of each client. To be more precise, the payoff is a vector whose $n\text{th}$ element equals $\tau w_n$ minus the actual number of time slots that client $n$ is transmitting in this period.

Lemma 1 shows that a group of clients is fulfilled if every of them gets an average share of time at least $w_n$. In terms of approachability, this means a group of clients is fulfilled if the set $A := \{ z = [z_1, z_2, \cdots, z_N] | z_n \leq 0, \forall n \}$ is approachable.

Now we apply Theorem 1. Suppose at the beginning of some period the average payoff $x = [x_1, x_2, \cdots, x_N]$ does not lie in $A$. We can reorder the clients so that $x_1 \geq x_2 \geq \cdots \geq x_m > 0 \geq x_{m+1} \geq \cdots \geq x_N$. The closest point in $A$ to $x$ is $y = [0, 0, \cdots, 0, x_{m+1}, x_m+1, x_{m+2}, \cdots, x_N]$. The hyperplane $H$ through $y$ and perpendicular to the line segment $xy$ is comprised of points $z$ satisfying $h(z) := \sum_{n=1}^{m} x_n z_n = 0$.

Let $\bar{x}$ be the expected payoff in this round according to the largest time-based debt first policy. Also, let $\bar{w}_n$ be the expected portion of time slots that client $n$ is transmitting during this period. We can now express

$$\bar{x} = \tau [w_1 - \bar{w}_1, \cdots, w_m - \bar{w}_m, 0, \cdots, 0].$$

Since $h(x) = \sum_{n=1}^{m} x_n^2 > 0$, in order to show that $H$ separates $x$ and $\bar{x}$, it suffices to show $h(\bar{x}) \leq 0$. We have

$$h(\bar{x}) = \tau \sum_{n=1}^{m} x_n (w_n - \bar{w}_n)$$

$$= \tau \sum_{n=1}^{m} (x_n - x_{n+1}) (\sum_{k=1}^{n} w_k - \sum_{k=1}^{n} \bar{w}_k)$$

$$+ \tau x_m (\sum_{k=1}^{m} w_k - \sum_{k=1}^{m} \bar{w}_k).$$
By the largest time-based debt first policy, the server will give priorities according to the ordering 1, 2, \cdots, N. Hence, $\sum_{k=1}^{n} \bar{w}_k$ will be the average portion of time the system spends working if only clients 1 through $n$ are present in the system. In other words, $\sum_{k=1}^{n} \bar{w}_k = 1 - I_{1,2,\ldots,n}$. Now, according to the necessary condition stated in Lemma 5, we have $\sum_{k=1}^{n} w_k \leq 1 - I_{1,2,\ldots,n} = \sum_{k=1}^{n} \bar{w}_k$. Further, $x_1 \geq x_2 \geq \cdots \geq x_m > 0$. Hence, $h(\bar{x}) \leq 0$ and the largest time-based debt first policy is therefore feasibility optimal.

**Theorem 3**: The largest weighted-delivery debt first policy is feasibility optimal.

**Proof**: Again, we translate the largest weighted-delivery debt first policy into one for the single player game. As in the previous proof, a stage in the game corresponds to a period in the system, and the action of a player is to decide the priorities of the clients at each stage. However, in this proof, the payoff corresponds to the net change of the weighted-delivery debt of each client. In other words, the payoff is an $N$-dimensional vector, whose $n$th element is $(q_n - 1)/p_n$ if the packet of client $n$ is delivered in the period, and $q_n/p_n$ if not. A set of clients is fulfilled if each client has a negative weighted-delivery debt. Hence, we need to show that the set $A := \{ z = [z_1, z_2, \ldots, z_N] | z_n \leq 0, \forall n \}$ is approachable.

Suppose at the beginning of some period, the average payoff $x = [x_1, x_2, \ldots, x_N]$ does not lie in $A$. We can reorder the clients so that $x_1 \geq x_2 \geq \cdots \geq x_m > 0 \geq x_{m+1} \geq \cdots \geq x_N$. The closest point in $A$ to $x$ is $y = [0, 0, \cdots, 0, x_{m+1}, x_{m+2}, \ldots, x_N]$. The hyperplane $H$ through $y$ and perpendicular to the line segment $xy$ is comprised of points $z$ with $h(z) := \sum_{n=1}^{m} x_n z_n = 0$.

Let $\pi_n$ be the probability that client $n$ delivers its packet in the period. The expected payoff of this period is $\bar{x} = [(q_1 - \pi_1)/p_1, (q_2 - \pi_2)/p_2, \cdots, (q_N - \pi_N)/p_N]$. Since $h(x) = \sum_{n=1}^{m} x_n > 0$, we only need to show $h(\bar{x}) \leq 0$ to establish approachability of $A$. We have

$$h(\bar{x}) = \sum_{n=1}^{m} \frac{x_n - \pi_n}{p_n} = \sum_{n=1}^{m-1} \left[ \frac{q_n - \pi_n}{p_n} \right] + x_m \left( \frac{q_m - \pi_m}{p_m} \right) = \sum_{n=1}^{m} \left[ \sum_{k=1}^{n} \frac{q_k}{p_k} - \sum_{k=1}^{n} \pi_k \right] + \tau \sum_{k=1}^{m} \frac{q_k}{\tau p_k} \quad (\text{since } w_n = \frac{q_n}{\tau p_n}).$$

Since $x_1 \geq x_2 \geq \cdots \geq x_m > 0$, it suffices to show $\sum_{k=1}^{n} w_k \leq \sum_{k=1}^{n} \frac{\pi_k}{\tau p_k}$, for every $n$. Notice now that the necessary condition in Lemma 5 requires $\sum_{k=1}^{n} w_k \leq 1 - I_{1,2,\ldots,n}$. The proof is therefore complete if we can show $\sum_{k=1}^{n} \frac{\pi_k}{\tau p_k} = 1 - I_{1,2,\ldots,n}$. This is done in Lemma 6 below.

**Lemma 6**: Under the priority order $\{1, 2, \cdots, N\}$, $\sum_{k=1}^{n} \frac{\pi_k}{p_k} = \tau (1 - I_{1,2,\ldots,n})$, for $n = 1, 2, \cdots, N$.

**Proof**: We prove this by induction. First consider the case where $n = 1$. Since client 1 has the highest priority, it fails to deliver its packet only when every transmission during this period fails. Thus, $p_1 = 1 - (1 - p_1)\tau$. Next we compute the value of $I_{1,1}$. The probability that client 1 delivers its packet on the $t$th transmission is $p_1 (1 - p_1)^{t - 1}$, which will result in $\tau - \gamma$ idle time slots. Hence, $\hat{I}_{1,1} = \frac{1}{\tau} \sum_{t=1}^{\infty} (\tau - \gamma) p_1 (1 - p_1)^{t - 1} = 1 - \frac{(1 - p_1)\tau}{\tau p_1}$. This yields $\tau - \hat{I}_{1,1} = [1 - (1 - p_1)\tau]/p_1 = p_1, \forall p_1, t$.

Assume $\sum_{k=1}^{n} \frac{\pi_k}{p_k} = \tau (1 - I_{1,2,\ldots,n})$ for all $n \leq m$. We wish to show $\sum_{k=1}^{m+1} \frac{\pi_k}{p_k} = \tau (1 - I_{1,2,\ldots,m+1})$. Let $\Delta_p := \sum_{k=1}^{m+1} \frac{\pi_k}{p_k} - \sum_{k=1}^{m} \frac{\pi_k}{p_k}$ and $\Delta_I := \tau (1 - I_{1,2,\ldots,m+1}) - \tau (1 - I_{1,2,\ldots,m}) = \tau I_{1,2,\ldots,m} - \tau I_{1,2,\ldots,m+1}$. Since client $m+1$ is the one with least priority among clients 1 through $m+1$, it can transmit only after all packets from clients 1 through $m$ are delivered. Suppose there are $\sigma$ time slots left when client $m+1$ can transmit, with $\sigma$ a random variable. Let $\pi_{m+1}(t)$ be the probability that the packet of client $m+1$ is delivered, and let $\zeta_{m+1}(t)$ be the number of time slots left when client $m+1$ succeeds, given that $\sigma = t$. As in the case of $n = 1$, we have $\sum_{t=1}^{\infty} \frac{\pi_{m+1}(t)}{p_{m+1}} = t - \zeta_{m+1}(t)$. $\Delta_p$ and $\Delta_I$ can be obtained as

$$\Delta_p = \sum_{t=1}^{\infty} \frac{\pi_{m+1}(t)}{p_{m+1}} \Pr(\sigma = t)$$

$$= \sum_{t=1}^{\infty} (t - \zeta_{m+1}(t)) \Pr(\sigma = t) - \sum_{t=1}^{\infty} \zeta_{m+1}(t) \Pr(\sigma = t)$$

$$= \tau I_{1,2,\ldots,m} - \tau I_{1,2,\ldots,m+1} = \Delta_I.$$ 

Finally, since $\Delta_p = \Delta_I$, $\sum_{k=1}^{n} \frac{\pi_k}{p_k} = \tau (1 - I_{1,2,\ldots,n})$ holds for all $n$.

Since both policies fulfill every set of clients that is consistent with the necessary condition in Lemma 5, the necessary condition is also sufficient.

**Theorem 4**: A set of clients is feasible if and only if $\sum_{n \in S} w_n \leq 1 - I_S$ for every subset $S$ of the clients, where $I_S$ is the expected proportion of idle time for $S$ under any work conserving policy.

**VII. A EFFICIENT ALGORITHM FOR ADMISSION CONTROL**

Performing admission control essentially consists of deciding whether a set of clients is feasible. While Theorem 4 states a necessary and sufficient condition for feasibility, it requires testing every subset of $N$ clients, and thus results in exponentially many tests in $N$. In this section, we show that we only need to evaluate a
total number of $N$ conditions to determine feasibility. The following theorem therefore makes admission control computationally efficient, and feasible to implement.

**Theorem 5:** Order the clients so that $q_1 \geq q_2 \geq \cdots \geq q_N$. Let $S_k$ be the subset of clients $\{1, 2, \cdots, k\}$. The set of all clients is feasible if and only if $\sum_{n \in S_k} w_n \leq 1 - I_{S_k}$ for all $k$.

**Proof:** It is quite obvious that the condition is necessary for feasibility. Hence, we only need to prove that it is also sufficient. We prove the converse statement: If a set of clients is not feasible, then for at least one $k$, $\sum_{n \in S_k} w_n > 1 - I_{S_k}$.

Define a minimal infeasible subset as a smallest subset $S$ with $\sum_{n \in S} w_n + I_S > 1$. Within every infeasible set there is always at least one such subset. Let $m$ be the client with the largest index in $S$, i.e., the client latest in the order in $S$. We claim that $\sum_{n \in S \setminus S} w_n + I_{S \setminus S} > 1$. If $S = S_m$ itself, then we are done. Otherwise, pick a client $m'$ latest in the order from $S_m \setminus S$ and let $S' := S \cup \{m'\}$. Let $D_w(S, m') := \sum_{n \in S \setminus S} w_n - \sum_{n \in S} w_n + D_I(S, m') := I_{S \cup \{m'\}} - I_S$. Since $\sum_{n \in S} w_n + I_S > 1$, we can show $\sum_{n \in S \setminus S} w_n + I_{S \setminus S} > 1$ by establishing $D_w(S, m') + D_I(S, m') \geq 0$.

It is obvious that $D_w(S, m') = w_{m'}$. The expression for $D_I(S, m')$ is more complicated. Note that $-\tau D_I(S, m')$ is the number of time slots that client $m'$ will be transmitting if it is given the least priority when the set of clients is $S'$.

Suppose it takes $t$ time slots for every client in $S$ to deliver their packets, then (3) shows the expected number of time slots client $m'$ spends transmitting is $[1 - (1 - p_m^{t})^{-t}] / p_m^{t}$. Hence, $-\tau D_I(S, m') = \sum_{i=1}^{t} f_S(t) [1 - (1 - p_m^{t})^{-t}] / p_m^{t}$, where $f_S(t)$ is the probability that all clients in $S$ deliver their packets in exactly $t$ time slots. Now we have

$$D_w(S, m') + D_I(S, m') = w_{m'} - \frac{1}{\tau} \sum_{t=1}^{\tau} f_S(t) \frac{1 - (1 - p_m^{t})^{-t}}{p_m^{t}},$$

$$\geq \frac{q_{m'}}{\tau p_m^{t}} - \frac{1}{\tau} \sum_{t=1}^{\tau} f_S(t) \frac{1}{p_m^{t}},$$

$$= \frac{1}{\tau p_m^{t}} (q_{m'} - \sum_{t=1}^{\tau} f_S(t)).$$

What remains is to determine the value of $\sum_{t=1}^{\tau} f_S(t)$. Since $S$ is a minimal infeasible subset, the set $S \setminus \{m\}$ is feasible. Let $\eta$ be any policy that fulfills $S \setminus \{m\}$. Consider the following policy $\eta'$ for $S$: Whenever there is an undelivered packet for clients among $S \setminus \{m\}$, schedule clients as $\eta$ does. Client $m$ is scheduled to transmit only after packets for all other clients are delivered. Now, every client in $S \setminus \{m\}$ is fulfilled under this policy. However, since $S$ is not feasible, at least one client in $S$ is not fulfilled under any policy. Hence, client $m$ is not fulfilled under policy $\eta'$, and so we have $Pr(\text{client } m \text{ succeeds}) < q_m$. Further, since client $m$ is given the least priority under policy $\eta'$, we have $Pr(\text{client } m \text{ succeeds}) = Pr(\text{all packets in } S \text{ are delivered}) = \sum_t f_S(t)$. This implies $\sum_t f_S(t) < q_m$. Inserting this in the inequality in the previous paragraph yields

$$D_w(S, m') + D_I(S, m') > \frac{1}{\tau p_m^{t}} (q_{m'} - \sum_{t=1}^{\tau} f_S(t))$$

$$> \frac{1}{\tau p_m^{t}} (q_{m'} - q_m) \geq 0,$$

since client $m$ occurs later in the order than client $m'$, and we have sorted clients so that $q_1 \geq q_2 \geq \cdots \geq q_N$.

Now we have established $\sum_{n \in S'} w_n + I_{S'} > 1$, where $S' = S \cup \{m'\}$. If $S' = S_m$, we are done. Otherwise, we can choose another client $m''$ with the highest order in $S_m \setminus S'$ and repeat the above argument to show $\sum_{n \in S''} w_n + I_{S''} > 1$. By induction, $\sum_{n \in S_m} w_n + I_{S_m} > 1$.

In addition to reducing the number of needed tests to $N$, this theorem also helps improve the efficiency of evaluating each test. In each test, we need to obtain the values of $\sum_{n \in S_m} w_n$ and $I_{S_m}$, both of which require more than a constant computation time. However, by using the fact that $S_m = S_{m-1} \cup \{m\}$, we can incrementally obtain these values and improve complexity.

Obtaining $\sum_{n \in S_m} w_n$ is easy since it equals $\sum_{n \in S_{m-1}} w_n + w_m$, and requires only one addition operation given the value of $\sum_{n \in S_{m-1}} w_n$. The computation of $I_{S_m}$ is more complicated. Let $g_{s_m}(t)$ be the probability that all packets in $S_m$ are delivered at or before time $t$, resulting in at least $\tau - t$ idle time slots. $I_{S_m}$, being the expected proportion of idle time slots, is $\frac{1}{\tau} \sum_{i=1}^{\tau} \text{Prob}(\text{number of idle time slots} \geq i) = \frac{1}{\tau} \sum_{i=1}^{\tau-1} g_{s_m}(t)$. Consider the value of $g_{s_m}(t)$:

$$g_{s_m}(t) = \text{Prob}(\text{all packets in } S_m \text{ are delivered by } t)$$

$$= \sum_{i=1}^{\tau} \text{Prob}(\text{all packets in } S_{m-1} \text{ are delivered by } t - i, \text{ and clients } m \text{ takes } i \text{ time slots to succeed})$$

$$= \sum_{i=1}^{\tau-1} g_{s_{m-1}}(t-i)[p_m(1-p_m)^{i-1}].$$

Thus, the vector of $[g_{s_{m-1}}(i)]$ is indeed the convolution of the vectors of $[g_{s_m}(i)]$ and $[p_m(1-p_m)^{i-1}]$, which can be computed in $O(\tau^2)$ time by brute force, or $O(\tau \log \tau)$ by using the Fast Fourier Transform algorithm.

A complete algorithm for deciding whether a set of clients is feasible is given in Algorithm 1. The complexity of the algorithm is $O(N\tau^2)$ or $O(N\tau \log \tau)$, depending on the implementation of convolution.

It should be noted that Algorithm 1 assumes the clients are sorted already. While sorting can require $\Theta(N \log N)$ time in general, this operation can also be made more efficient. In practice, clients often come into the system one by one rather than in a group. Admission control can hence be simplified as one of deciding whether the system can accommodate a new client. In this case, the server can keep a sorted list of the existing clients. When a new client requests admission, the server inserts the new client
into the proper position in the list, and runs Algorithm 1. Since inserting a new client into the list takes $O(N)$ time, it remains $O(N^2 \tau^2)$ or $O(N \tau \log \tau)$ time to determine whether to admit a new client.

Algorithm 1 IsFeasible

1: Assume clients are sorted so that $q_1 \geq q_2 \geq \cdots \geq q_N$
2: $\text{totalW} \leftarrow 0$
3: $[g_{s_m}(i)] \leftarrow [0, 0, \ldots, 0]$
4: for $m = 1$ to $N$ do
5: $\text{totalW} \leftarrow \text{totalW} + g_{p_m} \cdot N\tau$
6: $[g_{s_m}(i)] \leftarrow [g_{s_m-1}(i)] \ast [p_m(1 - p_m)^{i-1}]$
7: $\text{totalI} \leftarrow \frac{1}{2} \sum_{i=1}^{g_{s_m}(i)}$
8: if $\text{totalW} + \text{totalI} > 1$ then
9:     return Infeasible
10: return Feasible

VIII. IMPLEMENTATION ISSUES

In this section, we describe how to implement the largest debt first policies under the IEEE 802.11 mechanisms. While our earlier problem formulation appears to assume there is only traffic from clients to the server, we explain how to modify the policies to deal with duplex traffic.

A. Implementation on IEEE 802.11

The IEEE 802.11 standard provides two different channel access mechanisms, the mandatory Distributed Coordination Function (DCF), and the optional Point Coordination Function (PCF) [6]. The PCF is a centralized access mechanism proposed to support time-bounded services. We will implement the largest debt first policies based on the PCF mechanism.

In PCF, the transmissions of prioritized traffic are coordinated by a station called the Point Coordinator (PC), which is the server in our scheme. The PC grants channel access to clients by sending a CF-POLL packet. The client indicated by the CF-POLL packet then replies with a Data packet if it has data to send, or a Null packet if it doesn’t. To ensure that the PCF has a higher priority over the DCF, the PC and the client indicated by the CF-POLL transmit packets after detecting the channel as being idle for a period of PCF Interframe Space (PIFS) and Short Interframe Space (SIFS), respectively. The DCF, on the other hand, starts the backoff process only after the channel idles for a period of DCF Interframe Space (DIFS). The values of PIFS and SIFS are 30 $\mu$s and 10 $\mu$s, respectively, while the value of DIFS is 40 $\mu$s in IEEE 802.11 b/g. Since PIFS and SIFS are smaller than DIFS, PCF is guaranteed higher priority for accessing the channel.

In our implementation, the server works as the PC in PCF. It indicates which client should transmit according to the chosen policy. Further, to eliminate the time needed for the server to send an ACK, all clients send their packets by broadcasting. Finally, since PCF can coexist with DCF, the system can still accommodate traffic with no QoS constraints.

B. Dealing with Duplex Traffic

In Section III, we have assumed that there is only uplink traffic, that is, traffic from clients to the server, and no downlink traffic, which goes from the server to clients. In many applications, such as VoIP, this assumption doesn’t hold. However, it is easy to modify our solution to deal with duplex traffic.

When a client requests downlink traffic with QoS constraints, the server creates a pseudoclient. The scheduling policies compute the debt owed to the pseudoclient and its priority in each period, just as though it were a normal client. When the pseudoclient is scheduled to transmit, the server sends out a packet to the requesting client. The packet is considered delivered if the server receives an ACK from the client. In this case, the length of the slot time is determined so that it is long enough for both uplink traffic, which includes the CF-POLL packet and the Data packet, and downlink traffic, which includes the Data packet and the ACK. While the different times required by uplink traffic and downlink traffic may cause additional idle time in each time slot, this cost is insignificant. The only difference between uplink traffic and downlink traffic is that uplink traffic needs to transmit the CF-POLL packet while the downlink traffic requires an ACK packet. The CF-POLL packet only needs to specify a receiver address to indicate which client is allowed to transmit. Thus, the format of CF-POLL is essentially the same as the format of ACK, and it takes approximately equal time to transmit both packets. Hence, the time required by uplink traffic is almost the same as that required by downlink traffic.

IX. SIMULATION RESULTS

A. Simulation Setup

We follow the G.711 codec, which is a ITU-T standard for audio compression, in deciding parameters for traffic with QoS constraints. G.711 generates data at 64 kbps. With a 20 ms packetization interval, this results in a 160 Bytes VoIP packet. We use IEEE 802.11b as the underlying MAC protocol, whose transmission rate can be as high as 11 Mb/s. Some details of parameters are given in Table I. Under this setting, the total transmission time for a CF-POLL packet and a Data packet is slightly smaller than 610 $\mu$s, allowing 32 time slots in a 20 ms period. All the results in the following sections are the average over 100 runs.

We have implemented the two largest debt first policies, the largest time-based debt first policy and the largest weighted-delivery debt first policy, on ns-2, and compared them against the naive approach using IEEE 802.11 DCF. To evaluate the performance of different mechanisms, we define a deadline miss ratio (DMR) function. Let $d_n$ be the
delivery ratio achieved by the client $n$ at some given time. The deadline miss ratio of client $n$ is defined as

$$DMR_n = \begin{cases} q_n - d_n, & \text{if } q_n > d_n, \\ 0, & \text{otherwise}, \end{cases}$$

and the deadline miss ratio of the system is defined as the sum of the deadline miss ratios of all clients.

One may argue that the comparison between largest debt policies and IEEE 802.11 DCF is not fair. By using IEEE 802.11 PCF, our policies avoid additional overheads, including the time spent on backing off and the risk of packet collision, that are inevitable in DCF. To make the comparison fair, we therefore also implement a random policy, which is also based on PCF, that assigns priorities randomly at the beginning of each period.

**TABLE I: Simulation Setup**

<table>
<thead>
<tr>
<th>Packetization interval</th>
<th>20 ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payload size per packet</td>
<td>160 Bytes</td>
</tr>
<tr>
<td>Transmission data rate</td>
<td>11 Mb/s</td>
</tr>
<tr>
<td>SIFS</td>
<td>10 $\mu$s</td>
</tr>
<tr>
<td>PIFS</td>
<td>30 $\mu$s</td>
</tr>
<tr>
<td>DIFS</td>
<td>40 $\mu$s</td>
</tr>
</tbody>
</table>

**B. Simplex Traffic**

We first consider the case where there is only uplink traffic. We consider two groups of clients, group $A$ and group $B$. Clients in group $A$ carry more important messages and require a 99% delivery ratio, while clients in group $B$ require a 80% delivery ratio. The channel reliability of the $n^{th}$ client in both groups is assumed to be $(60 + n)_%$. Using Algorithm 1, it can be shown that a set of 11 group $A$ clients and 12 group $B$ clients is feasible, but a set of 12 group $A$ clients and 12 group $B$ clients is not.

We first run simulations of the four different policies, namely, the two largest debt first policies, the random policy based on PCF, and the DCF mechanism, on a set of 12 group $A$ clients and 11 group $B$ clients. Figure 1a presents the deadline miss ratios of different policies. The deadline miss ratios of the two largest debt first policies converge to zero over time, showing that both policies fulfill the set of clients. The largest weighted-delivery debt first policy has a better performance over the largest time-based debt first policy since it converges faster. This is because the largest weighted-delivery debt first policy uses the feedback information of MAC to count the actual number of packets delivered for each client. This gives a better estimate on whether a client requires more transmission opportunities. The largest time-based debt first policy, on the other hand, uses the more indirect approach by counting the number of times a client transmits, which gives a slower convergence rate. While the largest weighted-delivery debt first policy may require a more complicated implementation, it is suitable for applications where the short-term performance is also important.

**C. Duplex Traffic**

We next consider the case where clients generate duplex traffic. As in the previous section, we assume there are two groups, $A$ and $B$, of clients, who require 99% and 80% delivery ratio for both uplink and downlink traffic, respectively. The channel reliability of the $n^{th}$ client in both groups is $(60 + n)_%$. Using Algorithm 1, we find that a set of 6 group $A$ clients and 5 group $B$ clients is feasible, while a set of 6 group $A$ clients and 6 group $B$ clients is not.
We run simulations on the feasible set of 6 group A clients and 5 group B clients. Figure 2a presents the deadline miss ratios of the four policies. The results are similar to those in the previous section, with the two largest debt first policies having near-zero deadline miss ratios, while the other two policies result in non-optimal performance. These results suggest that our proposed policies remain feasibility optimal even when they are applied to duplex traffic.

A somewhat surprising result is that the deadline miss ratio of DCF, unlike that in the last section, levels off quickly. This is caused by the different delays experienced by uplink traffic and downlink traffic. When clients request duplex traffic, each client only generates one packet per period. The server, however, needs to generate one packet for each client per period. Thus, the server is much more heavily-loaded than the clients. However, the DCF gives each wireless node equal transmission opportunities, causing each client to get a more than enough share of transmission time, with the server being given an inadequately small transmission opportunity. A closer look at the simulation data shows that the downlink traffic contributes 3.82 to the deadline miss ratio while the deadline miss ratio of uplink traffic is only 0.15, confirming our reasoning.

As in the previous section, we also evaluate the performance of the four tested policies on an infeasible set of 6 group A clients and 6 group B clients. As shown in Figure 2b, all policies fail to satisfy this set of clients, suggesting that Algorithm 1 is also accurate for duplex traffic. Further, the two proposed policies result in the least deadline miss ratios, showing that they are robust against temporary downgrades of link qualities.

A final remark is that the random policy is always better than DCF in all simulation settings. This shows that the additional overheads of DCF, including the time spent on backing off and the imbalance of uplink and downlink delay, can hurt the performance of a system greatly. Since PCF can coexist with DCF, it seems preferable to use PCF for traffic with QoS constraints while other traffic can still be served by DCF.

X. Concluding Remarks

We have studied the problem of providing QoS on unreliable wireless networks. The QoS constraints are expressed in terms of a delay bound, which is the same as the period of packet arrivals, and a user-defined delivery ratio lower bound. We have analytically proved a necessary and sufficient condition for a set of clients to be feasible. Based on this condition, we have proposed a linear time algorithm for admission control. We have also designed two scheduling policies for traffic with QoS constraints. We have proved that both policies are feasibility optimal. We have shown that these policies are easily implementable on the widely-used IEEE 802.11 mechanisms. Finally, simulation results for various scenarios have been provided. Our theoretical studies are confirmed since the two proposed policies are indeed feasible for all feasible sets of clients tested. Even when dealing with infeasible sets of clients, our proposed policies still outperformed others.
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