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ABSTRACT

Conversational agents, commonly known as chatbots, are software applications that allow
people to access online services and information using their natural language. Because
chatbots provide a convenient and low-cost communication channel, they are regarded as
one of the most promising artificial intelligence (Al) technologies and are increasingly applied
in many domains. For example, scholars and practitioners are striving to develop chatbots
capable of streamlining healthcare provision and thus improving people’s well-being. Some
of these efforts have produced chatbots that can guide people to elicit their self-disclosure
of personal experiences, thoughts, and feelings. Healthcare professionals can then use such
self-disclosures to clarify their understandings of their patients’ statuses.

Prior work has shown that reciprocity occurs in human-chatbot conversation. That is,
when a chatbot engages in self-disclosure relating to its ostensible life history and emotional
states, users are likely to disclose more when interacting with it. Nevertheless, promoting in-
depth mutual self-disclosure, sustaining communication, and building trust between people
and chatbots remains challenging. Additionally, most existing chatbot research focuses
mainly on how to improve human-chatbot interaction through design, with relatively few
studies investigating how chatbots can be used to mediate human-human interaction by
transferring users’ information and trust to real healthcare professionals.

To address the challenges mentioned above, this dissertation draws on human-computer
interaction and Al technologies to design chatbots that integrate human support and social
learning, and evaluate their impact on their users’ self-disclosure and behavioral changes via
mixed-methods longitudinal studies. It makes four main contributions. First, I explored
effective chatbot designs that elicit people’s deep self-disclosure to a chatbot over time. The
results showed that chatbot self-disclosure had a reciprocal effect on promoting deeper par-
ticipant self-disclosure that lasted over the study period; and chatbot self-disclosure also
positively affected participants’ perceived intimacy and enjoyment. Second, I provided em-
pirical evidence of sustaining people’s self-disclosure and trust of chatbots throughout dif-
ferent interaction periods, e.g., with and without a third party’s involvement. In this case,
the chatbot introduced and involved a mental health professional as the third party into the
conversations. The results showed that within each group, the depth of participants’ self-
disclosure to the chatbot alone remained after sharing with the mental health professional.
Third, I proposed to integrate human support and social learning in human-chatbot interac-

tion to promote behavior change. In this case, I designed a chatbot with human support to
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guide people to practice journaling skills and conducted a three-phase study to investigate
its impact. The results showed that the human-support chatbot encouraged users to follow
the guidance during journaling practices and increased engagement; however, this design
decreased willingness of some participants to keep practicing the learned skills. Addition-
ally, I explored the effect of incorporating a social learning component into human-chatbot
interaction. The findings showed that a social learning component could elicit users’ deeper
self-disclosure of thoughts and better self-reflection. However, only showing positive learning
outcomes from peers seemed to interfere with some participants’ perceived engagement with
their chatbot. Overall, these findings provided new insights into the design of human-chatbot

interaction for promoting users’ self-disclosure and delivering guidance for behavior change.
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CHAPTER 1: INTRODUCTION

Conversational agents, commonly known as chatbots, are software applications that allow
their users to access online services and information using their natural language, either
in text or voice form [1]. Chatbots are widely used by news websites, customer-service
departments, and question-answering (Q/A) systems. For example, the World Health Or-
ganisation (WHO) chose to deploy a Q/A chatbot to answer people’s common questions
about the COVID-19 pandemic, on the grounds that it could be made available 24 hours a
day. Chatbots have also demonstrated their potential to improve people’s mental well-being
by eliciting self-disclosures [2, 3, 4]. Specifically, research has shown that people tend to
disclose symptoms of depression more truthfully when interacting with a chatbot than when
talking to a human interviewer. Lucas et al. [3] found that chatbots’ anonymity encouraged
self-disclosure, and Ravichander et al. [4] found that reciprocity also played a role: i.e.,
ostensible self-disclosure by chatbots encouraged people to follow suit.

Most current chatbot research focuses on dyadic human-chatbot interactions [5]. One
recent study demonstrated that chatbots could moderate community members’ discussions
by facilitating unbiased responses and encouraging equal contributions to decision-making
[6]. However, little if any other research has taken the same avenue. Thus, little is known
about how a chatbot could mediate human-human communication in general, or people’s
self-disclosure to third parties in particular. Accordingly, against the backdrop of chatbots’
rising popularity, this dissertation’s main focus is the potential for utilizing them to mediate
human-to-human interchanges of information and trust. In particular, if chatbots are to be
deployed effectively in mental healthcare, it will be crucial to understand whether people
exhibit different self-disclosure behaviors with a chatbot alone vs. when communicating with
a human healthcare professional via a chatbot intermediary, as well as whether the chatbot
in such a situation can convince its users to follow professional guidance. Intuitively, these
two situations involve very different social dynamics, but relatively little research on the
subject has thus far been conducted, even though understanding how and how much people
will self-disclose to domain experts through Al is critical to designing human-in-the-loop Al
(HIT-AI) systems [7].

Recent studies have demonstrated that chatbots can help their users maintain healthy
lifestyles [8, 9] and guide them to improve their general well-being [10, 11, 12]. A variety of
conversational strategies and structures have been utilized to promote positive behavioral
change among chatbot users [8, 13, 14, 15|, and in some scenarios these have been found

to outperform human-human interaction. Xu et al. [16] even concluded that the use of



interactive robot agents would probably enhance physical-therapy outcomes. Two recent
studies likewise reported that people often trust conversational agents more than humans
with their personal information, because they think of the former as both more objective
and more secure [17, 18]. This body of prior research has demonstrated that chatbots could
serve as platforms for collecting personal information and delivering guidance.

There are still a number of challenges to overcome, however. For example, research has
shown that people easily become disengaged from using a chatbot [19, 20], hampering the
success of long-term chatbot-based interventions. People might also place too much trust in
solutions proposed to them by chatbots, which could in fact be inappropriate [16, 21, 22];
while Luria et al. [23] found that people felt uncomfortable interacting with a chatbot that
used a single persona when dealing with both low-risk situations such as social chat and
high-risk ones like medical emergencies.

This dissertation reports on my design, implementation and evaluation of various chatbots
intended to serve as facilitators of people’s self-disclosure to a professional third party. In
addition to seeking a clearer understanding of how people disclose sensitive information to
third parties through a chatbot, I tested chatbot conversational styles with three levels of
ostensible self-disclosure (i.e., high, low, or none), in terms of how effectively they could
solicit deep self-disclosure from people after comments from a professional third party are
introduced into their interaction. The results of my four-week study of chatbot users’ self-
disclosure and other aspects of their user experience are presented in Chapters 3 and 4
(24, 25].

Then, I propose two new chatbot designs for teaching journaling skills, which require deep
self-disclosure. The first of these two designs, presented in Chapter 5 [26], integrates human-
expert support, and is compared against a baseline chatbot that guides the participants
itself. That chapter also reports the results of four-week study I conducted to understand
how theses design differences impacted users’ responses to and perceptions of the chatbot.
The second chatbot design, presented Chapter 6, integrates a social-learning component
that allows users to see peers’ comments on their journaling skills. The same chapter also
reports on a longitudinal study I conducted to investigate how social learning impacted
users’ willingness to follow the chatbot system’s journaling guidance.

Finally, in the hope that this dissertation’s findings will inspire future chatbot design for
improving online healthcare systems, Chapter 7 highlights the research findings and ethical
considerations raised by the results of Chapters 3 - 6, and recommend further changes
that will boost the advantages and mitigate the disadvantages of using chatbots to deliver

guidance and promote users’ self-disclosure.



(d)

(e) ‘9 —

Figure 1.1: (a)(b)(c) show our goal to design a chatbot to transfer trust and promote self-
disclosure to a Mental Health Professional (human supporter). The users never meet with
the human supporter, and our study aims at understanding how to use a conversational agent
to transfer a user’s trust to the human supporter. The findings are presented in Chapter 3
(Phase 1) [24] and Chapter 4 (Phase 2) [25]. (d)(e) show our proposed design in the Phase 3
(Chapter 5 [26] & Chapter 6) which is aiming to explore effective designs to utilize chatbot
delivering suggestions with regarding chatbot-user relationship.

1.1 MOTIVATION

Figure 1.1 illustrates this dissertation’s research concept, and helps to explain its origins in
a particular mental-healthcare context, which required clients to develop trust in counselors,
to whom they were expected to make deep self-disclosures, and who in turn were expected
to understand their clients and offer them appropriate treatment options. However, the
deep self-disclosure on which this entire process hinged is far from easy, and counselors
usually need to make concerted efforts over a period of several months to develop bonds and
sufficient levels of trust with their clients [27, 28]. The inception of this dissertation was
therefore the idea that HIT-AI — which supplements, rather than replaces, human experts’
role in treatment — could speed up this trust-building process, and perhaps in other ways
usefully mediate counselors’ interventions aimed at promoting behavioral change.

To test these ideas, I separated my project into three main research phases. The first, as
depicted in Figure 1.1(a), explores how a user builds trust and a relationship with a chat-
bot, and gradually comes to disclose personal information to it [24]. For phase 2 (Figure
1.1(b-c)), I designed a chatbot that introduced a third-party expert into human-chatbot
interaction, and investigated whether users would readily transfer their trust and personal

information to that expert. And phase 3 (Figure 1.1(d-e)) focused on how a chatbot could in-



tegrate expert advice and social support into human-chatbot interaction to deliver guidance.
Taken together, the findings of these three phases demonstrate the potential advantages and

disadvantages of incorporating chatbot-based HIT-AI into a healthcare system.

1.2 CONTRIBUTIONS

The follows are the main contributions of this dissertation:

e Chatbot self-disclosure had a reciprocal effect on promoting deeper partici-
pant self-disclosure over time, and it also had a positive impact on improv-
ing user’ perceived intimacy and engagement - I explored how varying levels of
a chatbot’s self-disclosure influence the depth of people’s self-disclosure in the phase 1
study. The research findings contribute new understandings of how time plays a role
in chatbots and people’s self-disclosure interactions. The results also provide further

implications into designing and using chatbots where deep self-disclosure is needed.

e The depth of users’ self-disclosure to the chatbot remained after sharing
with a third party (human expert), and users’ trust in the chatbot could be
transferred to the human expert - My work provides empirical evidence that peo-
ple sustain their self-disclosure to a mental health professional (expert) given one chat-
bot design. By conducting experimental research with using three different chatbots, I
contribute new understandings of how a self-disclosing chatbot (reciprocity) promotes
people’s deep self-disclosure to an expert through daily journaling on non-sensitive and
sensitive topics. The findings shed light on future Al research by bringing a unique

insight that trust may be transferable from human-AI to human-human through Als.

e Integrating human support into human-chatbot interaction to deliver guid-
ance could encourage users to follow the guidance more faithfully and per-
ceived a high level of engagement and trust with the chatbot system - This
dissertation is among the first that investigated the effects of integrating a human
expert into human-chatbot interaction to deliver guidance for practicing journaling
skills. The unique three-phase design of an study contributes novel findings of how
chatbot interactions with and without expert guidance elicited user interaction dif-
ferently over time. Participants’ actual and perceived engagement with the chatbot
providing expert guidance was significantly higher than that of the participants who

interacted with their chatbot alone. I triangulated system log analysis with interviews



and surveys to provide new insights into how the design of chatbot systems with and

without human support affected the user experience of such systems.

Integrating the social learning component could facilitate users’ in-depth
self-disclosure of their thoughts and better self-reflection; however, the fea-
ture might also interfere with users’ engagement with their chatbot - This
work explores the effects of incorporating social learning into the context of human-
chatbot interaction; in particular, the chatbot provides journaling guidance and shares
peers’ experiences with users through a private communication channel between each
user and their chatbot. The results show that social learning mediated by the chatbot
significantly improved people’s journaling skills and encouraged them to disclose their
deeper thoughts, and resulted in better self-reflection. Meanwhile, the social learning
component interfered with some participants’ perceived engagement with the chatbot.
These findings provide new insights into how social learning can be embedded in future

human-chatbot interactions that deliver effective guidance for behavior change.



CHAPTER 2: RELATED WORK

This chapter reviews the evolution of chatbot technology and social penetration theory
to lay the studies’ foundation, which I present in the following chapters. I then review the
literature about using technologies to promote self-disclosure and how users’ self-disclosure
is studied in healthcare. These prior studies guide my work in Chapter 3 and Chapter
4, designing chatbots to facilitate users’ self-disclosure and trust transfer. Finally, I visit
the literature about the concept of human support in behavioral intervention technologies
and social learning theory, and these prior studies inspired my work and chatbot designs

presented in Chapter 5 and Chapter 6.

2.1 CONVERSATIONAL AGENTS (CHATBOTS)

One of the first and well-known and chatbot systems was ELIZA [1, 29]. It was developed
through an early natural language processing program, and it demonstrated how human-
computer communications at that time. It mainly used pattern matching technology to
recognize clue words or phrases in the users’ input and offer pre-programmed responses.
Due to machine learning advancement and rich conversational data sources, chatbots have
become more ”intelligent” [30]. These technologies allow a chatbot system to recognize users’
intentions from more accurate and generated corresponding answers without providing pre-
programmed responses [31]. Several commercialized examples (e.g., Amazon Alexa, Google
Assistant, and Apple Siri) have demonstrated the opportunities of deploying chatbots (smart
speakers) to people’s daily life, and existing task-focused chatbots (e.g., buy products and
operate devices) seem promising to replace transitional user interfaces.

However, there are still many challenges to overcome. A machine does not really "under-
stand” a human’s thoughts and feelings; thus, exploring how to fuse human partners instead
of entirely replacing humans in the user-chatbot interaction may be a solution to assist the
chatbot in understanding the requirements for interacting with people [30]. Therefore, I
explore this unique topic in this dissertation to explore how a third party (human and social
support) could be integrated into the interaction to facilitate the users’ interaction with the

chatbot system.

2.1.1 Chatbot Applications in Improving Wellbeing

Chatbots have been broadly used in different areas [10, 32, 33, 34].



They can not only help people complete various tasks [35] but can also improve mental
well-being (e.g., self-compassion [11]). For example, chatbots are utilized in the workplace to
assist team collaboration [35], to improve workers’ quality of life and work productivity [10],
and to reduce caregivers’ workloads [36]. Park et al. [37] adopted Motivational Interview
in the chatbot conversation to help users cope with stress and found that their design can
facilitate a conversation for stress management and self-reflection. Lee et al.[11] designed
a dialog to make the users take care of a chatbot’s negative experience. After a two-week
interaction with the chatbot, the user’s self-compassion significantly increased.

These studies have demonstrated the potential benefits of using a chatbot for different
purposes, and my research aims at understanding how to use a chatbot to mediate sensitive
information. The Computers Are Social Actors (CASA) paradigm indicated that people
might apply social norms of human relationships when interacting with computer agents
[38]. Thus, research has focused on advancing technological contributions to make computer
agents naturally chat and understand people; therefore, some studies examined different
strategies [31, 39] to enhance users’ experience when talking with a chatbot. For example,
Hu et al. found that the tone-aware chatbot could be perceived as more empathetic than
a human agent [31]. Moreover, Skjuve et al. [40] indicated the importance of studying the
development of human-chatbot relationships, which lacks current knowledge. The perceived
companionship also plays an essential role in utilizing chatbots in mental healthcare. It is a

key for a chatbot system to be accepted and capable of meeting users’ needs [41, 42].

2.2 SELF-DISCLOSURE

Self-disclosure - the gradual unveiling of personal information, thoughts, feelings, goals,
and even failures—is key to individuals’ formation of interpersonal relationships and achieve-
ment of intimacy [43, 44]. A leading explanation of the self-disclosure process is social
penetration theory (SPT) [44], which categorizes four stages of self-disclosure, i.e., orienta-
tion, exploratory, affect-exchange, and stable-exchange. Together, these stages delineate a
journey from the disclosure of shallow and general to deep and intimate information. Self-
disclosure is often evaluated from two dimensions, breadth and depth [45, 46]. The breadth
of self-disclosure can be demonstrated with a wide range of topics disclosed; on the other
hand, the depth is more involved with personal experiences, intimate relationships, and pos-
sible negative feelings as a result of life difficulties. Prior works on chatbots often highlighted
the volume of self-disclosure in terms of its breadth (e.g., [3, 4, 34]); less was discussed on its
depth. In order to assess mental well-being, a high depth of disclosure (deep self-disclosure)

is needed [47]. To elicit self-disclosure at a deeper level, a higher level of trust is often
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associated in the relationship [48].

Self-disclosure plays an important role in a wide range of settings, including mental well-
being [49], customer service[50], and employment [3, 51]; thus extensive research has been
conducted on self-disclosure’s relationships to various constructs including trust [48], in-
timacy [52], gender [53], and personality [52]. A considerable body of prior research has
identified self-disclosure as a potential path to mental wellness, and its benefits during psy-
chotherapy are also well attested [54]. The Substance Abuse and Mental Health Services
Administration (SAMHSA) ! reported that people who disclosed their mental illnesses felt
relief and experienced improved relationships with friends and family members.

Although mutual self-disclosure can, with time, facilitate intimacy, trust, and depth of
self-disclosure by both parties [55], whether and how a psychiatrist should self-disclose to
clients is the subject of ongoing debate [56, 57]. Some studies have raised concerns that too
much closeness with clients might derail their progress [58]. However, others have suggested
that therapists’ carefully selected self-disclosures could be beneficial as a means of building
rapport with clients [57] and of building certain skills that can strengthen the counseling
relationship, such as active listening [59], gradually building trust [55], and matching com-
munication styles [60]. On the other hand, lack of trust in online applications may lead
to inaccurate information being collected and deterred efficacy of services provided by the
applications [61]. What if the psychiatrist (human expert) is not involved in the conversa-
tion directly, and instead, the psychiatrist only receives self-disclosure content from people
through a chatbot? This is the context of our study.

Disclosing personal mental health information is not easy for most people, and this is
also one of the major practical difficulties in counseling sessions [55]. People naturally avoid
revealing their vulnerabilities to others; this tendency is even more prevalent among those
with mental illnesses, because those people who seek mental health care worry about social
stigma and discrimination related to mental health problems. Previous studies have found
that when people were interviewed face-to-face by a human interviewer, they may tend to
disclose fewer symptoms of depression than when interviewed by a virtual agent[3]. It is not
clear how people disclose when facing a different conversational agent design. For example,
Clark et al. [62] found that there may be a fundamental barrier to developing relationships
with conversational agents because people value different aspects in conversation with agents
- some people may treat a chatbot as a tool, but users with mental health issues or social
difficulties may benefit from social capabilities in a chatbot system. Prior studies [33, 34]

have shown the positive effect of deploying a chatbot to facilitate journaling? and for helping

thttps://www.samhsa.gov/
2In the sphere of mental healthcare, journaling is a common practice of self-tracking that has been proven



people to realize their mental issues and relieve their symptoms.

2.3 TECHNOLOGIES PROMOTING SELF-DISCLOSURE

Computer-mediated technologies have significantly promoted people’s self-disclosure be-
havior. For example, people disclose their personal information, feelings, and thoughts on
social media [65]. Ma et al. [66] found that anonymity played an important role in people’s
willingness to engage in such sharing. Studies have revealed that virtual agents can provide
non-verbal as well as verbal cues to engage users, e.g., during interviews, which can render

them more willing to self-disclose [3, 67].

2.3.1 Self-Disclosure through Social Media

Self-disclosure behavior on social network sites has gained the attention of HCI scholars.
For example, people freely disclose stress, depression, and anxiety through online social
media platforms [3, 68, 69, 70]. It was found that such anonymous self-disclosure with their
peers could help users maintain their mental well-being, as they may receive social support
from their peers [71]. Similarly, Yang et al. [72] investigated the self-disclosure behaviors
of online health support communities, and the study found the members’ self-disclosure in
private and public channels affected how they reciprocated with other and reached out for
social support. Although self-disclosure on social media could help each other seek social
support, people naturally avoid revealing their vulnerabilities to others [73], as it might also
cause social risks [74, 75]. Thus, Andalibi et al. [74] explored how people used throwaway
accounts on Reddit to disclose their stigmatized issues (e.g., sexual abuse) and found that

people using anonymous means engaged more in seeking support.

2.3.2 Promoting Self-Disclosure to a Chatbot

Recently, chatbots have been used to guide users to healthier lifestyle choices and improve
their mental well-being [10, 11, 76] and engage people in truthful interactions [4]. For
example, Moon [50] examined how various wordings of questions influenced participants’
responses, and found that when the questions were preceded by the automated interviewer’s
self-disclosure, the participants exchanged more intimate information with it. Ravichander et
al.’s [4] chatbot provided conversationally relevant self-disclosures from a large conversation

dataset in real time, such that it engaged users with reciprocity in social conversations.

effective in terms of boosting mood and reducing anxiety [63, 64].
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According to the norm of reciprocity, when someone discloses something deeply personal,
his or her interlocutor feels pressure to share a similar level of information [77], therefore,
therapists often disclosed themselves to encourage patients’ self-disclosure [78, 79]. In a
recent work, reciprocity was found to happen in human-chatbot interaction as well, e.g., a
self-disclosing chatbot received more self-disclosure from users [4]. Lee et al. [80] indicated
that small-talk increased users’ trust in the robot, and found that a user’s greeting with
the robot could predict the user’s conversational strategies such as sociable interaction and
self-disclosure. Therefore, these studies demonstrated that a reciprocal social conversation
may increase people’s trust in a computer agent. This concept also inspired me to design
different levels of chatbot self-disclosure in small talk to elicit users’ in-depth self-disclosure.

People’s self-disclosure to chatbots can be used to detect symptoms, identify possible
causes, and recommend actions to improve their symptoms by promoting people’s self-
disclosing, as well as to encourage interviewees to disclose themselves more openly in an
interview session [3]. Scholars compared web surveys against chatbots and found that re-
spondents tended to provide more high-quality data when using the latter [81]. Fitzpatrick et
al. utilized a therapy chatbot ”Woebot” in their study to explore its feasibility to help reveal
people’s mental illness; their results showed that the chatbot helped relieve symptoms of anx-
iety and depression [34]. Additionally, chatbots can be deployed to various platforms using
both speech and text; chatbots provide cost-effective [32] solutions for self-disclosure [2, 3, 4]
or deliver education materials for self assessment (e.g., alcohol risks [82]).

Although scholars have made significant progress with self-disclosure research using chat-
bots, major research questions, such as if and how chatbots can promote deep self-disclosure
over time, are still under-studied. Promising application domains, e.g., mental health [49, 83],
often need support tools to acquire users’ sustained self-disclosure of sensitive topics over
a period of time, and they also need the users to share their collected information to a
professional third party (e.g., clinicians and doctors) to offer proper treatment. However,
how people interacted with the chatbot system differently when they self-disclosed sensi-
tive topics to mental health professionals thought it has not been investigated. Therefore,
this dissertation fills the void by focusing on evaluating self-disclosure depth by running an
experimental study and by comparing participant’s daily journaling and answers to sensi-
tive questions before and after sharing with a professional third party via the chatbot. In

Chapter 4, I take a step toward addressing this research gap.

2.4 CHATBOTS FOR DELIVERING GUIDANCE

Through interacting with the chatbot, people can search useful resources, i.e., self-help
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information, before reaching out for face-to-face counselling [32, 33]. Therefore, chatbots
have become popular in response to the demand of mental health care in modern society
(61, 84, 85]. A recent work shows that chatbots can play a role to inquiry users answering
questions and convincing them to share diet information with their family members so as to
support each other [9]. Also, coaching apps have been developed, not only for boosting users’
awareness of their own mental well-being, but also for helping mental-health professionals
gain more knowledge about their clients [12].

In addition, many studies designed chatbots to guide healthier habits or ways of think-
ing [37], such as better eating habits [9], exercise [8], ways of coping with stress [37], and
self-compassion [11]. For example, Park et al. [37] incorporated a motivational interview
technique into chatbot conversation to help users cope with stress, and found that their
design facilitated conversations that improved self-reflection as well as stress management.
Lee et al. [11] designed a dialogue aimed at inspiring users to take care of a chatbot that
was portrayed as having had a negative experience, and found that after doing this for two
weeks, users’ self-compassion increased significantly. Another line of research has shown that
chatbots have the potential to help people improve their mental well-being by training their
thoughts and behavior [2, 3, 86]. For instance, Wang et al [86] designed a public-speaking
tutor using a chatbot system to coach users and reduce their public speaking anxiety. Hence,
these studies have shown that chatbots could not only help track users’ behavior but could
also play a proactive role in training users to learn skills.

Recent advancements in artificial intelligence are enabling chatbots and other virtual
agents to act more credibly like human beings, including during the provision of self-help
information [32, 33]. Prior studies [87, 88| indicated that conversational interaction can in-
crease trust and affect users’ acceptance of recommendations from a conversational agent.
Thus, the design of the interaction between them is important in enhancing users’ willing-
ness to adopt chatbot suggestions. Gabrielli et al. [89] proposed a chatbot-based coaching
intervention that successfully helped adolescents learn life skills, such as strategies for coping
with bullying, and previous research [16, 22| found that their participants’ trust and com-
pliance with physical therapeutic suggestions were both higher when interacting with robot
therapy partners than with a human expert.

Moreover, research has shown that people tend to apply the social norms of human rela-
tionships to their interactions with computer agents. This tendency [38] has informed the
design of many computer agents [4, 14, 24]. People may perceive intimacy and companion-
ship with a computer agent [13, 24, 90|, inducing changes in behavior change. For example,
Ravichander et al. [4] found that reciprocity occurred in human-chatbot interactions and

that a chatbot’s self-disclosure encouraged people’s self-disclosure. Similarly, recent work

11



by Lee et al. [24] showed that a chatbot’s self-disclosure improved participants’ perceived
intimacy with the chatbot and facilitated their self-disclosures in response to the chatbot’s
sensitive questions.

However, several limitations of chatbot-based approaches remain, and in certain situations,
chatbot-based approaches may be less beneficial than those provided by humans [20, 90, 91].
For example, Howard et al. [22] has pointed out that some people may trust robots too much,
due to over-optimism about the viability of the solutions they suggest, and that this trust
becomes a source of risk if robots make clinically suboptimal or inappropriate suggestions.
In addition, for healthcare interventions that require long-term engagement [92], people may
easily become disengaged from the use of self-guided systems, due to loss of motivation
and/or failure to incorporate those systems’ recommendations into their daily lives [20].
Furthermore, an investment model shows that purely computer-based interventions are often
much less effective than hybrid ones with some professional human input [93], in part because
the latter tends to inspire their users to execute a higher proportion of their intervention

requests.

2.5 INTEGRATION OF HUMAN (EXPERT) SUPPORT AND CHATBOT-BASED
APPROACHES

In prior works, human support has been provided via a separate communication channel
external to the chatbot system, such as phone calls, text messages, and email [94]. For
example, there have been two main ways of providing human support to chatbot systems.
The first is to deploy chatbots in between human-run sessions, to offer users unbroken
access to materials and activities [84, 95, 96]. Studies that have adopted such an approach
regard chatbots as supplementary tools to support human expert’s intervention; chiefly,
by monitoring clients outside of their clinical sessions, and garnering information about
them that may result in better treatment (e.g., [12, 20]). Alternatively, it is possible to
design a primarily chatbot-based intervention, augmented by human supporters who promote
engagement and provide technical troubleshooting and clinical support when issues arise
[20, 91, 97]. Such an approach could be more efficacious than interventions by chatbots
unsupported by humans [20, 95].

Recently, some researchers have suggested an integration of human support into chatbot
interventions [20, 95, 96]. For example, Schueller et al. [95, 96] reviewed prior studies of
integrating human experts (e.g., coach and therapist) into behavioral intervention technolo-
gies, not chatbot-based, and suggested concepts to guide a deeper integration by capturing

the trade-offs between client benefits and the available human resources. Alternatively, some
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prior studies [98, 99] use conversational agents to encourage users’ collaboration and commu-
nication between people. Specifically, Kumar et al. [98] designed a chatbot tutoring system
which gave guidance for multiple students to facilitate collaborative learning among them.
Duan et al. [99] utilized a conversational agent to enhance non-native speakers’ confidence in
conversation with native speakers. These studies showed that chatbots could help mediate
interactions between users, but I further explore the effect of applying chatbots to mediate
suggestions for guiding users to learn skills.

The foregoing review and Schueller et al.’s work [95, 96] calls for an integration of the
support provided by chatbots and humans. However, previous works have indicated different
designs for implementing multiple personas into a chatbot system. For example, Luria et
al. [23] conducted studies to examine multiple personalities for conversational agents under
different contexts (e.g., low-risk and high-risk contexts). They found that users preferred
to have an additional expert agent guiding a specific complex task instead of interacting
with the same agent that handled both simple and complex tasks. Conversely, Chaves et al.
[100] found that users reported confusion when they engaged in multiple persona chatbots
for an information gathering task in a single communication channel. Therefore, it is not
clear if and how adding a human supporter into human-chatbot interactions could impact
user experience and outcomes, which motivates our research. In Chapter 5, I take a step

toward addressing this gap.

2.6 SOCIAL LEARNING IN TECHNOLOGY-BASED INTERVENTIONS

Social learning theory argues that people can learn new behaviors and concepts by observ-
ing others’ behavior and attitudes [101]. This observation can be obtained through read-
ing, listening, or watching others’ actions [102]. In general, the elements of social learning
theory include Attention: observing others, Retention: internalizing observed information,
Reproduction: reproducing observed behaviors or information, and Motivation: learning the
consequences (e.g., advantages and drawbacks) of the observed behaviors to decide future be-
haviors [101]. Previous studies have shown that social learning may enhance users’ learning
experience such as affection, perceived engagement, and sense of companionship within an
online context [103, 104]. Consequently, this theory has been widely used to promote people’s
healthy behaviors through online communities and social technologies [105, 106, 107].

There are various design strategies to provide social learning [105, 108]. For example,
Franklin et al. [105] proposed a system that allowed users to send health-related tips and
personal experiences to others anonymously, alongside the system’s own suggestions and tips

to facilitate health-promoting behaviors. In addition, Grimes et al. [107] deployed a system
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whose users were required to observe their peers’ success stories about healthy eating and
found that sharing these stories facilitated a sense of community. Prior studies [105, 109]
have generally found that people would adopt healthy behaviors if they observed and tried
to replicate ideal actions shared by peers who had succeeded in such adoption. Also, people
provided with positive social learning are more likely to be engaged in self-care behavior
than those who do not receive such information [110, 111].

However, integrating social interaction into an intervention might also have some negative
effects, e.g., peers’ support could be absent or misjudged [108, 112, 113]. For example, Li et
al. [113] warned that social learning can lead to negative outcomes for people with depression
by viewing negative content and lack of support in online mental-health communities. The
risk of social learning can partly be explained by social comparison theory [114]. According
to the theory, people generally compare themselves to others when they share the same
goals or in a similar situation. While this may motivate some people to perform better, such
comparison can also promote judgmental and biased attitudes toward others’ experiences
(112, 115].

In the context of human-chatbot interaction, recent studies have mainly focused on explor-
ing chatbot designs to facilitate social interaction between users. In these studies, chatbots
motivate users to communicate with each other to improve interpersonal relationship and
receive better support e.g., [5, 9, 116]. For instance, Lukoff et al. designed a chatbot [9] to
facilitate family members to do food journaling about cooking or shopping for healthier food
for family members. Moreover, Nordberg et al. [116] proposed a chatbot that guides people
to have a conversation with a group of people suffering from similar difficulty (e.g., patient
groups) in order to have richer social interactions and facilitate online self-help programs.
Furthermore, Seering et al. [5] suggested that chatbots could help grow online communities
by facilitating communication between community members.

Previous chatbot studies that integrate social interaction into chatbot intervention have
almost exclusively focused on chatbots’ potential for mediating interaction among users. It
is not clear yet if incorporating social learning into one-to-one human-chatbot interactions
could promote user engagement and learning experience when they receive guidance from a
chatbot. In Chapter 6, I designed a chatbot with social learning component to address this

research gap.
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CHAPTER 3: ENCOURAGING USERS’ SELF-DISCLOSURE WITH
CHATBOTS

3.1 INTRODUCTION

Self-disclosure is a process in which a person reveals personal or sensitive information to
others [43, 44] and is crucial for developing a strong interpersonal relationship [44]. The
advancement of computing technologies has enabled new ways for people to self-disclose
[3, 117]. The value and importance of self-disclosure through these technologies have been
widely manifested. For example, people’s self-disclosure on social media helps them release
their stress, depression, and anxiety through these technologies [68, 118]. Interviewees may
disclose themselves more openly in an interview session when using virtual agents [3, 51]. The
challenge is that people naturally avoid revealing their vulnerabilities to others [119, 120].

Chatbots have great potential to create breakthroughs in self-disclosure research [3, 4],
and the HCI community has dedicated an increasing amount of work to this. For example,
people are found to provide more high-quality self-disclosure data when using chatbots than
through web surveys [81]. Fitzpatrick et al. further utilized a therapy chatbot “Woebot” in
their study to explore its feasibility to help release students’ mental illness and showed the
chatbot could help relieve symptoms of anxiety and depression [34]. Similarly, several works
demonstrated the potential benefits of using chatbots for mental wellbeing [29, 121, 122].
Recently, Ravichander et al. also shared their findings that reciprocity could occur in human-
machine dialog [4]. However, most of the existing research reported one-shot experiments;
how chatbots can promote deep self-disclosure (conversing with machines about sensitive
topics) over time is under-explored. This is an important question because many application
domains, e.g., for mental well-being, [49, 83|, require sustained self-disclosure of sensitive
topics over a period of time.

In this chapter, I designed and evaluated a chatbot that has self-disclosure features when
it performs small talk with people. I ran a study with 47 participants and divided them
into three groups to use different chatting styles of the chatbot for journaling and answering
sensitive questions. Each participant used the chatbot for three weeks, and each group
experienced the chatbot’s self-disclosure at varied levels (i.e., none, low and high). This study
found that chatbot’s deep self-disclosure had a reciprocal effect on promoting participants’
deep self-disclosure that lasted over the study period. In addition, chatbot’s self-disclosure
also had a positive impact on participants’ perceived intimacy and enjoyment with the

chatbot. The chatbot without self-disclosure, on the contrary, failed to have the same effect.
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3.2 RESEARCH QUESTIONS

In this chapter, I am interested in exploring the following research questions:

e RQ1: How do different chatting styles influence people’s self-disclosure?

e RQ2: How do different chatting styles influence people’s self-disclosure over time?

Specifically, literature on reciprocity [4, 123] suggests that when people make deep self-
disclosures, their interlocutor will feel pressure to share information at a similar level. There-
fore, I hypothesize that: H1: People self-disclose more deeply with a more self-disclosing
chatbot over time.

In addition, the Computers Are Social Actors (CASA) paradigm holds that people mind-
lessly apply the social norms and expectations of human relationships when interacting with
computer agents [38]. Based on these theories and SPT, I posit that people would build
a stronger relationship with a chatbot if it has a self-disclosing feature. H2: People feel a

stronger bond (trust/intimacy/enjoyment) with a more self-disclosing chatbot over time.

3.3 CHATBOT DESIGN AND IMPLEMENTATION

In this section, I describe the design and implementation of the chatbot. This chatbot
design is also adopted in Chapter 4, Chapter 5, and Chapter 6 ’s studies, and I modified the
chatbot design to fit the research goal in each study. Please refer to this section to see the
detailed information on the chatbot implementation.

Rule-based + Al-based Chatbot - Rule-based chatbots are also referred to as decision-
tree bots [124] which means the designers have to define a series of rules to direct the
conversational flow and anticipate what a user would say in the conversation and how the
chatbot should respond. However, when a user responds outside of the rules/topics, the
chatbot may not handle it. Regardless of the disadvantages of the rule-based chatbot, it
has the advantages of accountability and safety. The rule-based chatbots can control the
conversational flow to push the users to focus on the chatting topics. Rule-based chatbots
are broadly used in mental health fields [124] because it could guarantee that the chatbots
offer a harmless response in the interaction and lead users toward goals.

Al-based chatbots [125] are another type of chatbots that is growing given the advance-
ment of machine learning technologies. The advantages of Al chatbots understand the
context and intent of a question from the users, and they may also provide personalized

responses rather than following specific rules. Besides, Al-based chatbots’ accuracy could
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continuously improve as collecting more data, and the users could use a more natural way
to interact/chat with an Al-based chatbot. However, these advantages may also lead to
the users get stuck in the conversation when the chatbot could not correctly recognize their
input.

Obviously, both rule-based chatbots and Al-based chatbots have their pros and cons.
Considering the context of this dissertation (mental healthcare), I designed a chatbot system
which mainly based on a rule-based chatbot to be augmented with an Al-based chatbot. A
similar design was also proposed by a recent study [126]. T built the chatbot using Manychat'
(rule-based chatbot) and Google Dialogflow? (Al-based chatbot). Manychat was used to
allow the researcher to monitor whether the chatbot users had finished their specific chatting
tasks, and to send reminders to those who had not. I built the daily chatting tasks with
predefined responses and questions. This approach helped us to control each experimental
condition.

To boost the participants’ perceptions that they were talking naturally with the chatbot,
I integrated Dialogflow with Manychat. Thus, when there was a question regarding users’
emotions that might prompt a wide range of answers (e.g., "How are you today?”), the
chatbot system would pass the user’s response to Dialogflow, which then utilized natural
language processing (NLP) to determine an appropriate response. For example, if a partici-
pant said “I felt stressed today”, the chatbot’s response would include a follow-up question,
e.g., "I am sorry to hear that. 7Could you let me know why you feel stressed?” Hence,
participants were allowed to input their responses without any major restrictions.

Exception Handling - A rule-based approach allows the chatbots to guide the users
through the various chatting topics, which also lowered the chances of exceptional inputs
from the users. Figure 3.1 illustrates the process of handling a user’s input.

Dialogflow helped to handle some exceptional questions. In any experiment of this kind,
participants inevitably ask the chatbot some questions that are beyond the scope of the
predefined chatting tasks (e.g., ”Where did you go to high school?” or ”Have you finished
your lunch?”). At such moments, the user’s input would be sent to Dialogflow to be processed
and responded to properly. However, if a user asked a question that could not be handled by
Manychat and Dialogflow, he/she would be asked to rephrase the question (e.g., ”"Can you
say that a different way?”), or encouraged to refocus on the chatting task. If the chatbot
system found that the participants became stuck three times, it would move on to a new
topic and suggest them contact the researchers (e.g., "Sorry, I need more time to learn to

understand you. Please contact the researcher if you could not finish your chatting task.”).

thttps:/ /manychat.com
Zhttps://dialogflow.com
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Figure 3.1: Exceptional input handling. Manychat kept the chatting flow and controls the
chat tasks. After a user answered the chatbot’s question, the input was sent to Dialogflow.
Dialogflow helped distinguish users’ intents and determined the next step.

Chatbot Personality - Instead of defining the gender and appearance of the chatbot, I
used a handshaking figure to help ensure that participants’ impressions of it were neutral.
All participants were informed that the chatbot was running automatically, and that all of
their conversations with it would be recorded and shared with the research team. Since I
designed the chatbots with self-disclosure to elicit the users’ mutual self-disclosure behavior,
the participants were informed that the chatbots were built based on a human counselor’s
background and experience. The chatbot also declared this information at the very beginning
of the interaction. This design was inspired by Bickmore et al. [127] ’s study. In their
research, they built virtual human counselors with human autobiographies and examined
the impact of presenting the stories in the first person (as chatbot’s own story) comparing to
the third person. Their longitudinal experiment showed that the first person condition might
lead to users’ higher engagement in the interaction, and the users did not report feelings
of dishonesty (The participants were informed that they chatted to a virtual agent at the
beginning of the study).

The chatbot could be accessed at any time after the experiment started; however, the
daily chatting task could only be accessed after 5 p.m. each day, and was closed by the
end of the day. The late-afternoon start time was chosen because it would help ensure that
the participants had fresh content for their tasks, especially journaling. Each participant

could only perform one daily task per day, and while they could still chat with the chatbot at
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Figure 3.2: Illustration of the study design. Standard questions are given to users during two
sessions, i.e., Journaling and Sensitive Questions, and the chatbot does not self-disclose and
only gives general responses in these two sessions. During Small Talk session, the chatbot
gives low (high) self-disclosure to participants from group 2 (3).

other times, it would only give them simple replies to prevent users’ other chatting behaviors

influencing their impression of the chatbot.

3.3.1 Chat Sessions

I designed and conducted a study, where I divided participants into three groups, to eval-
uate the effectiveness of chatbot’s self-disclosure at three levels: none for Group 1 (ND),
low for Group 2 (LD), and high for Group 3 (HD). Depending on which group the par-
ticipants belonged to, they were asked to interact with the chatbot through three possible
chat sessions, i.e., journaling, small talk, and answering sensitive questions, as illustrated in

Figure 3.2.

Journaling: Standard Questions to All Groups

Journaling is a common practice for one’s unprompted self-disclosure. It helps users better
understand their biorythms by tracking their feelings, thoughts, and daily activities. A large
body of research has indicated the benefits of journaling, such as mood-boosting and reducing
anxiety.

Thus, I designed a chatbot dialogue that prompted users to record their current moods,
experiences, gratitude, stress, and anxiety. Following an initial greeting, this dialogue always
asked the user to summarize his/her mood and why it had arisen (e.g., ”Could you let me

know what happened to make you feel this way?”). Next, the chatbot would continue raising
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questions relevant to journaling: for example, about cultivating gratitude, which has been
found to be an effective way for enhancing mental health [128] as well as social relationships.
There were usually three to five such prompts by the chatbot during each journaling-themed
chat, and the chatbot acted primarily as a listener, giving only simple and general responses
such as ”Okay”, "I understand”, and ”I hear you”, or prompting the user to say more, such

as Do you want to tell me more?”.

Small Talk: Low (High) Self-Disclosure to Group 2 (Group 3)

The second chat session consisted of small-talk. The central purpose of small-talk was to
build up trust and intimacy between the chatbot and the participants [129] and to facilitate
user self-disclosure. To explore our research questions, I designed two types of dialogue
for Groups 2 and 3 specifically: one for LD, and the other for HD (Figure 3.4). Both
groups had the same conversational topics on the same days, but the chatbot responded
to questions differently in terms of its self-disclosure level. For HD, the chatbot gave a
high level of self-disclosure through responses which included deeper feelings, thoughts, or
information. In contrast, the chatbot responses for LD included more general responses and
less feeling/thought responses (see examples in Figure 3.4). For conversational topics, two
topics were randomly picked from [130] for each day. Figure 3.3 demonstrates an example of
a user’s conversation with the chatbot. A pilot study was conducted to check the validating
of this conversation design. Twenty participants were hired from a university to rate the
self-disclosure level for the chatbot’s responses. Results indicated that the manipulation of

self-disclosure levels was successful (t = 9.72. p < .001).

Sensitive Questions: Standard Questions to All Groups

Finally, for the third chat session, the chatbot asked the users some sensitive questions.
The main purpose of this session was to learn whether users would feel comfortable disclosing
deep and intimate information to a chatbot, which is suggested by SPT.

I based our sensitive questions on those used in prior studies [50, 66, 131]. The most
common sources of mental-health problems for college students are their social relationships,
financial issues, stress/anxiety disorders, sexual relationships, family issues, and depression
[132]. Thus, I adapted questions relevant to these six areas from the Jourard Sixty-item
Self-disclosure Questionnaire (JSDQ) [131] and two other studies [50, 66], and designed our
dialogue by integrating two highly intimate topics into each chat section. For example, the
chatbot might ask "Have you ever experienced any abusive behavior (e.g., sexual, physical,
or emotional) from your friends, family, or a stranger?” and ”How would you prefer to die?”.

Here, it should be noted that the user always had the option of simply saying he/she did
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Bot: Justin, How do you feel today?

User: Awesome

Bot: What put you is such a good mood?

User: I just passed my first entrance examination for my dream school

Bot: Do you want to talk more about that?

User: The University is one of the best universities in Japan, it’s really hard to get in. And I just passed the
first exam which made my day, ha-ha

Bot: Great! Justin, I want to discuss a topic with you today.

User: Sure

Bot: What’s the most memorable lesson you learned from your parents?

User: They love me so much, but they are gonna make me a spoiled kid

Bot: Got it. The lesson I learned from my parents was how to treat others kindly. I feel so thankful that they taught
me that, as it’s led to many great opportunities. Could you let me know why your lesson was your most memorable
one?

User: Two years ago, I quarreled with my parents because I was applying for colleges to pursue my B.S.
degree, but I did not take the process seriously and wasted money on the application fees. My father then cut
me off financially, and I had to do everything by myself and cherish what I have instead of wasting it.

Bot: So, ultimately, what did you learn?

User: I was a spoiled kid before my parents cut me off. I started to realize I had to make my own efforts to
pursue my dreams.

Bot: Thank you for sharing your thoughts.

Figure 3.3: An example of Journaling and Samll Talk between a user and the chatbot.

not want to answer a question and skip to the next one without getting any penalty. As in
the journaling task, the chatbot in this task acted primarily as a listener and gave simple,

general responses, without making any self-disclosures of its own.

3.4 METHOD

3.4.1 Recruitment and Participants

I posted notices on social-media websites and on a Japan’s University electronic bulletin
board to recruit currently enrolled university students who could access formal mental-health
counseling services if they needed them. The other criteria for participation were: 1) that

they were aged 18 or above; 2) that they were able to read and speak English fluently; and
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CB: If you could only celebrate one holiday, what CB: When was the last time you went to the zoo?

would it be?
S22: thanksgiving! S30: Three month ago
Small talk |CB: | prefer to celebrate Christmas because itis a CB: | was 2 years ago. | went their with my classmates. |

(Group 2) |beautiful day. Everyone will decorate their house and  think everyone likes zoo, right?
prepare traditional foods for celebration.

S22: | like that because it always has big discount S30: No really, | am not a fan for that
CB: If you could only celebrate one holiday, what CB: When was the last time you went to the zoo?
would itbe?

Small talk |S43: It would be new year's eve S39: maybe 1 year ago

with Self- |CB: | prefer to celebrate Christmas because | always  CB: | was 2 years ago. | really enjoyed the time to
disclosure |gather with my friends and family which make me feel handout with my classmates. It was a pleasant memory.

(Group 3) |warm. | also enjoy to prepare food with my parents. How about you?
S43: Sounds nice! | also like to spend time with my S39: | like panda, they are so cute. Yes, | agree zoo is a
friends and family to celebrate holiday. good place to go with friends.

Figure 3.4: Sample Chatbot’s conversations with LD and HD participants during small talks
with self-disclosure. CB stands for chatbot.

3) that their Kessler Psychological Distress Scale (K6) scores were lower than 13 [133], which
suggested that they did not have a current serious mental health issue. Finally, the three-
week duration of the study (approximately 8 minutes per day) and a post-study interview
was mentioned in the recruitment materials, but it was also noted that they were allowed to
drop out of the study if they wished.

This led to our recruitment of 47 interviewees (19 male and 28 female). All ranged
in age from 20 to 27 (M = 23). I divided them into three groups of roughly equal size
that were balanced by gender and K-6 score, because prior studies [133] have indicated the
potential effect of gender [53] and mental status [52] on self-disclosure behaviors. 45/47 of
the participants did not have prior experience with any counseling services. All participants
had experience using intelligent assistants (i.e., Siri®), but they did not use them regularly.
There were 16 students (7 male) in Group 1 (ND), 15 (6 male) in Group 2 (LD), and 16 (6
male) in Group 3 (HD).

I deployed our chatbot on Facebook Messenger*, with which all participants were already
familiar. After a three-week period of interacting with our chatbot, all participants were
interviewed about their experiences. The interview was a one-on-one interview which lasted
for 30-45 minutes. All interviews were recorded and transcribed with the participants’
permission. They were paid US$160 for completing the three-week chatbot task and an
additional US$25 for participating in the interview.

3https://www.apple.com /siri/
‘https://www.messenger.com/
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3.4.2 Procedure

At the beginning of the experiment, all participants were invited to attend an initial
face-to-face meeting, in which the researchers explained the requirements of the study and
installed the chatbot in each user’s mobile phone or whatever other device they were planning
to use to access the chatbot. It was also in this meeting that all participants were notified of
their right to skip any question asked by the chatbot that they felt uncomfortable answering
and that there was no penalty for skipping questions. They were also re-notified of their
right to drop out of the experiment at any point. Lastly, the participants were asked to
converse with the chatbot for 10 minutes to make sure they understood how to access and
operate it.

The participants were assigned to three groups (ND, LD and HD) but were not told which
group they were assigned to or why. They were also instructed not to talk with each other
about their interaction with the chatbot at any time during the three-week experiment. Each
daily conversation with the chatbot took about seven to 10 minutes to finish, but no time
limit was imposed. All chatbot conversations started with journaling (Figure 3.2). Then,
participants in LD and HD continued to small talk. The sensitive questions were asked to all
participants but only once per two days. This was to avoid them from feeling overburdened
by answering highly sensitive questions every day. They were also allowed to skip the entire
chatting session (i.e. journaling, small-talk, and sensitive questions) up to two days per week
without giving any reason.

In all three groups, participants received the same prompts and the same responses from
the chatbot in the journaling and sensitive-question conversations. ND was the control
group, and I manipulated different self-disclosure levels within small talk for LD and HD.
Most of the participants had no prior experience of talking with a chatbot for three weeks.
Thus, I wanted to know how their chatting experience changed over that period. At the
end of the first week, participants were asked to fill in a survey. After completing the entire
experiment, they were asked to fill in the same survey again and were invited to a face-to-

face interview. Finally, this research was reviewed and approved by our institutional review
board (ethics review ID: H31-013).

3.4.3 Measurement

Conversation Logs
All of the participants’ conversations with the chatbot were recorded, and because all

groups answered both journaling questions and sensitive questions, I compared these two
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Informational Thoughts Feelings

Level 1 | All of my appearances from my parents, 1 think mental health problem is hard to be  Slight physical abusive from my high school teacher. I told to
treasuring them. (S1, G1) noticed (520, G2) my parents...(S12, GI1)

Level 2 | My height is not so tall. If I get fat, it will 1 felt anxious. All those grownup things I I was emotionally abused by my ex-boyfriend. Sometimes he
makes me looks like a little potato. (S19, G2) needed to face with by myself. (S5, G1) would ignore me for a week. 1 felt sorry for myself (S38, G3)

Level 3 | My height. Because I always the shortest one I hate not receiving the same amount of love I got sexual abuse from ex-boyfriend. He abused me because
in my class that means it’s difficult for me to I was hoping for, which make me felt he thought I was cheating on him. At that time I was scared
play ball games with other. (523, G2) worthless. (5§42, G3) and desperate (540, G3)

Figure 3.5: Sample participants’ responses to sensitive questions. The responses were coded
to different topics and levels of self-disclosure according to the framework proposed in [118].
Please refer to Appendix D for the definitions of each category.

types of conversation across all three participant groups. Prior research has indicated that
word count is positively associated with self-disclosure [83]. Hence, I utilized LIWC2015 [134]
to calculate the word length of the journaling and sensitive-questions chats. Additionally,
to investigate how chat style and time factors affected self-disclosure depth during sensitive-
question conversations, two raters were hired to code the data adapting the categories and
levels proposed by Barak and Gluck-Ofri[118]. After reaching agreement regarding the codes,
the raters independently coded all the answers to the journaling and sensitive questions the
chatbot had asked, compared their codes, and discussed possible revisions. This process
resulted in final inter-rater reliability of 88%. The examples are showed in Figure 3.5.

To analyze how different levels of chatbot’s self-disclosure influenced the participants’
responses (self-disclosure) to journaling and sensitive questions, I extracted their conversa-
tional logs and conducted mixed-model ANOVA to examine their word counts and observed
self-disclosure level (i.e., information, thoughts, or feelings) by question type (journaling,
sensitive). A Tukey HSD was then used for post-hoc analysis. Our analysis treated the
question as a random effect; experimental day and group as independent variables; and

word-count or categorized self-disclosure level as the dependent variable.

Interview

I drafted semi-structured interviews to collect qualitative data on the participants’ expe-
rience of conversing with the chatbot. Each interview commenced with a question about the
participant’s daily practices of using the chatbot (e.g., ”Please briefly tell us how you used
this chatbot during the past three weeks”), followed by questions about their levels of enjoy-
ment and impressions of chatting with the chatbot. The follow-up questions were designed
to elicit how, if at all, their attitudes and impressions had changed over time. Furthermore,
to help us understand what factors contributed or blocked the participants from making

deep self-disclosures to the chatbot, I asked them to describe their feelings when answering
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sensitive questions; whether they felt concerned when answering highly sensitive questions;
and whether their feelings had changed as they continued talking with the chatbot over a
three-week period. I also asked them to reflect, based on their own experiences, on whether
they would like to discuss or share the same intimate topics with a person (e.g., a close friend
or parent), and asked them if they felt that the chatbot influenced the responses they gave
it, and if so, how. Lastly, I asked them to reflect on whether talking with the chatbot every
day provided them with any new insights into their daily lives.

I adopted thematic content analysis to interview data, which involves iteratively review-
ing and labeling the responses with emerging codes, and two raters independently coded
all responses. The raters’ coding results were then compared, and possible revisions were
discussed. The cycle was repeated until the coding scheme was deemed satisfactory by both

raters.

Survey

Three constructs - trust [135], intimacy [136], and enjoyment [88, 137] - were measured
through the same survey twice: after the first and third week of using the chatbot. I measured
trust because it is crucial to an individual’s decisions about whether he/she should share
personal information with others, regardless of whether those others are humans or machines.
Intimacy is often generated by mutual self-disclosure behavior, and hence, I measured this
construct to see if/how intimacy between each user and the chatbot evolved over time. And
finally, because enjoyment is vital to whether users continue using systems, I measured our
participants’ enjoyment of their conversations with three different conversational styles. All
20 measurement items for the three constructs were adapted from prior literature [88, 135,
136], and all were responded to via the same seven-point Likert scale (ranging from 1 =
strongly disagree to 7 = strongly agree).

I conducted repeated-measures ANOVA to examine whether participants felt a stronger
bond with a more self-disclosing chatbot over time (H2). The dependent variable was the
self-reported score for each construct (enjoyment, trust, and intimacy), while the two factors
were group (ND, LD, HD) and time (1st week vs. 3rd week). Mauchly’s test was used to

verify that the assumption of sphericity was not violated.

3.5 RESULTS

3.5.1 Self-Disclosure in Journaling Session (H1)

All participants were asked about their emotions and daily activities on every day.
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Although I re-phrased those questions each time they were asked, the main goal was the
same.

Information and Thoughts: Neither chat style nor time significantly affected how the
participants disclosed their journaling content and thoughts to the chatbot. The average
levels of informational self-disclosure across all journaling responses were M = 2, SD = 1.09
for ND, M = 2.04, SD = 1.10 for LD, and M = 2.1, SD = 1.13 for HD. The average self-
disclosure levels for thoughts were M = 1.59, SD = 0.85 for ND, M = 1.4, SD = 0.6 for LD,
and M = 1.62, SD = 0.89 for HD.

Feelings: There was no significant effect of group on self-disclosure of feelings. However,
there was a significant effect of experiment day on such self-disclosure (F = 8.29, p < .0001)
(RQ2). Post-hoc analysis showed that the level of disclosure of feelings on days 2-6 was
significantly higher than on days 14, 16, 17, 18 and 20.

Word Count: The main effect of experiment day on word count was found to be significant
(F = 7.89, p < .0001) (RQ2), meaning that there were some days on which average word
counts were significantly different than on others. In addition, the main effect of group, F
= 50.16, p < .0001, indicated that the three groups’ mean word counts differed significantly
from each other. Post-hoc analyses indicated that HD’s word count was significantly higher
than ND’s (p < .001), as was LD’s (p < .001). LD’s and HD’s word counts, however, did not
differ significantly from each other at any point in the experiment, and interaction effects
were also non-significant.

LD and HD had similar journaling word counts to one another, but both were larger than
those of ND. There was a main effect of experimental day (RQ2), and in the first 10 days, the
participants wrote longer journaling responses than they did thereafter. Among the various

types of self-disclosure, only self-disclosure of feelings similarly decreased over time.

3.5.2  Self-Disclosure in Sensitive Questions Session (H1)

Because the chatbot asked each participant two sensitive questions every other day, a total
of 20 different sensitive questions were asked of each person.

Information: There was no significant effect of any factor; i.e., neither chat style nor the
passage of time meaningfully impacted how the participants disclosed information to any
version of the chatbot. The group averages of informational self-disclosure across all sensitive
questions were M = 1.42, SD = 0.57 for ND, M = 1.56, SD = 0.63 for LD, and M = 1.65,
SD = 0.67 for HD.

Thoughts: In this category, there was a significant interaction effect of experimental day
and group (F = 2.05, p < .05) (RQ1 & 2), despite the separate effects of both its components
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Feelings Thoughts
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Figure 3.6: The average self-disclosure level of different groups over time. They show the
average levels of self-disclosure for Thoughts & Feelings across the 20 days. In the first
week, the self-disclosure levels were similar among the three groups; the difference increased
around day 9, with HD being the highest and ND being the lowest to disclose their thoughts.

being non-significant. Figure 3.6 (right) shows the average levels of self-disclosure of thoughts
across 20 days. In the first week, this type of self-disclosure was of a similar level among
all three groups, but inter-group differences strengthened beginning on Day 9. Although
these differences were non-significant, it should be noted that the general shape of thought-
disclosure levels was HD > LD > ND.

Feelings: There was also a significant interaction effect of experiment day and group on
the self-disclosure of feelings (F = 2.14, p < .05) (RQ1 & RQ2), but no significant effect of
day alone. Regarding the significant effect of group (F = 2.9, p < .05), post-hoc analysis
showed that the members of both LD and HD self-disclosed significantly more about their
feelings than ND members did (p < .05), but that the difference between LD and HD in
this context was non-significant. Figure 3.6 (left), which illustrates the above-mentioned
interaction effect of day and group, also shows that inter-group differences widened after
day 11.

Word Count: There was a significant main effect of group on word count (F = 44.02, p <
.0001), indicating that the mean word count of each group was significantly different from
that of both the others. Post-hoc analyses indicated that HD’s word count was significantly
higher than both ND’s (p < .001) and LD’s (p < .01), while LD’s was also significantly
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higher than ND’s (p < .01). Interaction effects of group were non-significant, as was the
main effect of experimental day.

In summary, comparison of LD and HD suggests that different chatting styles can influence
the lengths of users’ responses to the same sensitive questions. In addition, ND members
interacted less with the chatbot than others did, and their word counts were also significantly
lower. Thus, I can infer that the specifics of social interaction between a chatbot and its
users can affect self-disclosure length. Additionally, length of use (as measured by experiment
day) and chatbot variant both might influence the participants’ willingness to disclose their

thoughts and feelings to a chatbot.

3.5.3 Subjective Experiences of Conversation Styles (RQ1)

To understand the differences among the chatting styles, our interviews mainly focused on

how our three conversation designs influenced the participants’ experience and responses.

Perception of Interacting with the Chatbot

Most of the participants indicated that they were generally satisfied with the chatbot,
treating it as a listener. However, despite all three groups being told that the chatbot
represented a counselor from their local area, sharp inter-group differences emerged in how
they perceived its persona.

Group 1 (ND): Most of the participants in this group felt they were talking with a
stranger, because the chatbot did not give them any feedback, and the conversational topics
were quite similar every day. In addition, because the chatbot mostly kept prompting users
to answer questions, and was not especially interactive, they reported that it did not respect
them and/or that it did not really try to understand what they were saying. So, although
none of them actually broke off use of the chatbot, they felt they could not build up a
relationship with it. Consequently, they tended to disclose less to it than the other two
groups did. As two participant explained:

"1 felt the chatbot did not understand what I said because it just asked me a
question and moved to the next one. I felt the chatbot was a little impolite.”
(S15, ND)

"Talking to this chatbot was like answering a survey every day. So, I sometimes

felt annoyed when answering similar questions every day.” (S7, ND)

Group 2 (LD): Most of the LD participants indicated that using the chatbot was like

talking with a counselor, because of how the conversation proceeded from shallow-level small
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talk to deep-level sensitive questioning. This impression of the chatbot did indeed increase
their motivation to answer those sensitive questions in detail, which echoes our quantitative

findings regarding word counts and depth of self-disclosure. As one LD participant noted,

”This chatbot is like a psychiatrist. Somebody is behind the bot and giving him
psychiatrist characteristics. So, an Al bot quite like a counselor, even if he is a
bit stupid.” (S28, LD)

Group 3 (HD): Most of the subjects in this group also thought the chatbot was similar
to a counselor. Some further indicated that, because the chatbot also shared its own opinions
and thoughts on some questions, they felt they were genuinely exchanging information with
it, making them feel responsible to answer its questions in detail. Through the process,
participants seemed to have felt that they have developed a stronger relationship with the

chatbot. As two participants commented:

"The chatbot sometimes shared its own experience and thoughts when asking
me a question. Its answers also included details and thoughts, so I felt it was my

responsibility to answer its questions seriously.” (S41, HD)

"1 felt I should answer the chatbot’s questions in detail because I expected it to
give feedback. Sometimes I would look forward to seeing the chatbot’s opinions

on my answers to its questions.” (S39, HD)

Meanwhile, two HD participants expected the chatbot to give feedback on their disclosure.
However, the chatbot did not have the function to respond to users’ responses, which might

deter users’ motivation to disclose more. As one stated,

"1 expected to get some advice from the chatbot, but it didn’t. I was a little
disappointed because I felt the chatbot did not care what I shared.” (S44, HD)

Experience of Answering Sensitive Questions
Although our three participant groups had different self-disclosure performances, as shown
above, their thoughts when disclosing sensitive topics to the chatbot were quite similar.
Shy about Answering Questions: Many specifically indicated that they could talk

freely with it because they did not feel embarrassed to share their answers with a chatbot.

"If it were a human, I wouldn’t want to share everything, and I would feel
embarrassed. But a chatbot is not a human, so I can talk about these things.”
(S2, ND)
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"With humans, I need to think about my words. I need to think about what
words are suitable. With the chatbot, I could say things straight away. I didn’t
feel shy when talking to the chatbot because it’s not a human.” (526, LD)

Reaction of the Conversational Partner: Some participants further compared the
experience of chatting with the chatbot to talking with someone anonymously online. With
the chatbot, they felt they did not need to worry about its reactions. Interestingly, some
participants noted that, even if they had been talking anonymously to another person who
was likewise anonymous, they would still worry about that person’s reaction or judgment.
Such feedback strongly highlighted the benefits of using chatbots to encourage users’ self-

disclosure. One participants called it,

?[v]ery different from talking to a human. If the human is an online anonymous
person, I would still feel that I should care about the feelings of the person who
is talking with me. Even if I don’t know this person, I should think about that
person. But I don’t have to care about the chatbot. I can just talk about myself
and focus on how I feel. With a real human, I really care about the person’s
reaction, and how it will affect me.” (S38, HD)

Another said:

”1 can say anything to the chatbot. If I'm texting with an anonymous online per-
son, I still cannot disclose everything. I would think about the person’s feelings
and how s/he would react.” (S32, LD)

Several participants (S4, S18, S31, S36, and S37) specifically indicated that, although
they had known that researchers might review their responses, they still felt comfortable

self-disclosing. For instance:

"The chatbot once asked me about a sexual relationship. I think I was able to
respond to this question because it was a chatbot. If it were a real human, I
wouldn’t be able to respond to this question. Because chatbot is not a human, I
don’t feel embarrassed. I know that there is a research team behind the chatbot,

but I'm facing only the chatbot when giving my answers, and feel safe doing so.”
(S31, LD)

3.5.4 Bond with the Chatbot (H2)

By examining the perceived intimacy and enjoyment of conversing with the chatbot over

time, I found chatbot’s self-disclosure significantly affected the users’ bond with the chatbot.
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Enjoyment: There was a significant main effect of group on enjoyment (F = 23.46, p <
.0001). That is, at the end of the first week, mean self-reported enjoyment scores were similar
across all three groups (ND: M = 4.8, SD = 1.16, LD: M = 4.5, SD = 1.13, and HD: M =
4.9, SD = 1.34). There was also an important inter-group difference at this time-point, with
HD reporting significantly higher enjoyment than ND (p < .05); and a significantly positive
within-group main effect of time (F = 13.4, p < .01), almost all of it driven by increasing
enjoyment levels among HD members (F = 4.68 and p < .01). LD’s mean enjoyment level
also increased, but not significantly, while ND’s was virtually unchanged.

Trust: In the trust level, there was again a significant effect of group (F = 6.05, p < .01).
LD (F = 3.98, P < .05) and HD (F = 4.08, P < .05) both reported significantly more trust
than ND. Though all three groups posted increases in trust (ND: M = 4.8 -> 5.31, LD: M
= 5.6 -> 6, and HD: M = 6 -> 6.3), such changes over time were not statistically significant
within any group.

Intimacy: There were also main effects of both group membership (F = 19.7, p < .0001)
and time-point (F = 9.4 and p <.01) on self-reported intimacy levels. All three groups had
very similar levels of intimacy with the chatbot as of the end of the first week (ND: M =
443, SD = 0.98, LD: M = 4.38, SD = 0.77, and HD: M = 4.93, SD = 1.10). At the end of
the third week, however, HD’s level was significantly higher than ND’s third-week level (F
= 4.8, p < .01) and its own first-week level (M = 5.87, p < .05). Though the mean values
of intimacy for ND (M = 4.75) and LD (M = 5.13) also increased during the same period,
such changes over time were not significant.

Among the above results, the most surprising one is that trust level did not significantly
increase for any group over time, and the small-talk condition resulted in the highest trust

level.

3.5.5 Sustained Interactions with Chatbots (RQ2)

Overall, I found that participants’ self-disclosure behavior was affected while chatting with
the chatbots for three weeks, although it had some differential effects across the three groups.
Group 1 (LD): Many of the ND participants felt interested in the beginning, but became
bored because they talked about similar topics with the chatbot each day. Although the
chatbot also asked them sensitive questions, their conversation with the chatbot was in
general a one-way street. Thus, lack of interactivity also helped drive the gradual decline in

user interest. As two participants explained:

"In the beginning, I enjoyed talking to the chatbot because it was new to me.
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But gradually, it became less enjoyable. It asked about my feelings, emotion, and
mood every day. I don’t like being asked the same questions again and again.”
(S13, ND)

However, some ND participants expressed a different perspective about chatting with the
chatbot. Instead of feeling bored due to its relative lack of interactivity, they valued it for the
chance it gave them to answer intimate questions and to recall their moods and experiences,
because reflecting on those questions could help them better understand themselves and deal

with their own mental well-being. As one interviewee from this group mentioned:

”Thinking about these things is interesting. Reflecting back about these tough
things reminds me of my past experiences and bad emotions back then, and I
realize that I have become stronger than before. I discover myself by comparing

my past to my present.” (S8, ND)

Groups 2 (LD) and Group 3 (HD): The participants in LD and HD had similar
experiences with the chatbot, which differed across these two groups only in terms of its
deeper self-disclosure responses. Most of these users indicated that they felt more intimate
with the chatbot over time, and specifically mentioned that when they discussed deeper

topics, they felt comfortable about giving it their answers. One noted:

7 At the beginning of the study, I just wanted to finish the chatting task. But
after talking with this chatbot for a week, I became more willing to talk to it,
especially when I chatted about some sensitive topics, which were not the kinds
of things you could talk about with a stranger.” (S18, LD)

In LD specifically, a few participants felt that, when the chatbot answered their questions,
its responses were general and superficial, which made them feel it lacked personality. This

feeling appeared to lower their motivation to use the chatbot. One participant said:

”Sometimes I feel awkward because the chatbot cannot give me proper feedback.
It only gave me some general responses or information you could find on the
Internet and then changed the topic, which made me feel like I had said something
awful or boring.” (523, LD)

In HD, some participants expressed stronger feelings that they made headway in their
relationships with the chatbot, and came to better understand its background over time,

because its self-disclosures consistently reflected a particular personality I had given it. These
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participants started to feel that talking with this variant of the chatbot might really bring
some benefits to their lives, and some specifically indicated that they would like to keep

using it or something similar after the experiment ended.

"Two weeks ago when I started talking with the chatbot, I felt that I was talking
to a robot. But as I chatted more, I felt more intimate with him and knew him

better. So, now I'd like to share things with the chatbot over the long term.”
(541, HD)

3.6 DISCUSSION

3.6.1 Depth of Self-disclosure

With regard to RQ1, on how the chatbot’s conversational styles influenced users’ self-
disclosure behavior, I found differential impacts depending on whether the users were re-
sponding to sensitive questions or journaling prompts. For the former, HD members wrote
longer narratives than ND or LD members, and described more feelings than ND members.
These results are roughly in line with previous research [4, 51], which indicated that com-
puter agents’ self-disclosure could facilitate their users’ self-disclosure. Our findings extend
the prior literature by showing that the chatbot’s level of disclosure mattered - users who
conversed with chatbots with a high level of disclosure engaged in deeper self-disclosure. It
should also be noted that, in the case of HD, our chatbot only engaged in self-disclosure
during a small-talk task, meaning that these users did not receive any chatbot self-disclosure
while answering sensitive questions; and therefore, allowing future chatbots to self-disclose
during a wider range of conversational tasks might yield different results. This finding im-
plies that HD users engaging in conversation lead to high self disclosure when answering
sensitive questions.

Interestingly, in the case of the journaling task, LD and HD members produced longer
narratives, but the categories and levels of self-disclosure barely varied across the three
groups. This suggests that chatbots’ conversational styles may have a stronger effect in the
context of sensitive questions than during other methods of eliciting users’ self-disclosure.
There are two other possible reasons for this, both relating to our experiment’s design. First,
journaling was always the first chatting task; thus, users might not have been fully focused
yet when chatting about journaling, and by the time their focus had increased to its final
level, the journaling component had ended. Second, the conversational design for journaling

in this experiment was to record each participant’s emotions, emotional responses to events,
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stress, and so forth, which could have made it hard for some of them to reach deeper levels of
self-disclosure, due to the simplicity and directness of the questions asked. Therefore, future
research may try different types of journaling tasks, such as gratitude journaling [138], to

explore these and other potential question-type effects.

3.6.2 Effect of Time

With regard to RQ2, on how the chatbot’s conversational styles affected people’ self-
disclosure behavior over time, our results suggest that time was a clear influence on both
users’ self-disclosure behavior and experience.

In the case of sensitive questions, I found that there were interaction effects of experiment
day and group on the disclosure of both thoughts and feelings. Figure 3.6 shows that increases
in such disclosures rose the most among HD members, and the least among ND members.
In response to any given question, also, HD’s users tended to disclose more feelings and
thoughts as time went by than ND’s did: a finding supported by our interview results. HD
members also perceived significantly stronger intimacy over time, which implies that a higher
level of chatbot’s self-disclosure could gradually increase users’ intimacy with a chatbot.
This finding is in line with previous research findings [45] that mutual self-disclosure could
improve human dyads’ intimacy levels. Furthermore, in interviews, HD members seemed
more willing to keep interacting with the chatbot for longer because they felt closer to it
than their ND and LD counterparts did. This observation appears to echo Lee et al.’s [11]
findings that some individuals’ exhibited signs of attachment to their chatbot after two weeks
of exchanging history with it. Therefore, these results demonstrate the importance of time,
not only to humans’ self-disclosure, but to the building of relationships between humans and
chatbots.

In the case of journaling, longer periods of interaction with the chatbot decreased users’
self-disclosure, both in terms of narrative length and, in the third week, the self-disclosure
of feelings. As discussed above, the chatbot’s conversational styles appear to have had less
marked effects on users’ self-disclosure in the journaling condition; however, I still found
that HD and LD wrote longer responses than ND, which might be explained by the norm
of reciprocity [118], and by the fact LD and HD members were more familiar with their
chatbot variants’ conversational styles than ND’s were by the same time point. Two addi-
tional phenomena might explain the observed decreases in self-disclosure of feelings during
journaling. First, as prior studies [139, 140] mentioned, self-reflection could help people
strengthen their emotional intelligence, so users who reflected on their emotions every day

via the journaling chat might gradually change in terms of how they reflected on emotional
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events, and thus reflected increasingly rationally before answering the chatbot’s questions.
Indeed, from our interview results, I can see that the participants appreciated the chatbot’s
encouragement of their reflections on their mental status. Second, by the latter part of the
experiment, the participants may simply have said all they had to say about their past and
current emotions, so [ may have been observing conversations about them naturally "tailing

off” to avoid repetition.

3.6.3 Design Implications

Designs for Self-disclosure and Mental Health

Our findings indicate that users’ self-disclosure behavior can be influenced by chatbots’
conversational styles, but that it might also depend on expectations of the type of conver-
sation that they will have. Therefore, if chatbot conversations include sensitive questions,
their conversational designs should consider incorporating self-disclosure by the chatbot, to
signal users that a certain type of conversation is in progress and, more specifically, that
their own self-disclosure will be welcomed. Conversely, if the chatbot is aiming to collect
some relatively non-sensitive information (e.g., journaling) [128], its conversational design
could incorporate general small talk.

Our results also imply an influence of the passage of time on chatbot users’ self-disclosure
behavior, in the case of both sensitive questions and journaling prompts. Moreover, based on
users’ feedback, their intimacy levels and relationship closeness with the chatbot increased
or decreased over time depending on which conversational styles were in play. Therefore, our
findings extend prior ones [4], that chatbots self-disclosing in a human-like way can convince
users to continue answering highly sensitive questions.

Our findings might be applied to the design of mental health care systems that aim
to track users’ emotions and deeply personal information [55, 138] to assist counselors in
understanding their clients efficiently. Prior studies has also shown the importance of deep
self-disclosure in the context of mental health [3, 141]. By integrating machine learning
that assess users’ self-disclosure content [68, 117], future chatbots could be more efficiently
used to advise users to practice coping mental well-being. However, ethical questions - for
instance, whether the information collected by a chatbot should be directly shared with a
third party without giving users the chance to modify it, if the users’ trust in a chatbot
could be transfer to a third party (e.g., counselors), as well as the amount of user time
such systems may require, are important considerations that will have to be discussed in the

future.
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Listen to Me, Do Not Judge

Previous work has suggested that anonymity is a key to encouraging people to self-disclose.
For instance, some online platforms such as Reddit allow users to post messages anony-
mously; this has facilitated the formation of virtual communities in which people freely
self-disclose their stress, depression, and anxiety [68] in ways that can help them maintain
their mental well-being.

Interestingly, our interview results indicate that when answering the chatbot’s sensitive
questions, our participants felt comfortable engaging in self-disclosure because they felt
it would not be judgmental about their answers. Some also mentioned that even when
chatting anonymously online, they worried about their human interlocutors’ reactions and
judgments. Thus, in addition to anonymity, the avoidance of reaction or judgement in real-
time conversations may be a useful way of promoting self-disclosure. However, while users
may not want or need chatbots to respond to their answers immediately, this should not be
taken to rule out simple chatbot reactions such as active listening [142], since in our data,

too little interactivity led ND members to feel that the chatbot was disrespectful.

3.7 LIMITATIONS

This study has some limitations. First, I did not compare the dropout rate for their daily
chatting tasks. Our chatbot automatically sent a reminder to participants if the participant
missed two daily tasks, and I encouraged them to finish tasks every day, thus, these instruc-
tions might leave a strong impression for the participants to finish the chatting task. In
general, only about zero to two participants missed the task per day.

Second, in this study, I did not mean to include participants who had severe mental issues,
because our sensitive questions included some questions asking them to recall failures and
depressing moments which might have some unpredicted effects for them. Including people
with mental illness could be helpful for us to know if the designs could be used to help
improve mental well-being. The contributions are also worth considering in future work.

Third, according to the SPT [44], intimacy and trust may be built over time, thus, I
included both constructs in the study. There are other constructs that could be measured
[141], but our measurements are not meant to be exhaustive.

Fourth, I conducted this study in a Asia country, and some studies [143, 144] indicted the
North America countries’ students might have higher self-disclosure than Asia countries’ stu-
dents when being asked the same questions regardless of relationship types [145]. Thus, the
impact of my chatbot designs might be different if conducting in different cultural contexts.

This is an interesting research topic for future research.
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Finally, the chatbot was built based on a counselor’s personality and experience to give a
rationality for the reasons why the chatbot was asking their emotional and sensitive ques-
tions. This design can also allow us to give chatbot’s self-disclosure from a human’s perspec-
tive. However, the chatbot’s self-disclosure content may have an effect. Future work should

consider involving more role’s personality to explore the potential effect for self-disclosure.

3.8 CONCLUSION

In this study, I conducted a three-week study to investigate how self-disclosure of chatbots
affects users’ self-disclosure behavior. Both conversation styles and the time elapsed since
the start of the experiment influenced users’ subjective experiences of using the chatbot
and their objective self-disclosure behavior. In general, the chatbot that made its own self-
disclosures performed better at facilitating its users’ self-disclosures in response to sensitive
questions, successfully encouraging users to provide longer responses and express deeper
thoughts and feelings on sensitive topics. However, this effect might only be applicable to
sensitive questions, insofar as in the case of journaling, answer length decreased and fewer

feelings were disclosed as time went by.

3.9 APPENDIX

3.9.1 Appendix A - Trust Survey

e [ have faith in what the chatbot is telling me.

The chatbot provides with me unbiased and accurate information.

The chatbot is honest.

The chatbot is trustworthy

The chatbot wants to know and understand my needs and preferences.

The chatbot wants to remember my interests.

I believe that the chatbot provides a reliable service.

I can trust the chatbot with my personal information.

I can trust the information provided by the chatbot.
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3.9.2 Appendix B - Intimacy Survey

I feel close to the chatbot.

I feel that the chatbot is my close friend.

I feel emotionally close to the chatbot.

I think the chatbot will affect my selection of media contents.

The chatbot uses supportive statements to build favor with me.

I developed a sense of familiarity with the chatbot.

3.9.3 Appendix C - Enjoyment Survey

It is fun and enjoyable to share a conversation with the chatbot.

I am so absorbed in the conversation with the chatbot.

The conversation with the chatbot is exciting.

My attention was focused on the activity.

Services provided by the chatbot are entertaining.

3.9.4 Appendix D - Definitions of Three Levels of Self-disclosure Categories

These definitions are from Barak and Gluck-Ofri’s research [118].

Information:

e L1: Statements that provide general or routine information only, without any personal

reference
e [.2: Statements providing general information about the writer

e [3: Statements revealing personal information that exposes self or people close to the

writer, such as descriptions of physical appearance and behavior
Thoughts:

e L1: No indication of any thoughts or ideas on any subject that refer to the writer

personally; expressing of general ideas only
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e [2: Statements expressing the writer’s personal thoughts on past events or future plans

e [3: Statements expressing thoughts relating to the writer’s personal characteristics,

physical appearance, health, or intimate and wishful ideas
Feelings:
e L1: No expressing of feelings at all

e [.2: Expressing some mild feelings, such as confusion or inconvenience; expressing

ordinary concerns, frustrations, or minor deficiency

e [.3: Expressions of deep feelings, including humiliation, agony, anxiety, depression,

fears, pain, and so on
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CHAPTER 4: USERS’ SELF-DISCLOSURE WITH A CHATBOT IN
DIFFERENT SOCIAL CONTEXTS

4.1 INTRODUCTION

Chatbots demonstrate the potential for improving people’s mental well-being by elicit-
ing their self-disclosure [2, 3, 4]. Indeed, research has shown that people tend to disclose
symptoms of depression more truthfully when talking to a chatbot than when talking to a
human interviewer. For example, Lucas et al. found that the anonymous feature of chatbots
encouraged self-disclosure [3]; Ravichander et al. found that reciprocity occurred in human-
chatbot interactions, i.e., a chatbot’s self-disclosure encouraged people’s self-disclosure [4].
As T presented the findings in the prior Chapter, my study showed that people revealed
deeper thoughts and more feelings on sensitive topics (e.g., social and sexual relationships,
experiences of failure, causes of stress and anxiety) with a high self-disclosing chatbot over
time than with chatbots that either did not self-disclose or disclosed less with people.

However, most of the chatbot works focus on human-Al interactions. Little is known about
how people self-disclose to mental health professionals (MHP) through chatbots. In order to
explore the potential of using chatbots for mental health, it is also important to understand
whether people have different self-disclosure behavior with a chatbot alone than with a MHP
through a chatbot. In fact, extensive research has studied self-disclosure through online and
social platforms, e.g., [3, 117]. For example, in online communities such as Reddit, people
disclose their stress, depression, and anxiety anonymously [68, 118]; on Instagram, people
express their negative emotions to seek social support from their friends [71]. But they are
often discussed in the context of one to many of one’s peers in a reciprocal manner, e.g.,
(72, 74].

In this case, self-disclosing to a MHP through a chatbot involves different social dynamics;
instead of one to many of their peers, the interactions between human and domain experts
through such an Al technology is still under-studied. This is an important problem because
understandings of how and to what extent people self-disclose to domain experts through
Als are critical for designing Human-in-the-loop Artificial Intelligence (HIT-AI) systems [7],

e.g., that people’s self-disclosed content is interpreted appropriately by the domain experts.

4.2 RESEARCH QUESTIONS

In this chapter, I designed, implemented and evaluated a chatbot that served as a medi-

ator to facilitate people’s self-disclosure to a mental health professional (MHP). In addi-
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tion to understanding how people disclose to MHPs through chatbots, I compared different
designs of conversational styles, varying in the level of self-disclosure, i.e., chatbots with
high-level/low-level /no self-disclosure, to explore the effective design in soliciting deep self-
disclosure after introducing an MHP. More specifically, this study invited 47 participants and
randomly assigned them to three groups, each group using one chatting style. I measured the
depth of participants’ self-disclosure behavior before and after the request of disclosing to an
MHP. I conducted two rounds of surveys and an exit interview to understand participants’
rationale of their self-disclosing behavior. Participants’ feedback helped me understand their
trust in the chatbot and in the MHP, which further provided us with an empirical under-
standing of both the positive and negative impacts on participants’ self-disclosing to the
MHP through different chatbot designs.

This chapter addresses four main research questions:

e RQ1: Do people self-disclose to a medical professional through a chatbot differently

from self-disclosing with a chatbot alone?

e RQ2: What is an effective chatbot design as a mediator for eliciting self-disclosure to

a medical professional?

e RQ3: How do people self-disclose to a medical health professional (MHP) through a
chatbot?

e RQ4: What factors contribute to people’ self-disclosing behavior to the MHP through
a chatbot?

4.3 METHOD

4.3.1 Chatbot Design and Implementation!

Figure 6.3 shows the chatbot interface of our study. Participants can freely type their
responses to the chatbot. Since the chatbot interface is similar to regular messenger ap-
plications on the market, the participants learned how to use the chatbot interface easily.
For our chatbot’s appearance, I adopted a neutral handshaking figure. I did not assign a
specific gender or a specific appearance to avoid participants from having bias based on its

appearance.

!Please refer Chapter 3.3 for more implementation details.
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rnenus vwe riave viiaucu

about a week. Please I think so

click "Start"
| believe most of people

Start @ have experienced
sleeplessness sometimes.
Could you think about
what made you
sleeplessness last time?

Because | was nervous for a
upcoming exam

| Hi
How are you today? (You
could refer the new list) QWEWRTYU I OFP

| feel good today~ Al kst iB1 RER KGR NN BN i | L

Figure 4.1: Chatbot Interface: the chatbot allowed users to give free-text replies. The
chatbot sent some terms or emojis to the users to encourage them to use the right term to
express their mood in the Journaling session.

Our chatbot was built using Manychat? and Google Dialogflow.? Manychat enabled us
to monitor multiple participants during the study - whether participants had completed the
chatting tasks and to issue reminders where necessary. These daily chatting tasks, which
included predefined questions and responses, allowed us greater control of the experimental
conditions than would have been possible otherwise. The purpose of incorporating Dialogflow
was to increase the naturalness of their conversations. By using natural language processing
(NLP), Dialogflow enabled the chatbot to give plausible responses to a wide range of ques-
tions asked by the participants, such as "How are you today?”. If a participant said "I feel
stressed today,” the chatbot’s response might include a follow-up question such as, ”Could
you let me know why you feel stressed?” in addition to its main reply. Furthermore, when
participants asked questions that the chatbot did not ”expect” and/or could not answer,
e.g., regarding human characteristics such as schooling or diet, Dialogflow helped process
these questions, either by providing simple, naturalistic answers or requests to rephrase the
question or refocus on the task at hand. If it detected that a participant got stuck three
times within the same chat, the chatbot changed the subject of conversation. Overall, the
flexibility of Dialogflow provided a lot of freedom to the participants - few restrictions were

placed on how our participants should respond to the chatbot.

Zhttps://manychat.com
3https://dialogflow.com
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Participants were asked to complete a chatting task every day for four weeks, each task
taking about seven to 10 minutes. If a participant did not finish the daily chatting task by
the end of the day (12 pm), the chatbot automatically terminated the task for that day.

Chatting Tasks

As illustrated in Figure 4.2, the chatting task was composed of a few sub-tasks. In the first
three weeks of the experiment before the introduction of a MHP, the chatting task started
with Journaling, Small-talk and finally Sensitive question. Participants in ND did not have
small-talk, but all the other participants (LD and HD) followed this conversational flow. I
designed this conversation flow by considering the nature of conversation flow, which usually
starts with a greeting and then goes to in-depth conversation. Note that this conversational
flow also reflects the existing chatbot design for mental health care. Hence, our chatbot
always started by greeting the participants, asking them to share their mood, and helping
note their daily events. Then, the chatbot guided the participants to small-talk, which was
the treatment of this study, and the conversation gradually moved to sensitive questions.
After finishing the sensitive questions, the chatbot wrapped up the conversation. After the
introduction of a MHP, the Sensitive questions component was replaced with reviewing prior
responses to share with the MHP. Below, I explain the two sessions for collecting participants’
self-disclosure (i.e., Journaling and Sensitive question sessions) in further detail.

Journaling Session. Many studies in mental healthcare have indicated that journaling
has various benefits such as understanding one’s own mood cycle. However, it is also well-
known that journaling is not easy to maintain [146, 147]. In part, then, our research was
intended to examine whether chatbots could help address such issues. Besides, by asking
users about their mood and reasons for their mood every day, I intended to keep participants
aware that the chatbot was focusing on healthcare and not random chit-chatting.

Accordingly, our chatbot in this condition prompted the participants to focus their journal-
ing on five topics: their mood, experiences, gratitude, stress, and anxiety. Specifically, after
an opening greeting, it asked the participant to summarize his/her mood and its causes (e.g.,
”Could you let me know what happened to make you feel this way?”). After any necessary
follow-up questions, the chatbot would continue by asking three to five journaling-relevant
questions, such as about the cultivation of gratitude (an effective means of enhancing mental
health [128] and social relationships). In such cases, the chatbot primarily ”listened,” i.e.,
gave simple, general responses like "I hear you” and ”Okay,” or asked the participant to
elaborate. It should be pointed out that during this ”listening” mode, full understanding of
its human interlocutor’s statements was not essential.

Sensitive Questions Session. Sensitive questions were included to examine partici-
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Only with the Chatbot Sharing with MHP via the Chatbot
(Before Sharing) (After Sharing)
Group 1 Group 2 Group 3 Group 1 Group 2 Group 3

Chatbot’s Low/High] [Chatbot’s Low/High]

Self-Disclosure Self-Disclosure

vV V

Sensitive Questions

Revising Prior Answers &
Sharing Answers with MHP

Answers
To

Sensitive
Qs

Extract a user’s answers
for the sensitive questions

Save to database

Figure 4.2: Illustration of the study design. Standard questions are given to users during
two sessions, i.e., Journaling and Sensitive Questions. The chatbot does not self-disclose
and only gives general responses in these two sessions. During the Small Talk session, the
chatbot gives low self-disclosure to participants from Group 2 and high self-disclosure to
participants from Group 3).

pants’ willingness to disclose intimate details to our chatbot. The questions were adopted
from prior studies[50, 66, 131]. T selected questions which were common to college students’
mental-health problems, i.e., friendships, family, money, stress, anxiety, and depression [132].
Two sensitive questions were grouped and asked in the same session. However, the sensitive
questions session itself was not present everyday - it was present one out of every two days.
These gaps were intended to forestall the participants feeling overwhelmed by answering
sensitive questions every day. Asking them every day would also likely have lowered the
overall realism of chatbot interaction, given that few people are asked these types of ques-
tions very often or regularly. Importantly, all participants were informed of their right to
skip any question they felt uncomfortable answering. They were also informed that there is
no penalty for skipping the questions. As in the journaling task, the chatbot in this session

primarily ”listened” to the participants and did not offer any self-disclosures.

Chatting Styles

Our participants were divided into three groups, according to the levels of the chatbot’s
self-disclosure: i.e., No chatbot self-disclosure in Group 1 (ND), Low chatbot self-
disclosure in Group 2 (LD), and High chatbot self-disclosure in Group 3 (HD).

The chatbot’s self-disclosure was implemented in the small-talk session. This was mo-
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tivated by the finding that therapists’ self-disclosure had many positive effects on their
patients’ self-disclosure, e.g., enhancing positive expectations and motivation and strength-
ening the therapeutic bond [78].

To explore the effective chatbot design in soliciting user’s self-disclosure, two types of
dialogue were designed (Figure 4.2). The two types of dialogues were comprised of the same
conversational topics but had different levels of chatbot self-disclosure. Participants in LD
interacted with the chatbot with low level self-disclosure, and participants in HD interacted
with the high self-disclosure chatbot. The conversation topics for small-talk were adopted
from [130].

Figure 4.3 shows a sample chatbot self-disclosure dialogue. The chatbot’s self-disclosure
in HD included deep feelings, thoughts, and personal experiences in the past. For LD, in
contrast, the self-disclosure was both less frequent and less intense. Additionally, in its inter-
actions with HD, the chatbot sometimes mentioned the MHP’s name (i.e., Dr. Yamamoto)
as part of its personal experience in the past. This was to create an impression of the chat-
bot’s expertise in mental-health care and to increase the participants’ trust in the doctor
(MHP): for example, “Dr. Yamamoto is a really good model for me because I learned lots of
mental-health knowledge from him.”

I conducted a pilot study to test the validity of these conversational designs. 20 partic-
ipants (11 females) from a Midwest University were hired to rate the self-disclosure level
of the chatbot’s responses. High and low self-disclosure responses were generated from 60
small-talk topics and randomly shown to the participants. The participants were asked to
rate 60 chatbot self-disclosure responses based on the definition of self-disclosure levels pro-
vided in [118]. T finally combined their ratings and used pairwise t-test to see if the ratings
for high and low self-disclosure were significantly different, which is how I confirmed that
the manipulation was successful. For unsuccessful small-talk topics, I revised the chatbot

responses until the ratings between high and low self-disclosure were significantly different.

4.3.2 Recruitment and Participants

To reach our target group - Japan’s University students who have access to formal mental-
health counseling services - I used social media and the electronic bulletin board of a uni-
versity. In addition to student status and counseling access, the recruitment criteria were
that they: 1) are above age 18; 2) are able to read, write and speak fluent English; and 3)
that they scored lower than 13 on the Kessler Psychological Distress Scale (K6) [133], which
means that they do not have an urgent mental-health issue. At this advertising stage, I also

disclosed the duration of the study (four weeks), along with the participants’ right to drop
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CB: If you could only celebrate one holiday, what CB: When was the last time you went to the zoo?
would it be?
S22: thanksgiving! S30: Three month ago
Small talk |CB: | prefer to celebrate Christmas because itis a CB: | was 2 years ago. | went their with my classmates. |
(Group 2) |beautiful day. Everyone will decorate their house and  think everyone likes zoo, right?
prepare traditional foods for celebration.
S22: | like that because it always has big discount S30: No really, | am not a fan for that
CB: If you could only celebrate one holiday, what CB: When was the last time you went to the zoo?
would itbe?
Small talk |S43: It would be new year's eve S39: maybe 1 year ago
with Self- |CB: | prefer to celebrate Christmas because | always  CB: | was 2 years ago. | really enjoyed the time to
disclosure |gather with my friends and family which make me feel handout with my classmates. It was a pleasant memory.
(Group 3) |warm. | also enjoy to prepare food with my parents. How about you?
S43: Sounds nice! | also like to spend time with my S39: | like panda, they are so cute. Yes, | agree zoo is a
friends and family to celebrate holiday. good place to go with friends.

Figure 4.3: Sample Chatbot’s self-disclosure to LD and HD participants during small talk.
CB stands for chatbot.

out at any point, and each participant’s option to attend a follow-up interview.

19 male and 28 female participants were recruited via this process. Their age ranged
from 20 to 27 (M = 23). Two had experience receiving therapy in the past. However, no
participants had a particular mental illness nor had received psychotherapy at the point
of their recruitment. Our three groups of roughly equal size were balanced by K-6 score
(average K-score: ND M = 8.06, LD M = 8.47, and HD M = 8) and gender, as prior
research [133] suggested the potential impact of both mental status [52] and gender [53] on
self-disclosure. Eventually, ND comprised nine females and seven males, LD, nine females
and six males, and HD, 10 females and six males. Facebook Messenger was used to host
the chatbot, as all 47 participants already knew how to use it. When their four-week period
of interacting with the chatbot ended, every participant attended a face-to-face interview
lasting from 30 to 45 minutes. The participants were paid $185 USD for their participation.

The interviews were recorded and transcribed with their permission.

4.3.3 Procedure and Instructions to the Participants

In an initial face-to-face meeting, each participant was told about the study’s requirements,
and the chatbot was installed on his/her mobile phone or other device of their choice. In
the same meeting, all were notified of their above-mentioned right to refuse to answer any
question the chatbot asked them, and were re-notified that they could withdraw from the

experiment whenever they liked. This was followed by a 10-minute chatbot practice/famil-
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Bot: Hi (User First name), let’s review your previous answer together, and see if you’re willing
to share it with the doctor.

User: Okay

Bot: The question was: “Do you have a good relationship with your family?”

Bot: Your answer was: “We share everything with each other every day. My parents always
stand by me. My sister always gives me help when I need it. My family always support me and
warm my heart. My parents support my crazy plan that is to study for a PhD abroad. Therefore,
they came to Osaka with me to help me rent an apartment, get internet service, and sign many
documents for the city bureaucracy. That really helped me a lot. I think I am lucky to have such
nice parents.”

Bot: Would you like to edit your previous answer? If you do, we will only share your edited
version with the doctor.

User: No

Bot: Do you want to add more details?

Figure 4.4: Sample conversation

iarization session.

Experimental-group assignments were not discussed with the participants at any time, and
they were instructed not to discuss their respective chatbot interactions with one another
until after the experiment was finished. It was decided that if any participant completed
fewer than five of the seven daily tasks in any seven-day period, they would be asked why
by a member of the research team and were informed of this requirement in the meeting.

All the participants were told that they could access the chatbot at any time from 5 p.m.
to midnight. This time-window was selected to ensure that the participants interacted with
the chatbot every day in the evening, so that they had something to report about that day in
the journaling session, i.e., not recollected from a previous day. When a participant accessed
the chatbot before 5 p.m., the chatbot would provide only simple replies so that it would
not affect participants’ perceptions of the chatbot. The daily chatting task automatically
terminated at 12 am. The participants were informed that their conversations with the
chatbot would be recorded and shown to the research team.

During the first three weeks before the introduction of the MHP, participants’ conversa-
tions with the chatbot started with journaling, followed by small-talk for LD and HD, and
finished with sensitive questions (Figure 4.2). Note that sensitive questions were only asked

every other day.
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After three weeks of interacting with the chatbot, a MHP called Dr. Yamamoto was
introduced by the chatbot. Before this day, participants did not expect they would be asked
to share their responses with the doctor (MHP). By way of explaining the purpose of sharing
with the doctor, the chatbot said: ”From today, I are going to review your previous answers
together, and decide if you are willing to share it with Dr. Yamamoto. He is a psychiatrist
living in local area, who is a friendly and reliable person. If you share your data with him,
he can (1) gain a better understanding of the mental-health status of students; and (2) help
you to tmprove your own mental health issues, if assistance is required.”

After the introduction of the MHP, which lasted for a week, participats were asked to
review their prior response (2-3 questions per day) and check whether they are willing to
share their answers with the doctor (Figure 4.4). The participants were allowed to edit their
answers before sharing with the doctor. All participants were informed that it was optional
to share their data with the doctor, and they would not be penalized for not sharing their
answers.

Note that participants in all three groups received the same prompts and the same re-
sponses from the chatbot in the journaling and sensitive questions sessions. ND was the
control group, and I manipulated different self-disclosure levels within small talk sessions for
LD and HD.

In order to examine participants’ self-disclosure behavior before and after the introduction
of the MHP, I conducted two surveys: one was right before the introduction of the MHP,
and the other was one week after introducing the MHP. At the end of the study, they were
also invited to a face-to-face interview. This research was reviewed and approved by our

institutional review board.

Surveys

Both versions of the above-mentioned survey measured the construct of perceived trust
[135]. T measured trust because it is crucial to an individual’s decisions about whether
he/she should share personal information with others, regardless of whether those others
are humans or machines. Our measurement items for the construct were adapted from prior
literature [87, 88, 135, 148] and answered on the same seven-point Likert scale (7=strongly
agree, 1=strongly disagree). The survey was used to measure users’ perceived trust in the
chatbot and the doctor (MHP). For example, 1) The chatbot is trustworthy, 2) I can trust the
chatbot with my personal information, 3) The chatbot provides me with unbiased and accurate
feedback (response), and 4) I can trust the information provided by the chatbot. There are
nine items in this trust survey, and the ”chatbot” was changed to ”doctor” for measuring

users’ trust in the doctor. Participants were asked to fill out this survey two times, i.e., at
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the end of the third week and at the end of the fourth week. The difference between the two
survey administrations was that the second, i.e., the fourth-week one, included additional
questions intended to capture the participants’ trust in the doctor (MHP).

I conducted repeated-measures ANOVA to better understand the survey results, with the
dependent variable being self-reported trust, and the two factors being group membership
- i.e., of ND (No chatbot self-disclosure group), LD (Low chatbot self-disclosure group), or
HD (High chatbot self-disclosure group) - and Time, i.e., the third-week vs. fourth-week
survey. Mauchly’s test was used to verify that the assumption of sphericity was not violated

(Sig. > .05 ), and Greenhouse—Geisser correction was used to adjust for lack of sphericity.

Interview

The qualitative interviews were semi-structured and focused on the interviewees’ chatbot
experiences, including their daily practices of using it, how much they enjoyed doing so,
and their impressions of their chats. Follow-up questions covered if/how their attitudes and
impressions had changed since the start of the experiment.

To capture chat-topic-specific differences in how the interviewees responded, I asked them
about their feelings about each topic, including if they felt worried about answering highly
sensitive questions and whether they would have shared in the same way with a human being
they knew well, and again, changes over time in such feelings.

In addition, during the interview, I asked participants how they felt when the chatbot
started to ask them to review their previous answers and share with the doctor; how they
felt when they talked to a chatbot first and then shared the information with a human, and
how they felt when talking to a doctor directly; and which interaction they preferred. I also
asked their impression of the doctor; how they decided whether to share their information
with the doctor; if they trusted the doctor and why. I further asked them if they edited their
previous data when sharing with the doctor and why they did so. I adopted thematic content
analysis to interview data, which involves iteratively reviewing and labeling the responses
with emerging codes, and two raters independently coded all responses. The raters’ coding
results were then compared, and possible revisions were discussed. The cycle was repeated
until the coding scheme was deemed satisfactory by both raters, and inter-rater reliability
had reached a reasonable level (> 89%).

Conversation Logs
As full data for all three groups’ journaling and sensitive-question chats was available, I
compared it across all three. Also, with particular reference to sensitive-question conversa-

tions, I investigated how the depth of self-disclosure by the subjects was impacted by time
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factors and chat style, by having two raters code the data according to the three categories
proposed by Barak and Gluck-Ofri [118], i.e., information, thoughts, and feelings, each of
which is further subdivided into three levels, as shown in Figure 6.4. The information de-
fined as responses provide information of the writer, and the level depends on the privacy
of the information disclosed. The thoughts means that responses express the writer’s per-
sonal thoughts on events, appearance, and intimacy. The feelings indicates the expression
of different levels of feelings related to events, people, and behaviors. Note: the level 1 of
feelings was defined as ”No expressing of feelings at all.” Please refer [118] page 410. Two
raters were hired to code all data independently; the coding rules followed prior study’s def-
inition [118]. Each response was coded in three categories, which means that each response
had three category scores because each user response could involve the content of the three
categories. The raters practiced rating numerous users’ responses and discussed differences
until reaching a consensus before actually rating. A final inter-rater reliability of 91% was
achieved.

To analyze how different chatbots influenced the participants’ self-disclosure to journaling
and sensitive questions, I performed mixed-model ANOVA in this study. In addition, the
chatbot asked a given user two sensitive questions every other day, meaning that a total
of six different sensitive questions were asked of each participant in the third week. To
analyze how the three chatbot configurations associated with the three groups influenced
the participants’ responses (depth of self-disclosure) to journaling and sensitive questions, I
extracted their conversational logs and conducted mixed-model ANOVA on their observed
self-disclosure level (i.e., information, thoughts, or feelings) by question type, followed by
a Tukey HSD. Here, our analyses treated the question as a random effect; group as an

independent variable; and self-disclosure level as the dependent variable.

4.4 RESULTS

4.4.1 Maintaining the Same Level of Self-Disclosure After Sharing with the MPH (RQ1)

To understand if participants maintained the same level of self-disclosure after being asked
to share their content with a MHP, I conducted a within-subject comparison. More specif-
ically, for each participant, I compared the depth of Informational, Thoughts, and Feelings
content disclosed to the chatbot the week before they were asked to share and the content
they shared with the MHP in the following week. Overall, there was no significant difference

of self-disclosure between before and after participants’ sharing with the MPH.

50



Information Thoughts Feelings

Level 1 | All of my appearances from my parents. 1 think mental health problem is hard to be Slight physical abusive from my high school
(S1,G1) noticed (520, G2) teacher. I told to my parents. (S12, G1)

Level 2 | My height is not so tall. If I get fat, it will 1 felt anxious. All those grownup things I needed 1was emotionally abused by my ex-boyfriend.
makes me looks like a little potato. (S19, to face with by myself. (S5, G1) Sometimes he would ignore me for a week. I felt
G2) sorry for myself (S38, G3)

Level 3 | My height. Because I always the shortest I hate not receiving the same amount of love I I got sexual abuse from ex-boyfriend. He abused
one in my class that means it’s difficult for ~ was hoping for, which make me felt worthless. ~ me because he thought I was cheating on him. At
me to play ball games with other. (S23, (842, G3) that time I was scared and desperate (5S40, G3)

Figure 4.5: Sample participants’ responses to sensitive questions. The responses were coded
to different topics and levels of self-disclosure. Note: Level 1 of Feelings is defined as ”No
expressing of feelings at all” [118].

Self-Disclosure in the Journaling Session

In the journaling session, within each group, participants disclosed the same level of con-
tent. The average levels of Informational self-disclosure one-week before and after disclosing
to the MHP did not change significantly (Table 4.1 & 4.2). Similarly, the average self-
disclosure levels for Thoughts expressed in their journals did not change significantly before
and after introducing the MHP (Table 4.1 & 4.2). Nor did the average self-disclosure levels
for Feelings expressed in their journals change significantly before and after introducing the
MHP (Table 4.1 & 4.2).

Self-Disclosure during the Sensitive-Questions Session

I compared the participants’ responses to sensitive questions among the three groups the
week before and after sharing with the MHP. Since the participants were not asked any new
sensitive questions after being asked to share data with the MHP but were allowed to edit
their prior responses, I compared their responses before and after their edits.

The results show that, within each group, participants disclosed the same level of the
content in the sensitive-questions session. The average levels of Informational self-disclosure
one-week before and after disclosing to the MHP did not change significantly (Table 4.1 &
4.2). Similarly, the average self-disclosure levels for Thoughts expressed in their journals did
not change significantly before and after introducing the MHP (Table 4.1 & 4.2). Nor did
the average self-disclosure levels for Feelings expressed in their journals change significantly
before and after introducing the MHP (Table 4.1 & 4.2).

4.4.2  Effective Chatbot Designs in Eliciting Deep Self-Disclosure to the MHP (RQ2)

Even though the answers to RQ1 showed that there was no difference in participants’

self-disclosure before and after sharing with the MHP, comparing the self-disclosure content

51



Table 4.1: Self-disclosure Level : Before sharing with the MHP

BEFORE SHARING
Information Thoughts Feelings

Group 1 (Journaling) | M = 1.9, SD =.94 M = 1.56, SD =.95 M=14,SD=.5
Group 2 (Journaling) | M = 2.12, SD =1.08 M = 1.5, SD =.7 M = 1.52, SD =.5

Group 1 (Sensitive) M=154,SD=61 M=14,SD=.6 M = 1.56, SD =.58
Group 2 (Sensitive) M = 1.56, SD =.7 M=1.6,SD=.7 M = 2.2, SD =.45
Group 3 (Sensitive) | M = 1.63,SD =62 M =224, SD =53 M=23 SD=2.

(
(
Group 3 (Journaling) | M = 2.1, SD =1.09 M =159, SD =89 M =2.3,SD = .6
(
(
(

Table 4.2: Self-disclosure Level : After sharing with the MHP

AFTER SHARING

Information Thoughts Feelings

Group 1 (Journaling) | M =19, SD=.68 M=143,SD=.5 M=137,SD=.6
Group 2 (Journaling) | M =193, SD=.7 M =153, SD=.74 M =146,SD =.74
Group 3 (Journaling) | M = 2.13,SD = .91 M =1.43,SD =.72 M =2.25,SD = .6
(
(
(

Group 1 (Sensitive) M =1.56,SD=.89 M=137SD=.61 M =1.56,SD = .61
Group 2 (Sensitive) M=16,SD=.73 M=16,SD=.63 M=22,SD=.
Group 3 (Sensitive) M=185SD=.83 M=23SD=.79 M=225 SD=.

among the group before and after sharing with the MHP resulted in different levels of
participants’ self-disclosure. In brief, HD participants self-disclosed more feelings with the
chatbot and the MHP when they interacted with the high self-disclosure chatbot. Below, I

provide more details of the analysis.

Journaling

For Information and Thoughts, neither chat style nor time significantly affected how the
participants disclosed their journaling content. However, there was a significant effect of
group membership on self-disclosure of feelings (F(2, 46) = 3.14, p < .05). Post-hoc analysis
showed that the level of disclosing feelings in HD was significantly higher than in either
ND or LD (Table Table 4.1 & 4.2), but that the difference between LD and ND was non-
significant. These results indicate HD participants revealed more feelings about their daily

lives than the other two groups regardless of the introduction of the doctor.

Sensitive Questions In the category of informational self-disclosure, there was no sig-
nificant effect of any factor, meaning that chat style did not impact how the participants
disclosed information to any version of the chatbot (Table 4.1 & 4.2). In the thoughts cate-
gory, there was a significant effect of group membership (F(2, 46) = 3.4, p < .05). Post-hoc
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Table 4.3: This table summarizes the participants’ data sharing behaviors across the three
groups. Share means that the participants shared the answers no matter if the answers
were edited or not; Reducing Information means that the participants reduced the original
answers’ content and shared it with the doctor (MHP); Revision indicates that the partici-
pants revised or added more information to the original answers and shared; and No-Sharing
means that participants did not share the answers with the MHP.

Group 1 (ND) Group 2 (LD)  Group 3 (HD)

Sharing 91.67% 91.38% 92.96%
No-sharing 8.33% 8.62% 7.04%
Reducing Self-Disclosure Content 19% 8% 6.03%
Adding or Clarifying Content 8% 10% 14%

analysis indicated that the mean score of HD was significantly different than that of ND.
However, HD did not differ significantly from LD, which in turn did not differ significantly
from ND (Table 4.1 & 4.2). There was also a significant effect of group membership on
the self-disclosure of feelings (F(2, 46) = 3.3, p < .05). Post-hoc analysis showed that the
members of both LD and HD self-disclosed significantly more about their feelings than the
members of ND did, while the difference between LD and HD was non-significant (Table 4.1
& 4.2).

4.4.3 Different Choices Made Between Self-Disclosing to the Chatbot and Sharing with
the MHP (RQ3)

After the introduction of the MHP, the chatbot presented the same sensitive questions
with prior answers if these questions were answered in early weeks and asked the participants
if they were willing to share their answers with the professional. If the sensitive questions
were not, yet answered, the participants could choose to answer them or skip the questions.
Table 4.3 shows how much the participants shared their prior answers to sensitive question
with the MHP. Most of their prior answers were shared, and around 10% of those submitted
were edited (a category that I held to include relatively major additions and deletions as
well as minor changes). To further understand the mechanics of how participants removed
and changed their answers before sharing them with the MHP, I chose three examples from
the conversational logs.

This is the first example. The original self-disclosure to the chatbot:

"1 experienced academic harassment. At first [ tried to be harder and encouraged
myself to be stronger. However, I felt really tired after forcing myself for so long

with a great deal of pressure. Then, I just try to be not so hard and take a
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balance between research and life. However, my professor got angry like sort of
crazy and blamed me on not working hard even I gave him 5-6 pages of data
every week. My professor said something bad to me. He threatened me that he
won’t give me score if I don’t work as hard as he expected. However, what he

expected is just like a robot with no rest, no normal person can do it.” (S20, M)
The shared content with the MHP:

"1 experienced academic harassment after I realized that the problem can’t be
solved easily, so I reported to the harassment center and the professor there gave

me some advice.” (S20, M)
This is the second example. The original self-disclosure to the chatbot:

"I don’t really think I'm so close to my parents. I had hard time communicating
with my parents. I didn’t know whether I should tell my parents the things
worrying me or not. I spent my childhood with my grandparents. Although it’s
happy to stay with them but I guess it’s different from living with my parents
when I was young.” (526, F)

The shared content with the MHP:

"1 didn’t live with my parents until I was 6. So, I don’t really think I'm close to
my parents.” (526, F)

This is the third example. The original self-disclosure to the chatbot:

"1 experienced sexual abuse from my ex-boyfriend. He abused me because he
thought I was cheating on him. But, definitely, I am not. At that time, I was
very scared and desperate. But, I finally left him and did not love him anymore.”
(540, F)

The shared content with the MHP:

I experienced sexual abuse from my ex-boyfriend.” (5S40, F)

As the three examples show, these three participants removed many details (thoughts and

feelings) from their original answers and left only general, factual descriptions to share with

the MHP. Importantly, while the edited answers still included some thoughts, in most of the

cases, the participants’ feelings about the events they had described were totally removed.

Although the proportion of answers that underwent this type of editing was small, this
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behavior might nevertheless negatively impact the effectiveness of using chatbots to collect
information on mental well-being.
Moreover, some participants added more content to their prior answers. Here are two

examples. The original self-disclosure to the chatbot:

"I don’t know how to deal with it but I have to let it go. My current situation is
puzzling. I can’t get rid of this burden, because it is part of my life, and I have
to take it forward. So, I will try to forget what hurts me and stay patient.” (S38,
M)

The shared content with the MHP:

"I don’t know how to deal with my anger but I have to let it go. My current
situation is puzzling, my parent and I have a conflict with money. I can’t get rid
of this burden, because it is part of my life, and I have to take it forward. So, I

will try to forget what hurts me and stay patient.” (S38, M)
This is the second example. The original self-disclosure to the chatbot:

"Few months ago, I was trying to find a job. And it’s necessary to do a self-
analyze. So, I ask my parents what a person am I, and they said something hurt
me. Sometimes I feel very freedom because I could do anything I want to because

my parents don’t bother me a lot.” (S42, F)
The shared content with the MHP:

"Few months ago, I was trying to find a job. And it’s necessary to do a self-
analyze. So, I ask my parents what a person am I, and they said that they didn’t
really know about me which really hurts me. Sometimes I feel very freedom
because I could do anything I want to because my parents don’t bother me a
lot. Sometimes I just feel that they don’t care me much, I don’t understand with
each other though I are family.” (542, F)

From the two examples, I can find that the participants added more description for their
situations which were obscure in the original version. Some participants edited the gram-
matical errors in their prior answers or fixed incomplete sentences before sharing with the
MHP. T then explored why the participants decided to make such choices in the following

sections.

4.4.4  Factors Contributing to Participants’ Self-Disclosing Behavior (RQ4)
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During the interview, participants explained their self-disclosing behavior, which revealed
a variety of factors that contribute to how they treated self-disclosure with the chatbot and

the MHP the same or differently. I present their interview results as follows.

Talking about Sensitive Topics with a Chatbot vs. an MHP

Some participants edited their answers before sharing them, or even declined to share any,
despite having answered them relatively freely when they were asked by the chatbot. As
such, our results imply that people are fairly likely to treat chatbots and doctors differently,
at least when answering certain types of questions.

More than 80% of the participants indicated that it was easier to talk about sensitive
questions with a chatbot than with a human, often on the grounds that with the former,
they did not have to worry about their interlocutor’s reaction or engage in any ice-breaking
before proceeding to the main point. In addition, differences in the social and temporal
dynamics of human vs. chatbot interactions meant that they could take more time to reflect

before responding to chatbot questions. As two of them mentioned,

”[Chatbot interaction| can reduce my wariness, make it easier for me to express
my real ideas without too much worry. Talking to the chatbot first is easier for
me. When [ talk to it, I feel relaxed. I think that when talking to the chatbot I
felt no nervousness, as well as more time to think and express my true thoughts.”
(542, F)

"Talking to the chatbot is easier for me because when talk to a human directly, it
is a little bit hard for me to express my opinion frankly. I would care about his/her
reaction and evaluation of me. I will have scruples about sharing everything with
them. But while talking to the chatbot, I didn’t need to care about its thoughts,
so it was able to record my real thoughts.” (529, F)

However, while most of the interviewees preferred to talk about sensitive questions with
the chatbot, there were several who said they would have preferred to talk with a human
about them. Two main reasons for this were raised. First, some of these interviewees
preferred to get physical as well as verbal feedback from their listeners, and the chatbot’s
relative lack of such cues could have negatively influenced these users’ willingness to talk.

As one mentioned,

"For me, it would be easier to talk to a human directly. I think talking is a way

to exchange the information, and the quality of talking is based on the reaction
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of the audiences. Although a chatbot could become more clever and acted more
like a human, I still think the way to express the humanity in a robot is really
difficulty. Also, when talking to a person face by face, you can observe his/her
thoughts by the facial expression, sound tones, gestures. I consider it’s easier for

the person trying to understand me.” (S43, M)

Second, a few interviewees from ND indicated that building up a solid relationship was an
important prerequisite to them talking about their mental health. Hence, one ND participant

noted,

"For me, talking to a human and knowing their feelings is better than talking to
a screen. I believe it would be a better way for me to discuss my mental health.”
(54, F)

Reasons for being willing to share self-disclosed content with the MHP

About 90% of the participants were willing to share their answers to the chatbot with
the doctor, and I identified some inter-group differences in the reasons for doing so. For
example, some HD participants said they had a clearer impression of the doctor than Gls
and G2s did.

In ND, almost all participants thought it was fine to share their answers with the doctor
because they felt the chatbot was essentially a mechanism for collecting survey data, and
that if they had already shared something with the chatbot, there was no clear reason why
they should not also share it with the doctor. In other words, they tended to treat the

chatbot only as a tool for collecting their information. As one ND participant put it,

"1 consider the chatbot as a method of collecting data from us. It is similar to a

questionnaire, so as long as I answered it then I can share it.” (S12, F)

In addition, some others mentioned that they were willing to share their answers with
the doctor simply because they trusted the "research team” to secure their privacy, and not

because they trusted the chatbot or the doctor. As one explained,

"The chatbot was not intelligent enough to make a judgment, so I had expected
my answers to be shared with a research team to do analysis. I believe the doctor

is in the research team, and the team will keep my information secure.” (S4, F)

Instead of treating the chatbot as a tool, the participants in LD considered the chatbot an

extension of a doctor identity. They tended to attribute their sharing decision toward their
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trust with doctor and the chatbot rather than the research team /purpose. Many participants
in LD mentioned that they had decided to share answers with the doctor because the link
between the chatbot and a "real doctor” enhanced their trust regarding the sharing of their
data:

"1 felt grateful there was a real doctor who could read my answers. This even
enhanced my trust with the chatbot because the chatbot can share my data with
a real doctor.” (520, M)

"1 just thought the doctor was the one who had designed the chatbot. So my
trust in the doctor was the same as my trust in the chatbot.” (524, F)

In addition, some LD participants were interested in how their answers would be processed
by the doctor, and attributed their sharing behavior to their general impressions of doctors’

professional conduct. As one explained,

"1 wondered what the doctor would do with my info. But it’s okay. I believe
he has professional ethics about keeping clients’ info concealed, so I shared my
answers.” (529, F)

Like those in LD, many of the participants in HD were motivated to share by what they saw
as the potential benefits of understanding their mental health. Moreover, HD’s participants
tended to think of the chatbot’s role as being more than a tool to collect information. Two

participants mentioned,

"1 felt the chatbot was aiming to help my mental health. So, I decided to share
my information.” (542, F)

"1 thought the reason the bot wanted to share the information with the doctor
was to bring benefits, to help the students learn their mental problems and have

more social support.” (S47, F)

Unexpectedly, though HD’s participants were willing to share, six of them (S33, S35, S38,
S42, S45, and S47) expressed surprise when asked to share their answers with the doctor
because they had thought their conversation only involved the chatbot. Although these
individuals had been introduced to the doctor’s name by the chatbot (part of chatbot’s self-
disclosure) before being asked to share their answers with the doctor, they still felt surprised
because they did not expect to be asked to share data with the doctor, and hesitated to do

so in the beginning. As three of them mentioned:
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"To be honest, I felt offended in the beginning. Maybe when I talked to the
chatbot, I thought the conversation was only between the chatbot and me, so I
disclosed a lot of secrets. But soon I calmed down and was willing to share my
answers because I felt I could trust the doctor.” (S35, F)

”"When the chatbot started to mention the doctor, it didn’t mention sharing data
with him. So, I was a bit surprised and didn’t know why the chatbot asked me
to share at first.” (S42, F)

1 just felt ”Why are you (chatbot) asking me this all of a sudden?” (S47, F)

Comparing with ND and LD’s participants, HD’s participants tended to treat the chatbot
as a social agent because they started to think about the chatbot’s motivations for asking

to share rather than the doctor or researchers’ design purposes.

Reasons for Not Sharing

In contrast to the variety of reasons given for sharing with the doctor, both within and
across the three groups, most of the participants who decided not to share some of their
answers with him expressed relatively consistent reasons for this. In ND and LD, they
specifically indicated that they did not really know the background of the doctor, and because
he was not introduced to them by someone they trusted, they were deterred from sharing
their information. This means that their chatbot could not transfer the trust to the doctor,
and the participants independently measured the trustworthiness of the doctor. As one

interviewee put it,

"1 did not really want to share my information with the doctor, I had some
resistance. In fact, I did not trust the doctor unless he was introduced to me
by my best friend. Because I don’t know him. I don’t know if he’s a qualified
psychiatrist.” (S9, F)

In addition to questioning the doctor’s trustworthiness, this set of participants suggested

that they could not see the benefits or reasons for sharing their answers with the doctor:

"Well, the reason is that I think I am a healthy person, so I did not want to
share [my data] with the doctor. If I had an illness or problem, I would share it
with him.” (527, M)

However, those in HD who declined to do so stated that - while they trusted both the
doctor and the chatbot - they currently did not feel it necessary to deal with their mental
health. As one noted,
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"If T hope to solve a mental-health issue or obtain care, I would share most of
my information with the doctor. I think he is trustworthy, because the chatbot
is.” (S45, M)

Reasons for directly sharing conversational data with the MHP
Many participants (Table 4.3) submitted most of their answers to the doctor without

making any alterations to them. A typical rationale for this was,

"1 expressed all my thoughts when I answered the question. I think I answered
those questions in detail and carefully. I wrote all my feelings so I don’t think I
need to change it. I think the answers at that time represented my views at that
time [so] they should not be revised.” (546, F)

Similarly, some participants stated that their reason for submitting their unaltered original
answers was that editing them might distort their previous thought and expression. As one

said,

"1 didn’t edit anything because the information I wrote at that time presented
my real emotion. There would be a difference between now and that time. If I
edit something, I am afraid that it might not represent my real mental status,

which would influence how the doctor assessed my mental health.” (525, M)

Reasons for Reducing Content (partial deletion)

A few participants removed some information from their original answers and then shared
the edited answers with the MHP. The rationale given for this differed noticeably across
the three groups, with ND participants removing a higher proportion of material from their
answers.

There were two main reasons given for engaging in this type of editing. First, the par-
ticipants’ perception that some answers would be irrelevant to the doctor’s needs. As one

participant explained,

”Sometimes, I removed something because what I said before was what I really
thought and felt, but I didn’t think it is necessary to share with the doctor.” (S3,
M)

Second, some participants thought the answer involved too much private information.

60



”The question ["Have you disappointed your family?”’] was too personal, so I
removed the details of what I did and then shared the simple version with the
doctor.” (S26, F)

A few participants also said that they did not feel comfortable sharing answers that related
to their relationships with family members, friends, and other acquaintance with the doctor,
especially when their answers included negative statements. For example, the following two

participants explained,

"1 do not talk about my parents to anyone. It was a long story and there were
some details that I don’t want to reveal. I have no comment on our relationship

because there was something not good that happened between us.” (S36, F)

"1 think talking about friends’ shortcomings to others is not very good behavior,
so I dropped most of the content.” (520, M)

Reasons for Adding Content

Some participants (mostly in LD and HD) who added information to their prior answers or
revised them said that they did so to help the doctor understand their answers and evaluate
their mental health correctly, e.g., by adding more description or improving incomplete

sentences. As three of them stated,

”T added some information to make the answer more complete just in case when
the doctor read it he/she wouldn’t feel too confused.” (S34, F)

"1 was thinking if I have any mental issues that need some help from a doctor,

and then I revised my previous responses by adding more details and shared with
the doctor.” (S18, M)

"I found I made some grammatical error, so I want to fix it before sharing to

make sure the doctor won’t misunderstand.” (S7, M)

Some participants stated that certain answers were related to their emotions at a particular
point in time, and thus might be different when they reviewed the questions again. One

participant indicated that she mostly,

”Just copied and pasted her original answers, but edited when I found any mis-
takes in them. [And] I think the answers might change a little bit if you asked the
same questions a second time, so I added more information. Since the changes I
made were usually for additional information, it might become more complicated
for others to understand.” (S46, F)
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Table 4.4: Participants’ perceived trust in the chatbot and in the MHP before and after
sharing with the MHP. MHP did involve in the early interaction; thus, we did not measure
the participants’ trust in the MHP before asking them to share their self-disclosure.

Trust in Chatbot (before) Trust in Chatbot (after) Trust in MHP (after)
ND | M =5.2,SD=1.03 M =5.13, SD = 1.04 M = 5.0, SD = .81
LD | M =6.1, SD = .68 M =6.13,SD = .74 M = 5.1, SD = .37
HD | M = 6.3, SD = .68 M=619,SD =66  M=6.1,SD =80

Trust in the Chatbot and Trust in the MHP

Unsurprisingly, trust was one of the important factors mentioned by the participants, thus
I present our survey results of participants’ trust in the chatbot and the MHP at different
stages. When participants explained their sharing decisions of self-disclosed content with
the MHP, they often mentioned their trust in the chatbot and in the MHP. Because the
participants were not asked to share with the MHP in the first period of the study, therefore,
in the survey study, they were only asked about their trust in the chatbot before sharing
with the MHP. After they were asked to share their disclosed content with the MHP for a
week, they were asked to score their trust both in the chatbot and in the MHP in the final
survey.

Mauchly’s Test of Sphericity indicated that the assumption of sphericity had been vio-
lated (p < .05), and Greenhouse-Geisser correction was made. There was no significant
within-group main effect of time; namely, within-group, participants’ trust did not change
significantly. There was a marked effect of group membership (F(2, 45) = 4.7, p < .05),
with HD and LD both reporting significantly more trust than ND (Table 4.4). LD and HD
participants’ mean trust levels were not significantly different. These results show both that
the users in HD and LD trusted the chatbot more than those in ND did, and that asking
participants to share their answers with a doctor (MHP) did not decrease their trust in the
chatbot, irrespective of group membership.

Because trust is critical for self-disclosure, I conducted a survey to evaluate participants’
trust in the MHP. Importantly, this MHP was only introduced by the chatbot, and the
participants did not have any opportunity to interact with him directly, and thus, their
trust in him was highly dependent on their interaction with the chatbot.

A one-way ANOVA was conducted to compare the effect of group membership on trust in
the doctor (MHP), and a significant effect of such membership was found at the p < .05 level
(F(2, 45) = 4.2). Post-hoc comparisons using the Tukey HSD test indicated that the mean
score for HD was significantly different from that of ND, but that there was no significant

difference between LD and ND. In summary, our results suggest that those participants who
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chatted with the HD variant of the chatbot had the highest level of trust in the MHP (Table
4.4).

To better understand participants’ impressions of and trust in the doctor (MHP), I asked
questions in their interviews such as, "What kind of impression do you have of the doctor?”
and "Do you trust the doctor?” In response, most ND participants said that they did not

have specific impressions of the doctor. As one noted,

"1 really have no impression of the doctor. He did not talk to me. Maybe he’s
a psychologist. Maybe he’s been doing a psychological study lately. But I don’t
know anything about him.” (S9, F)

The participants of LD also reported having relatively sparse impressions of the MHP,
and thus, lack of knowledge could have influenced their willingness to share their data with

him. As one put it,

"I am not familiar with the doctor because the chatbot only briefly introduced

him/her. I was a little bit confused about why I was asked to share my data
with the doctor.” (S21, M)

In contrast, the participants of HD had a relatively clear impression of the MHP, presum-
ably because the chatbot had made occasional mentions of Dr. Yamamoto in their small-talk
sessions during the first three weeks of the experiment. Note that other names or topics (e.g.,
the chatbot’s friends’ names) were also mentioned as part of the chatbot’s self-disclosure,
and at that time, the participants did not know that they would be asked to share their data
with the doctor (MHP). As two of them explained,

"1 feel the doctor is a person who can understand my situation and give me

proper advice based on professional knowledge.” (S46, F)

"I think he is a psychologist who studies mental health. Maybe he designed this

chatbot and wants to analyze mental health through our answers.” (S39, M)

Overall, participants in ND felt they were talking to a stranger because the chatbot did
not give them any specific feedback. In addition, because the chatbot mostly kept prompting
this group of users to answer questions, and was not especially interactive, they reported
that it did not try to understand them, and thus, it was difficult to build a sense of trust in

it. As one participant explained,
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"1 did not trust the chatbot, but it just worked like a robot to keep prompting
me to answer questions every day. I answered those questions because I felt it
was what should I do in this research.” (S8, M)

Meanwhile, most of the LD participants suggested that using the chatbot was like talking
with a counselor, because of how the conversation proceeded from shallow-level small talk
to deep-level sensitive questioning. This impression of the chatbot seemed to have increased

their motivation to answer sensitive questions in detail. As one participant noted,

"1 felt this chatbot was like a counselor. Because it guided me to answer some

intimate questions, I did not feel awkward talking about those sensitive topics.”
(S30, F)

Similar to LD, many participants in HD expressed that the chatbot was like a counselor.
They further indicated that they felt like they had to answer its questions in detail, because
the chatbot also shared its own opinions and thoughts on some questions. In addition, the
chatbot stated that it had a relationship with a real counselor, which strengthened its sense

of similarity to a mental health professional. As two participants stated:

"The chatbot sometimes shared its own experience and thoughts when asking
me a question. Its answers also included details and thoughts, so I felt it was my

responsibility to answer its questions seriously.” (541, F)

"The chatbot introduced a psychiatrist during the chatting. It looks like the
chatbot was closely connected to this person, so I felt I could trust the chatbot
to handle my answers properly. Sometimes I would look forward to seeing the

chatbot’s opinions about my answers to its questions.” (5S40, F)

4.5 DISCUSSION

This present work attempts to design a chatbot as a mediator to facilitate people’s self-
disclosure to real professionals. In this section, I discuss our findings and the implications

to real practices and future work.

4.5.1 Consistent Self-Disclosure Depths Before and After Sharing With the MHP

Our conversation log analysis of within-subject self-disclosing data showed that the depth

of participants’ self-disclosure remained the same during the weeks before and after sharing
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with the MHP. Even though some participants chose not to share a small portion of the
logs, or reduced or added information to the logs before sharing with the doctor (Table
4.3), overall, the depths of their self-disclosure to the chatbot and the depths of their self-
disclosure when sharing with the doctor were not significantly different in the journaling and
the sensitive questions sessions (RQ1).

The overall consistent self-disclosure depths before and after sharing with the doctor sug-
gested that a chatbot could be an effective tool used for collecting journaling and sensitive
data both for non-clinical and clinical purposes. Given the three chatting styles, it showed
that the chatbot design with reciprocity feature demonstrated its effectiveness of acquiring
deep self-disclosure (RQ2). For example, though users may know they are talking to a chat-
bot, the CASA paradigm [80] suggests that people may mindlessly apply social heuristics
for human interaction to computers.

Among the three groups, the self-disclosure depths were different. More specifically, par-
ticipants in HD and LD showed a higher trust level with the chatbot than ND, because the
chatbot’s reciprocity may foster a better sense of companionship between the participants
and the chatbot [3, 88]. Also, the chatbot intentionally disclosed the doctor’s name, back-
ground, and experience to HD’s participants, which made the participants more familiar
with the doctor and better trust the doctor than ND and LD in the later part of the study.
That was probably why most of HD’s participants tended to share their answers without
removing information from their original answers with the doctor. This is inline with prior
research [149] that suggested that trust transfer is a cognitive process - people could transfer
their trust from a familiar target to another by certain interaction.

Moreover, the participants in ND had lower trust in the chatbot. The interview results re-
flected that there was a lack of strong motivation for the participants to share their answers.
Nevertheless, the participants in ND still shared most of their answers with the doctor (as
shown in Table 4.3). There could be two possible explanations for such behavior. First,
according to the analysis of self-disclosure depth, ND’s participants disclosed fewer feelings
and thoughts than HD, therefore, they might have less concern about sharing their answers.
Second, some participants shared that involving a professional health service provider en-
hanced their trust with the chatbot system, which could explain why they still chose to share
their logs.

In conclusion, how to leverage the bonding between professional image (e.g., doctor) and
chatbot is worthy of in-depth investigation in future work. Over-addressing professional
image might result in users overestimating a chatbot’s efficacy, and I will discuss this in the

following section.
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4.5.2 Sharing Self-Disclosure Details to a Chatbot vs. to the MHP

With regard to users’ editing behavior before sharing their answers, although I found
that most of them did not change their original answers, some participants still made many
edits before sharing (RQ3). The participants joined this study signing consent forms and
reviewing IRB, which may increase the chance of sharing their private information. I may
anticipate that users will edit their responses if a similar application is deployed in practice.
Therefore, I discuss the potential issues and design implications in the following paragraphs.

The benefits of using a chatbot [81] or a virtual agent [3] is to collect data with high
quality and elicit disclosure. In addition, Lukoff et al. [9] proposed a chatbot to help family
members to do meal-journaling and exchange support to cultivate a healthy diet. Therefore,
chatbots could be an effective mediator to collect truthful information and share with proper
targets. Our work further suggests that chatbots have the potential to collect data for
mental healthcare, and transfer trust to a professional. However, our findings showed that
some participants, especially in ND and LD, intentionally removed information about their
thoughts and feelings that might be used to identify their mental issues. As some shared
in their interview, this was because they did not expect their use of the chatbot to be for
clinical purposes, and their perceived low trust in the MHP might also have contributed to
the behavior (RQ4). This result implies the importance of transparency for operating users’
personal information.

Additionally, about 10% of participants added details to their answers before sharing with
the MHP (RQ3). This behavior may be beneficial for measuring users’ mental health, for
example, they might reflect on their previous depressed event and figure out the problem,
but some of them might ruminate on the negative event which could be a symptom of mental
issue. However, it might also bias the doctor’s evaluation of users’ current mental well-being
because mental status sometimes fluctuates. Thus, it may be necessary to label when and
where a user modified the information to receivers to evaluate users. Besides, the chatbot
asked users to review their prior answers before sharing, and it could be a good chance for
users to reflect. As one participant mentioned, ”I think the answers might change a little
bit if you asked the same questions a second time, so I added more information.” Proper
guidance in the review process may help users reflect and change behavior [8] which may
help them deal with a similar event in the future. This design could be considered in future

research.

4.5.3 Implications for Trust in Design
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Prior work shows that trust can be transferred from one to another in the context of
different research fields [150]. The idea is that there are three roles in a trust transfer
mechanism, i.e., trustor, third party, and trustee. A trustor is a person who wants to evaluate
if the trustee is trustworthy. A third party acts as a broker who provides information of
the trustee for the trustor. If the trustor and third party has a close relationship and the
trustor believes that the third party trusts the trustee, the trustor’s trust in third party
would be transferred to the trustee [149, 151, 152]. Trust transfer may happen between
human and human, and between entity and entity [150]. For example, trust may transfer
from an existing product with a good reputation to another unknown promoting product
with the same brand [153]. Trust can also be transferred between context and context, for
instance, trust in web-based payment services can be transferred to trust in mobile-based
services [154]. A study suggested that established trust in Internet payment services would
impact the initiation of trust in mobile payment services [154]. The trust transfer issue in the
sharing economy is also broadly studied recently [155], and trust transfer has been studied
from various perspectives in e-commerce [150]. These studies reveal how online information
provided to a trustor influences his/her trust in the trustee. However, I have a limited
understanding of whether /how trust transfer works in the mental health context, especially
when a chatbot acts as a third party role.

Trust is an important construct when people evaluate conversational agents [156, 157, 158].
In our case, when the chatbot is used as a mediator for collecting sensitive self-disclosure
content and sharing with a real MHP, our work showed how people’s trust in a chatbot
interacted with their trust in the MHP, as well as with their self-disclosure behavior. More
specifically, the chatbot interacted with the participants first and then gradually introduced
a professional image (doctor) through the technology. Participants shared the same level
of self-disclosure data with the MHP. This finding suggests that an effective chatbot design
may have the potential of transferring the people’s trust in the chatbot to their trust in a
health service provider that is introduced by the chatbot. Note, however, that there may be
an implicit assumption that the chatbot trusts the MHP. In our case, the HD chatbot did

provide positive comments about the MHP.

4.5.4 FEthical Issues and Considerations for Real Use

My study began by getting users familiar with the chatbot and encouraging their self-
disclosure without notifying them of the sharing requests in advance. This experimental
design made it so the participants did not have to worry that their answers for the sensitive

questions would be shared with a real person and impact their real lives. In particular, the
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chatbot in HD gave a stronger image of counselor/psychiatrist for the members, thus, HD’s
participants trusted the chatbot and felt comfortable self-disclosing to the chatbot. Our self-
disclosure analysis also echoes this statement and indicates that HD’s users disclosed deeper
levels of feelings and thoughts. Nevertheless, some of HD’s participants expressed surprise
when asked to share answers with the doctor, though they still shared their answers in the
end. Their surprised feelings might be a result of their deep self-disclosure to the chatbot
without any expectation that their answers would be shared with a MHP who could impact
their real lives. Although they hesitated to share their sensitive feelings and thoughts, they
shared the majority of their data; as they explained, they decided to share for the potential
benefit of improving mental well-being. This finding also implies a potential risk for the
users to overshare their private information with a chatbot. Although the users still gave
permission to share their data with a MHP who was not mentioned in advance, this kind
of design (i.e., introducing a real person after users’ disclosure) may cause users to disclose
their vulnerabilities, which might be dangerous if they are abused. Therefore, it is important
to provide users a feature that allows them to edit their previous responses.

This work provides important practical implications as well. For example, the HD’s chat-
bot design seamlessly connected the participants with a doctor by gradually introducing
the doctor in their small-talk, which might have helped lower the barrier of sharing their
deep self-disclosure with the doctor. Future research could explore using chatbots to provide
suggestions or guidance after building trust with users. In fact, some participants in our
study indicated that they expected a professional feedback/suggestion from the chatbot.
This implies that the users may assume the chatbot has more intelligence than it actually
does, which might lead to users not reaching out to professionals for proper help.

Finally, it is important to remind service providers of the ethics and potential risks of
using a chatbot as a mediator to collect mental health and sensitive information [159]. For
example, a user might disclose suicidal thoughts with an expectation that the psychiatrist is
monitoring or the chatbot will give a proper response, but not noticing this signal may lead
to unwanted results. Therefore, how to provide secure mechanisms to prevent these risks

needs to be further explored.

4.6 LIMITATIONS

This work has several limitations that should be acknowledged. First, I recruited college
students who might be more willing to disclose personal sensitive information on the Internet
than seniors, thus, how they interacted with the chatbot might not be generalizable to other

aged populations. Future work should consider the effect and usability of chatbots among
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different user groups [160]. Second, this study was designed to compare users’ self-disclosure
using chatbots with different chatting styles and how they chose to share with the MHP.
Involving a MHP to be part of the chatbot interaction is beyond the scope of this work.
Third, the participants were compensated for running the study. To yield more insights to
apply chatbots for the healthcare domain, future work should deploy the system without
compensating the users for a longer term span in a variety of contexts.

In our study, participants were randomly assigned to interact with the chatbot using three
designs. All participants, including HD did not know they would be asked to share their
data with the doctor until the end of the third week to prevent participants from withholding
their responses. In the end, HD participants disclosed more thoughts and feelings to the
chatbot along with the MHP, presumably because the chatbot was able to gain higher trust
from the participants and give them a good impression of the doctor by introducing him
earlier. Nevertheless, participants’ interview and survey feedback showed that some had
a negative first-reaction when they were asked to share their self-disclosed content to the
doctor because they had shared a lot with the chatbot and believed that the chatbot would
not share it with anyone else.

The limitation of our study design is that both information about the MHP in the HD
and chatbot’s self-disclosure contributed to HD’s self-disclosing behavior - I cannot identify
which had a stronger impact. More controlled experimental studies need to be conducted
to identify the significance of different factors and their potential interaction effect.

Finally, our participants were students who did not have emergent mental issues (based
on the K6 score and self-report); thus, our findings are not generalizable to the population
with serious mental issues. People’s self-disclosure behaviors could be different according to
their mental health condition [161].

4.7 CONCLUSION

This study investigates how a chatbot as a mediator can be used by people for self-
disclosing to a mental health professional and how people’s trust in a chatbot interacts with
their trust in a mental health professional.

Our findings suggest that the chatbot’s self-disclosure successfully elicits participants’
self-disclosure of their personal experiences, thoughts and feelings not only to the chatbot
but also to the mental health professional. Our work also provides empirical evidence of
different self-disclosure behavior, such as reducing or adding content, that people may take
before sharing their self-disclosure to a chatbot with a mental health professional. Several

factors contributed to their behavior. On the one hand, I identified an effective chatbot
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design that has promising potential to serve as a mediator to promote self-disclosure to
mental health professionals; on the other hand, several ethical issues are discussed for future

chatbot designs.
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CHAPTER 5: INTEGRATING HUMAN SUPPORT INTO
HUMAN-CHATBOT INTERACTION

5.1 INTRODUCTION

A growing body of research demonstrates how chatbots can be useful for helping people
maintain good lifestyles [8, 9], collecting daily health information to share with healthcare
providers [25, 162], and guiding people to improve their general well-being [10, 11, 12]. For
instance, Wang et al. [86] proposed a conversational agent to coach people to relieve their
public-speaking anxiety through cognitive reconstruction exercises, and Fitzpatrick et al.’s
[34] Woebot system gives step-by-step guidance for users to think through their situation with
cognitive behavioral therapy and was found to relieve users’ depression. Other recent studies
have applied a variety of conversational strategies and structures to promote behavioral
change and to persuade chatbot users to act differently [8, 13, 14]. Some of these systems have
even been found to outperform human-human interaction in some scenarios. For example,
Lucas et al. [3] found that utilizing a virtual agent as an interviewer could promote users’
depth of self-disclosure, and Xu et al. [16] concluded that the use of interactive robot
agents would probably enhance physical-therapy outcomes. Therefore, these prior works
have demonstrated that chatbots can serve as an effective platform for delivering guidance
and tutoring people.

Despite the success of utilizing chatbots to deliver guidance, there are still a number
of challenges to overcome. For example, research points out that people easily become
disengaged from using a chatbot [19, 20], hampering them from long-term interventions.
Moreover, people may overtrust solutions suggested by chatbots which could be inappropri-
ate [16, 21, 22]. In another study, Luria et al. [23] found that people felt uncomfortable
interacting with a chatbot which used the same personality to handle both low-risk (e.g.,
social chat) and high-risk (e.g., medical purpose) contexts. Thus, the authors suggested
to design a chatbot that embodies multiple personalities, each of which are displayed in a
unique social presence and have the expertise to focus on a single task.

Prior studies inspire me to overcome challenges by integrating human support into a
chatbot system. More specifically, I may be able to make the best use of both human-
based and chatbot-based approaches by co-embodying them into a single system. Indeed,
studies have suggested that the integration of human support with chatbot interactions
could promote user engagement [20] and efficacy of using self-guided systems. For example,
a recent study [25] proposed a mediator chatbot that promotes deep self-disclosure from

users and delivers the information to a human expert. More research is clearly needed
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on how individuals might respond differently to interaction with a chatbot alone vs. one
incorporating human support. I are also interested in understanding how such differences
affect user experience in the long run.

To help fill the gap, I conducted a mixed-methods study with 35 participants. I deployed
two chatbot designs, both of which delivered training in journaling skills [146, 163]. The
first version of the chatbot guided participants in the journaling skills itself, while the second
version integrated a human expert (coach) into its interaction when guiding the participants
in the journaling skills. Over a period of four weeks, I tracked changes and differences in
how each version impacted users’ responses to and perceptions of the chatbot system, as

well as their level of compliance with the guidance to practice journaling skills.

5.2 RESEARCH QUESTIONS

To explore the effects of integrating human support into a chatbot system to deliver
guidance, I examine two chatbot designs, one with and one without integrating human
support. The chatbots are designed to guide users to learn journaling skills. Journaling is
an approach suggested to help improve mental health [146, 163]. I chose gratitude journals
[164, 165] and expressive writing [166] as the journaling skills because they are known to be
effective in improving self-reflection and mental well-being. Users’ journaling exercises could
be used to measure their compliance with a chatbot’s guidance. I conducted a four-week
study deploying two chatbot conditions, with (HC condition) and without (OC condition) a
human supporter (coach), to provide guidance to learn the journaling skills. The suggestions
delivered to the users in both chatbot conditions were adopted by pre-existing journaling
materials (e.g., gratitude journals [164, 165] and expressive writing [166]). The evaluation
of how each design influenced its users’ experience and journaling behavior was guided by

the following research questions.

e RQ1: Do people interact with their chatbot differently if they have a human expert
(HC) or not (OC) to guide them?

The goal of our design is to understand whether integrating a human expert in the loop
of interaction may affect users’ journaling practices by following the suggestions delivered
through the chatbot system. Previous research [3] suggests that people disclose more deeply
to chatbots than to a human interviewer, but research [20, 23] found that people might
feel uncomfortable following suggestions for complex tasks when it is given by a chatbot.

Thus, I evaluate users’ depth of disclosure to measure how users would follow guidance for
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journaling. Our research findings of RQ1 will contribute design insights of incorporating

human experts into human-chatbot interaction for delivering guidance.

e RQ2: How do people perceive their interaction with the chatbot differently between the
HC and OC conditions?

To address RQ2, I studied two perspectives: a) people’s perceived interaction with the
chatbots in general, and b) people’s perceived benefits of practicing journaling through the
chatbots. First, when examining their perceived interaction with the chatbot system, I
applied several constructs, including people’s perceived engagement, trust, and intimacy.
The reasons I measured these constructs are as follows. Prior research [14] showed that
when users identified a chatbot as a human, they would think that the conversation was
more engaging and persuasive. Therefore, I expect that incorporating a human expert in
delivering guidance for learning journaling skills would improve people’s perceived engage-
ment. Moreover, previous studies found that users’ trust [87, 88] in and intimacy [13, 24]
with the conversational agents would affect their behavior to accept the suggestions and
disclose themselves. Thus, to understand different perspectives which may influence users’
behaviors of practicing the journaling skills, I measure their perceived engagement, trust,
and intimacy before and after being given guidance for practicing journaling skills. Second,
practicing journaling skills [146, 163] may help improve self-reflection and higher levels of
self-awareness [63, 163, 167], which leads to improved behavioral changes. For example, prior
research [8] showed that a chatbot could guide users to better self-reflect on their physical
activities. Therefore, I also measured users’ perceived self-reflection and self-awareness to
explore whether the two chatbot designs to deliver journaling suggestions would affect users’

perceptions differently.

e RQ3: Do people keep practicing journaling skills differently over time between the HC
and OC conditions?

Finally, I further explore how the designs would influence users’ willingness to keep practic-
ing those suggestions as a measure of the lasting effect of the design. Prior research [23, 24]
suggests that when people interact with an agent over an extended period of time, their
familiarity with the system may affect further behaviors. In addition, prior research [84, 92]
indicated that people may easily become disengaged from the use of self-guided systems.
Thus, I explore how our designs, with and without human support, affect users’ retention of

their journaling exercises over time.
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@ gratitude letter. Take a few
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Thanks for always listening to me
supporting me My father

(a) Only Chatbot (OC) (b) Human support Chatbot (HC)

Figure 5.1: The chatting interface. (a) The chatbot gives a suggestion/guidance to the
user (OC group); (b) The chatbot introduces a human coach, and the coach’s agent gives a
suggestion/guidance to the user (HC group). The chatbot switched the icon and name to
the coach only when the users were in the Suggestion session (Figure 5.2).

5.3 METHOD

5.3.1 Study Design

In this study, each participant was asked to interact with the chatbot every day, via a
single daily chatting task that lasted approximately 15-30 minutes for four weeks. The goal
of the chatbot system was guiding participants to practice journaling skills.

Two experimental conditions were designed: an Only Chatbot (OC) condition in which
the participants interacted with a chatbot for the four-week study, and a Human support
(coach) with Chatbot (HC) condition in which the participants interacted with a chatbot
for the four-week study, but the chatbot would introduce a human coach when delivering

suggestions for journaling skills (Figure 5.1). The participants in the HC condition were
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Warm-up Training Free-will

Phase 1 (9 days) Phase 2 (9 days) Phase 3 (9 days)
OC group HC group OC group HC group OC group HC group
Journaling + Journaling + Journaling +
Small Talk Small Talk Small Talk

—> [Suggestion Session} —’ [Practice (OptionaI)J

Pre-survey Post-survey Interview

Figure 5.2: Study design - The study consisted of three phases: Warm-Up, Training, and
Free-unll. OC represents the group with Only Chatbot, and HC represents the group
with Human support and Chatbot. Human supporter (coach) appeared only during the
Suggestion session (in Training phase) to deliver suggestions. Other chatting sessions were
kept the same for both groups.

informed that their journaling suggestions were given by a human expert (coach). However,
they were told that the coach was too busy to chat with them in real-time, so the coach
would leave the suggestions at night and the chatbot would deliver the suggestions on behalf
of the coach. Each day during the Training phase, the chatbot reminded the user that the
coach had left some journaling suggestions at the beginning of the suggestion session. This
system design for the HC condition simulates a scenario where a real coach gives guidance to
users through a chatbot. I are interested in how users would react to the guidance mediated
by a chatbot. To design a coach’s persona, I selected a human name (Sue) and used a coach
icon to remind the participants that the guidance was given by the coach (Figure 5.1).
Note that all participants received exactly the same suggestions/guidance from the chatbot
system irrespective of the condition. The differences between the two conditions are the
switching agent icons in the interface (Figure 5.1) and the introduction of the coach in the

Suggestion session.

Three-Phase Study Design

To observe and understand how the designs affected users’ behavior and experience over
a period of time, I designed a four-week study. The first day of the four-week study was
treated as a practice day to familiarize the participants with the chatbot system, and the

remaining 27 days were divided into three equal segments/phases of nine days each (Figure
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5.2): Warm-up, Training, and Free-will.

In Phase 1: Warm-up, each chatting task commenced with a Journaling session, fol-
lowed by a Small-talk session. This phase was utilized as a warm-up to familiarize partici-
pants with chatting with the chatbot and to remove novelty effects.

In Phase 2: Training, a Suggestion session was added after the journaling and small-talk
sessions (Figure 5.2). In the Suggestion session, either the chatbot (OC condition) or the
coach (HC condition) gave the participants suggestions and guidance to improve their jour-
naling skills and learn new journaling skills. This phase was to investigate users’ compliance
with the journaling suggestions and measure their perceived interaction (engagement, trust,
and intimacy) as well as its effect. On the first day of Phase 2, the chatbot told the OC
group: “From today, I am going to give you some guidance to learn new journaling skills,
which could help you (1) gain a better understanding of your own mental-health status; and
(2) help you to improve your happiness and well-being.” In the HC group, the same com-
ments were attributed to a coach called Sue, who was introduced by the chatbot as follows:
”I am going to introduce my colleague, Sue, to you. She is a coach to guide you to learn
new journaling skills. She will leave some suggestions for you every day because she cannot
always be online to chat.” To remind the HC participants that journaling suggestions were
provided by the coach, at the beginning of every Suggestion session, the chatbot noted that
they had suggestions from Sue. Furthermore, whenever the chatbot delivered Sue’s message
(i.e., the suggestions), it switched the icon to the coach’s agent icon and showed her name on
the interface. Once the chatbot finished delivering Sue’s suggestions, the icon switched back
to its original chatbot icon. During the Training phase, guidance messages - from the coach
to the HC participants and from the chatbot itself to the OC participants - constituted 35%
- 40% of the conversations in the (Suggestion session).

Lastly, in Phase 3: Free-will, no further journaling suggestions were given. Instead, the
chatbot encouraged the participants to practice the journaling skills (Figure 5.2, Practice
(Optional)) that had been shared with them during the Suggestion session, though they
could skip such encouragement without receiving any penalty. The purpose of this phase
was to enable the researchers to gauge differences in how our OC and HC conditions affected

the participants’ journaling practices when following guidance was not required.

5.3.2 Conversation Sessions Across the Three Phases

The conversation flow design was inspired by existing chatbot designs for healthcare (e.g.,

Woebot!), in which the conversation usually begins with a greeting and then proceeds to

Thttps://woebot.io/
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in-depth conversation. I extended such designs by adding small-talk, which has been shown
to enhance users’ engagement with and self-disclosure to chatbots [4, 247 |.

Journaling Session - Because of journaling’s various documented benefits to personal
mental well-being, I designed this type of session - in which users are asked about their moods
and the reasons for them - to occur every day. This regularity was also expected to reinforce
the participants’ awareness that the chatbot was focused on journaling, and not random chit-
chatting. Accordingly, our chatbot prompted the participants to focus their journaling on five
topics: their mood, experiences, gratitude, stress, and anxiety. Specifically, after an opening
greeting, it asked the participant to summarize his/her mood and its causes (e.g., "Could
you let me know what happened to make you feel this way?”). After any necessary follow-up
questions, the chatbot would continue by asking three to five journaling-relevant questions.
In such sessions, the chatbot primarily "listened,” i.e., gave simple, general responses like ”[
understand” and ”Okay” or encouraged participants to elaborate on their own answers.

Small-Talk Session - Previous research [24, 86, 129] has reported that small-talk (so-
cial chat) with a chatbot can improve users’ experience of the chatbot system and their
performance within it. Our chatbot was designed to engage in self-disclosure, and shared
its personal stories in the small-talk sessions. This design was motivated by previous stud-
ies’ findings that a chatbot’s self-disclosure had positive effects on its users’ self-disclosure
depth [24], and that mutual self-disclosure could enhance users’ positive expectations and
motivation, and strengthen the therapeutic bond [78]. The conversational topics used in
our small-talk sessions were adopted from previous studies [24, 130] and included feelings,
thoughts, and information. The same small-talk topics and responses from the chatbot were
received by both the OC and HC groups.

Suggestion Session - As noted earlier, the Suggestion session was only deployed in the
Training phase, and both the OC and HC groups received exactly the same suggestions and
guidance but from the chatbot (OC) and the coach (HC) respectively. The suggestions were
adopted from pre-existing journaling materials aimed at improving people’s journaling skills,
with the wider aim of boosting their well-being [63, 164]. Based on the findings of research
in positive psychology [167], some interventions can easily be implemented through typing
or writing. For example, Gratitude Journaling [164, 168] is an effective skill/tool for the
in-depth expression of appreciation to others, as a path to enhancing one’s own well-being
and self-reflection.

Our chatbot system was designed to facilitate that prior studies’ guideline [165, 168, 169,
170] to build users’ journaling skills. For instance, to aid acquisition of the ”gratitude
journal” skill, the chatbot first explained the benefits of having that skill, and asked its

users to think of someone to whom they were grateful. Then, it gave the instructions: ”Let’s
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imagine you are writing a gratitude letter. Take a few minutes to express your gratitude for
what this person has contributed to your life. Please directly address the person throughout
the letter.” Next, the chatbot encouraged the participants to give more specific and detailed
information: ”Describe specific things that this person has done that made you grateful,” and
”Describe how this person’s behavior has affected your life.” Finally, the chatbot asked the
participants to wrap up: "End the letter in a way that identifies it is from you.”

As such, the chatbot’s role was to keep guiding users toward the next step, while giving
instructions intended to stimulate deep disclosure of their thoughts and feelings. As briefly
noted above, the difference between the OC and HC groups was that the latter’s instruc-
tions - though identical to those provided directly by the chatbot to the OC group - were
acknowledged to have been written by a human coach, and the chatbot was portrayed as
her intermediary.

The participants would see the coach’s message separately from the chatbot’s messages in
the Suggestion session, under their own chatting partner image (Figure 6.3, Right). Only one
skill (i.e., gratitude journaling [165, 168], expressive writing [169, 170], or the best possible
self exercise [171, 172]) was delivered to any participant on a given day, and the participants

learned that skill over three consecutive days.

5.3.3 Interface and Implementation 2

Figure 5.1 shows our chatbot interface. Because of its similarity to commercially available
messenger applications, the participants readily learned how to use it. They were allowed to
give free-text responses to almost all of the system’s questions, though sometimes, it provided
a few options for them to choose from. For example, when the chatbot asked about a user’s
mood, it would also show him /her a list of words that could be used when answering. For the
chatbot’s appearance, I adopted a bot figure (Figure 5.1, Left). However, for the group with
human support, when the chatbot delivered the human coach’s suggestion, a female figure
named ‘Sue’ appeared to visually mark that the suggestions were from the coach (Figure
5.1, Right). To prevent users from having a biased view on the coach, I avoided giving them
a profile or a portrait of the coach; I instead gave an abstract figure, which is sufficient to
remind the users that the messages were from the coach.

Our chatbot was developed using Manychat?® and Google Dialogflow*. The former enabled

us to generate daily chatting tasks, to monitor whether the various participants had com-

2Please refer to Chapter 3.3 for more implementation details.
3https://manychat.com
“4https://dialogflow.com
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pleted those tasks, and, where necessary, to issue task reminders. The daily chatting tasks
included predefined questions and responses from the chatbots, which allowed us greater con-
trol of the experimental conditions than would have been possible otherwise. The purposes
of integrating Dialogflow, on the other hand, were to increase the naturalness of user-chatbot
conversations and to handle users’ exceptional questions and requests. If the chatbot de-
tected that a participant became stuck three times within the same chat, it moved to the
next conversational topic.

Incorporating natural language processing (NLP), Dialogflow enabled the chatbot to give
plausible responses to a wide range of questions from the participants, such as, "Can you
help me?” and "How are you?” Additionally, if a participant said "I feel stressed today,” the
chatbot’s response might include a follow-up question such as, ”Could you let me know why
you feel stressed?” along with its main reply. And, when participants asked questions that
the chatbot did not expect and/or could not answer, e.g., regarding human activities such
as schooling or diet, Dialogflow helped it process them by providing either simple, natural-
istic answers, or requests to rephrase the question or refocus on the task at hand. Besides,
this NLP engine allowed the chatbot to handle an additional social chat when participants
prompted the chatbot after finishing their daily chatting task. To facilitate natural interac-
tion and transition between the chatting tasks, I designed ”intents” in Dialogflow, such as,
replying to greetings, replying to users’ positive or negative comments, and courtesy. I also
designed intents that encourage a user to clarify questions and help them redirect back to

the main conversational flow.

5.3.4 Participants

I used social media and a Japan’s University’s electronic bulletin board to recruit partici-
pants who met the following criteria: they 1) were above age 18; 2) were able to read, write
and speak fluent English; and 3) had a score lower than 13 on the Kessler Psychological
Distress Scale [133], meaning that they did not have an urgent mental-health issue. I ex-
cluded the latter group because the chatbot was designed to ask its users to share personal
experiences that might be negative, and this was deemed to be a potential risk to the well-
being of people who were already mentally distressed. In the recruitment stage, I disclosed
the duration of the study (four weeks), along with the participants’ right to drop out at any
point, and each participant’s option to attend a follow-up interview at the end of the study.

The 35 participants I recruited ranged in age from 20 to 29 (M = 24.74; SD = 1.96),
and none of them reported having any mental illness. All were graduate or undergraduate
students. I divided them into two groups: the OC group (Participant (P)1-17), which
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received suggestions from the chatbot, and the HC group (P18-35). Both groups were
balanced by K-6 score (average OC M = 7.97, CH M = 8.3) and gender, in light of prior
research findings on the potential impact of both mental status and gender on self-disclosure
[52, 53, 133]. The final composition of OC was 10 females and seven males, and of HC, 11
females and seven males. All participants were familiar with messenger platforms. After
the four-week period of interacting with the chatbot, 34 participants attended face-to-face
individual interviews, each of which lasted between 45 and 60 minutes.

The participants were paid $230 USD each, of which $20 was for the final interview, and
the remainder for their participation (chatting tasks and two surveys) in the study per se.
The same amount was paid regardless of the conditions of participation. On average, I paid
$7.50 for each chatting task (28 chatting tasks in 4 weeks) which reflects the local part-time
rate. The participants were told that their financial compensation was contingent upon their
completion of at least four chatting tasks during each of the four weeks of the study. If a
participant could not meet this requirement, they would get compensation proportionally.
However, the participants were also told that they would be able to get the full amount as
long as they met this minimum requirement - they would not have to answer all the questions

or follow the guidance if they didn’t want to, and would not receive any penalty.

5.3.5 Procedure

All participants were asked to attend an initial meeting in which the researchers helped
them set up the chatbot, either on a mobile phone or another device of their choice. In
the same meeting, the participants were informed that their conversations with the chatbot
would be recorded and analyzed by the research team; that they had the right to refuse to
answer questions and to decline to comply with instructions from the chatbot; and that they
could withdraw from the experiment whenever they liked. They then signed consent forms.
This was followed by a 10-minute chatbot practice/familiarization session. Experimental-
group assignments (i.e., to OC or HC) were not discussed with the participants at any time,
and they were instructed not to discuss their respective chatbot interactions with one another
until after the experiment was finished.

The chatbot prompted the participants when a new chatting task was available. Full
access to the chatbot was allowed during 18 hours of each 24-hour period, i.e., from 6 p.m.
until 11:59 a.m. the following day. This time-window was selected because, although the
researchers preferred interaction to occur in the evening, to ensure that the participants’
reactions to the day’s events were fresh, they acknowledged that some participants might

only have the opportunity to engage with the chatbot in the morning. When a participant
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accessed the chatbot between noon and 5:59 p.m., it would provide only a simple social chat
designed not to affect participants’ perceptions of the chatbot or the experiment.

To examine the impact of whether suggestions were given directly by the chatbot or by
the coach, I conducted two surveys, one at the end of Phase 1, and the other at the end of
Phase 2 (Figure 5.2). The details of the survey and other data-collection instruments and
approaches will be provided in the next section, below. At the end of the study, all partici-
pants were invited to a face-to-face interview. This research was reviewed and approved by

our institutional review board.

Conversation Logs

I collected all participants’ chatbot conversation logs, and compared them across the OC
and HC groups. To assess how closely the participants followed the system’s suggestions, I
focused on changes in the depth of their self-disclosure, which the acquisition of journaling
skills has been shown to deepen. Previous research has also used depth of self-disclosure as a
metric of users’ quality of responses to a chatbot [126] and of their trust in a chatbot system
[25]. I had two raters code the log data independently according to the three categories
proposed by Barak and Gluck-Ofri [118], i.e., information, thoughts, and feelings, each of
which is further subdivided into three levels according to the sensitivity of the information
disclosed, as shown in Figure 5.4.

Specifically, the raters deemed a user’s statement in the log data to be information if it
provided factual details about him/her; as thoughts if it expressed his/her personal opinion
about events, personal appearance, or intimacy; and as feelings if it expressed an emotional
reaction to events, people, or behaviors. The coding of each statement included rater-
assigned scores on a scale of 1-3 in each of these three categories, to reflect that they are
not absolute or mutually exclusive. Figure 5.4 shows the examples. The raters practiced
rating a large subsample of users’ statements and discussed differences until they reached a
consensus, before rating the remainder of the data. A final inter-rater reliability of 89% was
achieved.

To analyze how the two chatbot versions, OC and HC, had influenced the participants’
depth of self-disclosure, word count, and responsiveness to journaling suggestions, I per-
formed a mixed-model analysis of variance (ANOVA), followed by a Tukey’s test of sig-
nificant difference. For this purpose, I treated the chatbot’s suggestions as random effect;
groups (OC and HC) and experimental day (Phase 2: 9 days) as independent variables; and

self-disclosure levels as the dependent variables.

Survey
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In the surveys administered before and after the Training phase (Figure 5.2), three con-
structs were measured to focus on participants’ perceived interaction and to facilitate com-
parison of the effects of the OC and HC conditions. I also evaluated participants’ perceived
benefits of the interaction by measuring their self-reflection and self-awareness levels. Each
construct is described in turn below.

Perceived Trust: I measured perceived trust because it is crucial to individuals’ de-
cisions to engage in self-disclosure and accept the suggestions, regardless of whether their
interlocutors are humans or machines [25, 48]. Our nine measurement items for this construct
were adapted from prior literature on perceived trust in computer agents [25, 87, 88|, and
answered on a seven-point Likert scale ranging from 1 = strongly disagree to 7 = strongly
agree. Example items from this dimension included, ”The chatbot provides me with unbiased
and accurate suggestions” and "I can trust the information provided by the chatbot.”

Perceived Engagement: The participants were asked to self-report their perceived
engagement with the chatbot, as such engagement could have influenced their responsiveness
to journaling guidance, and thus their performance when using the system. Additionally,
prior studies have suggested that human support probably increases users’ engagement,
and that loss of engagement is a common obstacle to self-guided treatment [91]. The 12
measurement items for our surveys’ engagement dimension were adapted from prior literature
[173]. Examples from this dimension included, ”I felt interested in this experience” and ”The
time I spent using the chatbot just slipped away.”

Perceived Intimacy: People may develop intimacy with a chatbot through mutual self-
disclosure behavior [24, 136], and they may also perceive intimacy and companionship with
a computer agent when interacting with it over periods of time [13, 24, 90]. Meanwhile,
the change in the chatbot’s role from a listener in Phase 1 to a coach in Phase 2 may have
a negative impact on users’ perceived intimacy with the chatbot. Hence, I measured this
construct to see if intimacy between each user and the chatbot evolved over the course of
Phase 2, and whether/how this construct affects users’ depth of self-disclosure to the chatbot
system. The six items in this dimension were adapted from a prior study [88]. An example
item from this dimension included, "I felt close to the chatbot.”

Self-reflection and Self-awareness: Finally, I measured user’s self-reflection and self-
awareness because these constructs are potential indicators of the effectiveness of the jour-
naling guidance and our system. Indeed, the journaling suggestions provided by the chat-
bot/coach were aimed at building participants’ self-reflection [174] and self-awareness [175].
I measured users’ self-reflection and self-awareness by utilizing a self-reported questionnaire.
The 12 measurement items for self-reflection and three items for self-awareness were adapted

from prior research [174, 175]. Examples from the two dimensions included I frequently take
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Bot: Let’s practice gratitude journaling talk. Choose Bot:  Noteveryone has had a single big trauma, but most people have had
major conflicts or stressors, and you can write about these as well.

‘What is it you feel guilty or stressed about?

someone in your life who has been helpful and kind to
you, but to whom you haven’t had an opportunity to

express your gratitude. User: Since childhood, I have faced all things by myself, and I will bully
User: Okay and blame others because of envy and even jealousy. I also want
Bot:  Who is the person that makes you feel grateful? love and care and wonder why others can have them, but I can’t.
User My Grandma. This jealousy makes me feel strange.
Bot: So, directly addressing that person, describe specific Bot:  How do you feel right now about this? What feelings and emotions
things that they’ve done that made you grateful. are you experiencing?

User: When I was little, I would gain satisfaction by bullying classmates,
making them cry and making them feel pain. Sometimes these kinds
of impulses still appear, but not to bully others.

Bot:  What thoughts show up regarding this situation?

User: I think it’s bad, it’s unhealthy, but I don’t know how to build good
relationships with people.

Bot:  How would you summarize the lesson you learned from this
experience?

User: I often use my past experience to limit myself. Those experiences

User: Since I was a child, I never really expressed my
gratitude to her. She babysat me when I was an infant
and when Mom had to go to work. I was so lucky to
have been babysat by a close family member and to get
their whole attention, instead of going to a day-care
center and being looked after by a stranger.

Bot:  Okay, how has this person’s behavior affected your
life?

User: Iheard her life story, so I knew that she went through a of hurting others always restrict me, so I don’t know how to
lot of hardship when she was young. She gave me a lot establish the right relationship with others, or even what such a
of life guidance and taught me that we should be relationship would be like. But now, I know my past experience is
generous about helping others when we are able to. not correct. I can learn from it now.

Figure 5.3: Samples of the participants’ dialogues. Note: Researchers removed some infor-
mation from the users’ responses for privacy reasons.

time to reflect on my thoughts,” ”Right now, I am conscious of my inner feelings,” and ”Right
now, I am reflective about my life.”

I conducted mixed-model ANOVA to analyze the survey results, with the dependent vari-
ables being self-reported engagement, trust, intimacy, self-awareness and self-reflection. The
two independent variables were group membership - i.e., of OC vs. HC - and time (Fig-
ure 5.2): i.e., before Phase 2 (Pre-survey) vs. after Phase 2 (Post-survey). Mauchly’s test
was used to verify that the assumption of sphericity was not violated (Sig. > .05), and

Greenhouse-Geisser correction was used to adjust for lack of sphericity.

Interview

Our semi-structured interview protocol focused on the participants’ chatbot experiences,
including their daily practices of using the system, their engagement, and their impressions
of the chatbot. Follow-up questions covered if/how their attitudes and impressions had
changed since the start of the experiment. To capture differences in how the interviewees
responded to the chatbot’s (or coach’s) specific guidance, I asked them to describe their
feelings about those suggestions, including if they felt they were worth following; if they felt
comfortable about receiving them; what they learned after following/ignoring them; and if
such feelings changed over time.

In addition, I asked the participants how much effort they expended in learning from
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the system during Phase 2; and how much they disclosed to the chatbot/coach when prac-
ticing the journaling skills they had learned. As well as their general impressions of the
chatbot/coach, I asked them how they defined their relationship with it/her; if they trusted
it /her, and why; and if they perceived themselves as having become dependent upon it /her
when learning and practicing journaling skills. Finally, I asked interviewees to reflect upon
whether their participation in the study as a whole had affected their self-reflection or self-
awareness in daily life, and whether they were still using any of the journaling skills they
had been taught during the experiment. Each interview was audio-recorded and transcribed
for further analysis.

Thematic content analysis, which involves iteratively reviewing and labeling interviewees’
responses with emerging codes, was applied to all the interview data by two raters working
independently. The raters’ coding results were then compared, and possible revisions were
discussed. This cycle was repeated until the coding scheme was deemed satisfactory by both

raters, and inter-rater reliability had reached a reasonable level (> 91%).

5.4 RESULTS

To answer the three research questions, I present the results following their order. First,
RQ1 is answered by analyzing conversational logs in the Suggestion session. Second, RQ2
is answered by the pre- and post-survey of users’ perception, and the interview results are
included to explore the reasons for causing the experience. Finally, RQ3 is answered by
counting the number of participants that voluntarily practiced the journaling suggestions
to understand the lasting effect. The interview is also involved in extending understanding.

Figure 5.3 shows two participants’ sample dialogues with the chatbot system.

5.4.1 Effects of Chatbot Designs on Users’ Journaling Behaviors (RQ1)

To explore RQ1, regarding how users responded differently to versions of the same chatbot
with (HC) and without (OC) a human expert (coach) in the same communication channel, I
analyzed conversation logs from the suggestions sessions during the Training phase (Phase 2).
Since the suggestions given in either chatbot setting required the participants to disclose and
reflect more about themselves than had been the case in Phase 1, I measured the quantity
and depth of participants’ self-disclosure. The statistical results are summarized in Table
5.1.

On average, HC participants generated 7.9 messages, and OC participants generated 7.5

messages while practicing each Suggestion session’s journaling skill. T calculated the word
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Table 5.1: Statistical results of RQ1: x means no effect. I did not find interaction effects for
all measurements

RQ1 Group (HC v.s. OC)

Word count HC > OC (F = 6.60, p < .01)
Self-disclosure (Information) x

Self-disclosure (Thoughts) HC > OC (F = 29.6, p < .001)
Self-disclosure (Feelings) HC > OC (F = 12.12, p < .05)

count of participants’ responses and compared the differences using mixed-models ANOVAs.
Results showed that the HC (M = 159.41, SD = 16.61) group’s mean overall word count
was significantly higher than that of the OC (M = 118.31, SD = 17.62) group (F(1, 33) =
6.60, p < .01). There was no significant main effect of experiment day, and no interaction

effects.

Depth of Self-disclosure

I then coded participants’ responses to examine the depth of their self-disclosure. More
specifically, first, with regard to Information, there was no significant effect of any factor; i.e.,
neither OC/HC membership nor experiment day significantly impacted how the participants
disclosed information to either version of the chatbot. The group averages for informational
self-disclosure across all suggestion questions were M = 1.7, SD = .67 for OC, and M = 1.65,
SD = .57 for HC.

Second, in the case of Thoughts, our analysis revealed a main effect of group (F(1, 33) =
29.6, p < .001), with the participants in the HC group disclosing more thoughts. However,
there was no effect of experiment day, and no interaction effects. The group averages for
self-disclosure of thoughts across all suggestion sessions were M = 1.89, SD = .13 for OC
and M = 2.32, SD = .12 for HC.

Lastly, there was a significant main effect of group membership on the self-disclosure of
Feelings (F(1, 33) = 12.12, p < .05) - with the members of HC disclosing feelings significantly
more than OC members did - but no main effect of experiment day, and no interaction effects.
The group averages for self-disclosure of feelings across all Suggestion sessions were M = 1.91,
SD = .11 for OC and M = 2.22, SD = .13 for HC. Figure 5.4 shows sample responses with
three levels of self-disclosure from participants. These results show that HC group was found
to have given longer responses containing deeper feelings and more thoughts than the OC

group during the Suggestion session of Phase 2.
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Feelings

When I did an internship in a company, I was
responsible for a presentation but I did not
prepare well. (P10, F)

1 feel frustrated because I am not punctuality. I am
often late for a date with my friends. (P24, M)

1 feel guilty that I hesitated to help an old man who
was hurt, and I did not give any help. I regretted

this and kept wondering if this person would have
died because of my indifference. (P35, F)

Information Thoughts

Level 1 | Ice cream cake, it is colorful and taste I think that many people want to have a
sweet. (P5 , F) cooking skill. (P14, M)

Level 2 | My comfort food is instant noodle I think I am a good team player
because it is easy for me to cook after a because I have good resilience and
busy day. (P6, M) flexibility. (P33, F)

Level 3 | My comfort food is soy milk homemade I'm good at writing and I like it! So, I
by my grandma, it’s a little sweet and ~ wish I can be a professional writer in
smells good, I felt happy to have it at  the future. So, I keep improving my
breakfast when I was a kid. (P18, F)  language skills. (P8, F)

Figure 5.4: Samples of participants’ responses to the suggestions in Phase 2. The responses
were coded to different categories and levels of self-disclosure. Note: Level 1 of Feelings is
defined as ”No expressing of feelings.” [118§]

Table 5.2: Statistical results of RQ2 (Group): x means no effect. The study did not find
interaction effects for all measurements

Group (HC v.s. OC)

RQ2-a | Perceived Engagement HC > OC (F = 8.63, p < .01)
Perceived Trust HC > OC (F = 8.28, p < .01)
Perceived Intimacy X

RQ2-b | Self-reflection X
Self-awareness X

5.4.2 Perceived Interaction with the Chatbots (RQ2-a)

To better understand why the participants in the HC group responded to the system’s
suggestions more diligently than the OC group did, I investigated inter-group differences
in how the participants perceived their chatbot interactions. More specifically, I examined
whether and how each group members’ perceived engagement, intimacy, and trust with
the chatbot changed during the Training phase. Such levels were captured through their
responses to surveys conducted before and after the Training phase. The statistical results
are summarized in Table 5.2 & 5.3. Subsequently, in interviews, the participants were
asked detailed questions about their motivations for following (or not following) the system’s
suggestions; their perceptions of such suggestions; and their impressions of whichever chatbot

version they had been exposed to.

Perceived Engagement

The engagement level revealed significant main effects of both group (F(1, 33) = 8.63,
p < .001) and time (F(1, 33) = 4.76, p < .05), but there was no significant interaction
effect; with the HC group reporting significantly higher engagement than OC, both groups’
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Table 5.3: Statistical results of RQ2 (Time): x means no effect. The study did not find
interaction effects for all measurements

Time (Pre- v.s. Post-survey)
RQ2-a | Perceived Engagement Pre < Post (F = 4.76, p < .05)
Perceived Trust Pre < Post (F = 16.65, p < .001)
Perceived Intimacy Pre < Post (F = 13.9, p < .001)
RQ2-b | Self-reflection Pre < Post (F = 11.31, p < .01)
Self-awareness Pre < Post (F = 7.11, p < .05)

engagement levels generally increased after the Training phase ended. To better understand
participants’ perceived engagement and motivation to follow the suggestions, I asked partici-
pants questions in their interviews to explore their experience, for example, ”Did you engage
in practicing the journaling skills with the chatbot/coach? Why or why not? How did this
change over time?”

In the interview, ten OC group members said that their engagement with the chatbot
increased over time because it sent them useful suggestions and prompted them to accomplish

something new every day. For example, one participant (P5, F) said:

”Engagement increased over time because I got used to the chatbot and some of

its suggestions were useful. I felt more engaged and it gave me motivation.”

Besides, most participants in the OC group felt comfortable about deciding for themselves,
on a case-by-case basis, whether to follow the chatbot’s suggestions or not follow them.
When they did follow them, they generally felt happy and surprised that they had been able

to learn something useful from a chatbot. As one put it,

7 Although I did not practice those suggestions a hundred percent, I think I am
still on track. When you learn something from doing this, you will feel more

motivated. So, my next step is to keep practicing them.” (P10, F)

Although practicing new journaling skills seemed to enhance perceived engagement for
many participants, four members of the OC group reported that doing so caused them

fatigue and annoyance. For example,

"1 felt annoyed because some suggestions were time-consuming to carry out. I
did not expect that I would have to expend so much effort.” (P17, M)

Moreover, those participants expressed discomfort at certain suggestions they received from

the chatbot. As one of these interviewees said,
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"Sometimes, I felt the chatbot was too bossy, especially when it started to give
me suggestions. It was okay when the suggestion seemed useful. But when the
suggestion was not useful, or the chatbot prompted me to disclose more, I got a
bit annoyed. ’ It’s just a robot, why is it giving me instructions?’ That kind of

feeling.” (P3, M)

In addition, three participants in the OC group reported that their engagement gradually
decreased, due to loss of interest in the chatbot system, i.e., the novelty effect [126]. One of

them said,

”1 was more engaged in the beginning. This [chatting with a chatbot every day]
was a new thing for me. But as I got used to it, my engagement level dropped.”
(P14, M)

In the HC group, according to their survey responses, the HC group felt more highly
engaged with the chatbot system than their OC group counterparts did. Most of the HC
group participants reported positive attitudes toward practicing the focal journaling skills,
and provided two reasons for this. First, much like the OC group, they felt that the content

of the suggestions themselves improved their perceived engagement, for example,

” Although practicing journaling skills was time-consuming, following the sugges-
tions helped me understand myself better. So, though lengthy, the process led
me to good results.” (P33, F)

Secondly, more than half (n = 11) of the participants in the HC group highlighted the
importance of human support, noting that the involvement of a coach increased their will-
ingness to take suggestions seriously. This was because they thought the coach personalized
the suggestions for them and would monitor their practicing activities on the chat channel.

As one explained:

"The suggestions were from a coach. I thought the coach might see my responses
and give me further suggestions. So, I was more careful about my responses for
the suggestions.” (P24, M)

Nevertheless, the ostensible involvement of a human coach seemed to negatively affect the
engagement of a minority of the HC participants. Three of them noted that it increased
their expectations: i.e., that they would receive highly personalized suggestions and feedback.
Because our study design did not actually offer such features, these users’ engagement with

the chatbot was deterred. As one of them put it,
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"The coach gave me suggestions, but they were general suggestions. In fact, I
wanted to have more personalized guidance. I felt the coach did not pay attention

on my responses.” (P19, F)

Moreover, because the coach only offered general suggestions, several mentioned feeling
disappointed that ‘she’ could not really give them personalized feedback or suggestions. For

instance,

"1 was kind of disappointed by the low level of her involvement to customize
suggestions.” (P26, F)

In addition, the impression of human support caused stress to some of the HC users, who

felt the coach was judging their answers. As one of them explained,

"1 felt the coach would judge my answers, so I tried to answer the questions as

thoroughly as possible, and this made me feel stressed.” (P32, F)

While this drove them to implement the suggestions, it also triggered negative feelings when

they could not follow the suggestions, for example,

"1 felt sorry when I could not follow the suggestions, because I guess the coach
put a lot of effort into designing this chatbot to help me.” (P30, F)

Perceived Trust

I analyzed the trust levels reported in the survey, and found a significant main effect
of group membership on trust in the chatbot, with the HC group’s trust being significantly
higher than the OC group’s (F(1, 33) = 8.28, p < .001). There was also a significant, positive
within-group main effect of time on trust (F(1, 33) = 16.65, p < .001), and there was no
significant interaction effect. This analysis showed that the HC group showed stronger trust
in the chatbot with a coach than the OC group’s perceived trust. To explore how the
chatbot system and human support influenced users’ perceived trust in each of those system
personae, I asked some interview questions related to trust, such as ”Please describe your
overall trust in the chatbot” and "Do you feel your trust in the chatbot changed during the
study? If yes, how and why?”

The resulting data from interviews indicated that participants in both groups developed
some degree of trust in the chatbot system, citing a few common factors that contributed
to this dynamic. First, in line with prior studies [4, 25], small-talk seemed to help the

participants develop trust in the chatbot while building relationships with it. For example:
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"1 could not trust this chatbot at the beginning of the study because it did not
understand me [...] But this feeling of discomfort lessened over time. I felt like
I knew each other to some extent because I had some small talk for different
things. So I gradually felt I could trust the chatbot more.” (P11, M)

Second, four of the 35 participants reported that their trust in the system was rooted in

their trust in the research team. As one participant explained,

"I had high trust from the beginning of the study, and this did not change at
any point. I believed the research team, so I could trust in this chatbot system.”
(P33, F)

In the HC group, given that all the journaling suggestions they received allegedly em-
anated from a human coach, the HC participants’ impressions of the chatbot per se did not
change much across Phase 1 and 2. Most of these participants mentioned that the chatbot’s
role changed slightly, i.e., from a conversational partner to the coach’s assistant, but none

of them reported feeling annoyance toward the chatbot. As one of them mentioned,

7 After the coach came in, the chatbot became like an assistant to help the coach
to deliver suggestions. [ can trust the human coach which also enhanced my
trust in the chatbot system.” (P28, M)

Furthermore, the presence of a human coach notably increased perceived trust in the
chatbot and its suggestions. In the interview, 13 of the 18 HC group members indicated
that the introduction of the coach enhanced their trust in the chatbot. It also seemed to
have a strong impact on the participants’ perceptions of the usefulness of the suggestions

they received. For example, one interviewee said,

"1 felt suggestions given by a coach would be reliable. For some suggestions, I
wasn’t sure if they would be effective. If they hadn’t been from a coach, I would

have been more suspicious and not followed them.” (P30, F)
One of the HC participants explained that

"If the chatbot itself gave me some suggestions, I would feel like I was getting
the suggestions from a website or a book. The suggestions might still be reliable.
But, when the suggestions were from the coach, it was different. I felt a human

coach was more careful about the suggestions and my answers.” (P25, F)

Thus, the presence of a coach appears to have enhanced users’ confidence in the suggestions.
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Perceived Intimacy

The participants’ self-reported intimacy revealed no main effects of group and no interac-
tion effects; however, the main effect of time was significant (F(1, 33) = 13.9 and p < .001).
The analysis revealed that this result was driven by both groups, i.e., that the members of
both HC and OC groups perceived significantly higher levels of intimacy with the chatbot
at the end of the Training phase.

For both groups, most of the participants confirmed that they perceived their levels of
intimacy with the chatbot as having increased over time, but many in the HC group stressed
that such growth in intimacy was not influenced by the introduction of the coach. This seems
to be borne out by the fact that both groups’ explanations of why their intimacy increased

were broadly similar. For example,

”The chatbot was not like general mobile APPs. The chatbot seems to have life,
so I became closer to it. It reminded me and prompted me to finish practice

every day; this design made me feel the chatbot cared about me.” (P10, F)

The main such explanation was that they interacted with the chatbot every day; the small-
talk sessions in particular were linked to enhanced intimacy, on the grounds that the chatbot
disclosed a considerable amount of its own ’personal” information during small talk. This
finding echoes those of prior research by Lee et al. [24], that reciprocity of self-disclosure

can increase intimacy levels. According to one HC group member:

"My intimacy level increased to some extent because I talked about our own

experiences. I felt like I got familiar with each other.” (P18, F)

In the HC group, five of the participants indicated that they tried the suggestions out
seriously under the coach’s guidance due to the feeling of companionship with the chatbot
and coach, which brought them benefits leading to promote their further motivation to follow

the instructions. As one of the interviewees said,

"1 tried following all the suggestions, even those I thought some of them were not
useful. And I had positive feelings after following them. [...] T was able to work
so hard because I felt I was not alone. There was the chatbot and the coach. I
felt I was supported by both of them.” (P27, F)

Nevertheless, two of the HC users specifically noted that they would have preferred to
receive some suggestions from the chatbot rather than from the coach, because the former

understood them better:
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"1 respected the coach’s expertise and tried to follow her suggestions. But I
wished the chatbot itself would give me some suggestions because it had been
listening to my stories from the beginning. It knew about my past and my

struggles, so it would have been able to work with me more closely.” (P31, M)

In summary, the survey results showed that the HC group perceived significantly more
engagement with their chatbot, and their trust in the chatbot significantly increased as well;
on the other hand, the OC group’s engagement with and trust in the chatbot did not show
significant changes. In addition, both groups’ sense of intimacy with the chatbot signifi-
cantly increased after the Training phase. Our interview results suggest several factors that
contributed to the positive changes of participants’ perceived interaction: 1) For perceived
engagement, participants who perceived higher usefulness of the suggestions experienced
more engagement with the chatbot, whereas those who did not find the suggestions useful
gradually lost interest in interacting with the chatbot. Although ten HC participants noted
that the involvement of a coach increased their engagement in practicing the suggestions,
four HC participants also shared that they felt pressure given the presence of human sup-
port. 2) Regarding perceived trust, the presence of a human coach seemed to contribute to
the significant increase of the HC group’s trust because the participants felt confident with
the suggestions from a human coach. 3) Regarding intimacy, the interview results suggested
that the participants in both groups felt more intimate with the chatbot as both groups had
small-talk with the chatbot over days.

5.4.3 Perceived Benefits of Practicing Journaling through the Chatbots (RQ2-b)

As I have seen, the two groups of participants perceived the system differently; both later
reported that it had a meaningful impact on them. There was a main effect of time on
self-reflection level (F(1, 33) = 11.31, p < .005), but no significant difference was found
between the groups (OC: M = 4.31, SD = .30, HC: M = 4.43, SD = .34), and there was no
interaction effect. This analysis showed that both OC and HC group members’ self-reflection
levels increased significantly after learning journaling skills in the Training phase.

For self-awareness level, no significant difference was found between the groups (OC: M
= 4.51, SD = .23 and HC: M = 4.83, SD = .26), but there was also a main effect of
within-subject factors (F(1, 33) = 7.11, p <. 05). Besides, there was no interaction effect.
These findings indicate that both groups of participants improved their self-awareness levels
after the Training phase. Below, I summarize the points about this topic most frequently

mentioned by the participants.
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Better Awareness of Own Mental Status — Although about half of the participants
reported that they had never given full attention to their mood or feelings before the study,
most seemed to develop an awareness of their inner emotions and their own strengths by

participating in the study. As one stated,

” At the beginning of the study, my messages tended to be short, just saying that
I was tired or sleepy. But in the end, I noticed that I was talking more and
saying ‘I'm happy.” I also learned many skills, like gratitude, and explored my
strengths. These practices made me aware of many things about myself.” (P22,
F)

Deeper Understanding of Themselves — The step-by-step guidance provided by the
chatbot system also seemed to encourage the participants to reflect on themselves and helped

them understand themselves better. As one reported,

"The chatbot helped when it taught me many journaling skills. By trying those
skills out, I could understand myself better. By rethinking my past and going
through the exercises, I have gained a better understanding of how my current
self was formed.” (P15, M)

In other words, by following the chatbot’s guidance, some users were able to reflect on
prior events from different angles and develop new insights about themselves. This echoes a
prior study [8] that indicated that writing down their reflections might give users a sense of
accountability, where simply thinking about the answers might not.

Providing Different Perspectives — Another benefit of acquiring new journaling skills
frequently mentioned by the participants was that the chatbot system reminded them to
think about the positive aspects of their lives. For example, participant P2 expressed grat-
itude toward her parents, supervisor and roommate in the Training phase reported in the

interview,

”This chatbot reminded me that there are many things I can take care of, and
that I feel appreciated. I don’t have to focus on things that make me depressed
and sad all the time.” (P2, F)

Paths to Better Well-being — Finally, nine participants reported that chatting with
the system brought about some changes in their lives. Although I cannot verify that such

changes had actually occurred, a sample of the relevant comments is provided below.

”The chatbot made me think about my true feelings and reorganized my thoughts.

For example, the coach suggested me to send a gratitude letter, so I sent one to
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my mother. I actually had complicated mixed feelings about her. There were
certain things I didn’t like about her. I was thankful, and yet I couldn’t get rid of
my negative feelings about her. But by following the guidance, I came to realize
that I didn’t understand my mother well.” (P20, F)

In summary, our findings show that the chatbots could effectively deliver guidance for jour-
naling skills, and both groups’ perceived self-reflection and self-awareness levels increased
after the Training phase. The interview data also supports this observation, with most par-
ticipants agreeing that journaling both encouraged them to reflect on their prior experience

and increase their self-awareness.

5.4.4 Lasting Effect on Participants’ Journaling Practice (RQ3)

To gauge the differences in how our OC and HC chatbot versions affected the participants’
journaling practices when following guidance was not required, I first calculated the ratio
of participants who practiced the skills per day during the Free-will phase (Figure 5.2).
I then compared the mean ratio between the conditions using a ttest. Interestingly, the
results showed that more OC participants voluntarily practiced the suggestions than HC
participants (OC: M = .80, SD = .08; HC: M = .57, SD = .12; ¢t = 4.15, p < .001). To
explore the possible reasons for this difference, I asked the participants to explain their

motivations for practicing and quitting the journaling skills during Phase 3.

Reasons of Keeping the Practices

Across both groups, participants reported similar reasons for continuing to practice the
skills during the Free-will phase. A majority of the sample (n = 20) indicated that because
they had benefited from practicing the journaling skills, they felt motivated to keep doing

so. As one explained,

”"When I followed a suggestion from the chatbot, I was excited to know that even
a robot could improve my life! It’s not the type of advice I can get in our daily

lives, so I keep practicing them.” (P15, M)

Some of the participants emphasized that their relationships with the chatbot also en-
couraged them to keep practicing the taught skills. As one noted,

”I have been asked about my mood [...] every day, so I gradually felt close to the
chatbot. Also, I learned a lot from the chatbot, which gave me a good impression

of it. T wanted to keep on using those journaling skills.” (P27, F)
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Three of the participants indicated that it was helpful when the chatbot reminded them

of the journaling skills learned in the Training phase. As one of them put it,

”1 forgot about some skills quickly. But by reviewing all the journaling skills, my
memories were strengthened, and that gave me confidence that I could success-

fully improve my mental well-being.” (P13, M)

Also, eight participants appreciated the daily prompts and encouragement by the chatbot.
One of them said,

"I think it’s not a bad thing to be prompted by the chatbot. It would be hard
to have a real human reminding me to practice these skills every day. So the

chatbot gave me more motivation to continue working on something.” (P33, F)

Moreover, many participants were also motivated to follow the system’s suggestions by
reminders the chatbot sent to them. One of them shared prior experience with cultivating

journaling skills; the interviewee said,

"1 once tried to do something similar, but I could not keep doing it on my
own. However, when the chatbot encouraged me and sent me reminders, I felt
motivated to follow its suggestions. This is quite different from practicing alone.”
(P18, F)

Reasons for Quitting Practice
The participants who did not often practice in the Free-will phase gave several reasons
for this, which I summarize below. First, many of them felt tired of journaling after the

Training phase: as one of them stated,
"I wanted to take a short break from what I had been doing.” (P19, M)

Second, practicing journaling skills was deemed optional in Phase 3, and five participants
reported seeing this aspect of our system’s design as giving them an excuse to skip it. As

one mentioned,

"1 feel that if I am given too many alternatives I will just give myself excuses.
Especially when I was a little busy with other stuff, I might skip the practice.”
(P9, F)

Especially, the HC group participants gave group-specific reasons for not practicing in the
Free-will phase. Six of them reported that because there was no longer a coach monitoring
them after the Training phase, they did not feel it was necessary to keep practicing. One

said,
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"1 stopped practicing the system’s suggestions after the coach stopped giving
new ones, because no-one was monitoring my responses and I just wanted to
skip that.” (P32, F)

Lastly, two members of the HC group noted that practicing the same journaling skills
they had learned in Phase 2 a second time would not have brought them new insights, and

thus, they tended not to practice in Phase 3. As one of them put it,

"1 think those journaling skills are still useful, but less useful than when I prac-
ticed them the first time.” (P34, M)

In summary, I found that OC group participants practiced the journaling skills more
than HC group participants in the Free-will phase (Phase 3). Based on the interview,
the results imply that this difference may be attributed to the absence of a human coach
to monitor and interact with the participants in the Free-will phase, and the decrease in

perceived benefit from practicing the journaling skills again.

5.5 DISCUSSION

5.5.1 The Impact of Changing or Incorporating Chatbot Identities

As noted earlier, the participants did not receive any suggestions during Phase 1 ( Warm-
up) - they received suggestions for practicing journaling skills after they completed Phase
1. This meant that the chatbot, who had been a conversation partner or listener for both
groups, switched its role to either a coaching role for the OC group, or a mediator between
the user and the human coach for the HC group.

For the OC group, when the chatbot changed its role from a conversational partner to a
coaching role, there were two types of responses. On one hand, some OC participants were
happy to learn something new from the chatbot, and most of them did not feel pressure
from the chatbot and enjoyed having the company. On the other hand, some participants
reported that the chatbot had become bossy and annoying as the chatbot started to give
suggestions in the Suggestion session. According to the participants, they did not believe the
chatbot understood their struggles and real human lives, so they did not feel comfortable
with the chatbot’s suggestions. They felt that it would be overcorrecting to adopt the
chatbot’s suggestions. This is different from the participants in the HC group, who received
exactly the same suggestions, yet none reported such feelings toward the human coach nor
the chatbot.
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On the contrary, none of the HC participants reported any complaints about the chat-
bot’s mediating role. Most of them seemed to believe that their main interlocutor was now
a human coach: that the suggestions they were receiving were from that person, and that
their responses would be monitored by the coach. Comparing the experience of our two
groups suggests that a drastic change in chatbot role may cause participants confusion and
discomfort. This observation echoes prior research [23] which found that users felt uncom-
fortable interacting with a conversational agent using the same personality to serve multiple,
completely different, roles. Our results suggested that, adding another persona, the human
coach in this case, has the potential to mitigate discomfort. That is, the participants valued
the system’s suggestions differently due to the ostensible involvement of a human coach;
while participants in the OC group tended to judge the value of the system’s suggestions on
their own, most participants in the HC group tended to believe that the suggestions from
the human coach were all valuable, even when they felt some suggestions were not useful. In
other words, they trusted the authority of the coach, and were willing to follow the coach.
This seems to lend support to Mohr et al.’s [91] finding that legitimacy derived from users’
perceptions of a coach positively affected their acceptance of that coach’s demands.

Meanwhile, our findings also showed side effects of integrating a human coach to deliver
guidance. First, although I simulated the coach who gave suggestions asynchronously, some
participants in the HC group reported perceiving high pressure, and/or that their interac-
tion with the chatbot was monitored by the human coach in detail. Several participants
stated that they felt stressed and apologetic when they did not have time to closely follow
the coach’s suggestions, due to the time and effort the coach must have spent in crafting
them, based on their progress. Additionally, some participants in our HC group expressed
high expectations regarding the customization of the system’s suggestions and expressed
disappointment accordingly. This echoes Kocielnik et al.’s [8] finding that individuals who
held high initial expectations about a chatbot tended to be disappointed. However, in our

study, this effect was salient only for the HC group.

5.5.2 Compliance & Sustainability of Practicing Skills through a Three-phase Study

Our study findings reveal some challenges for deploying chatbots in real-life situations,
such as establishing relationships between the users and the chatbot [24, 92] and sustaining
users’ interaction with chatbot [126]. Regardless of the positive or negative effects of time,
our findings suggest the importance of conducting a longitudinal study when testing chatbot
technologies. Below, I discuss our three-phase study setup and the unique value of this

design.
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Our study started with a nine-day Warm-up phase. I set up this phase because prior
work suggested that building trust and intimacy toward the chatbot could motivate users
to self-disclose more deeply over time [11, 24]. While our interview findings echo previous
work regarding the important role of time in establishing social relationships between the
participants and the chatbot [24, 176], our data also showed that some participants expe-
rienced a novelty effect [126]: i.e., that they were highly engaged in chatbot conversation
at the very beginning, but that this excitement gradually decreased thereafter. Our study
results show that the participants’ perceptions and attitudes toward the chatbot changed as
they interacted with it across the different temporal phases of the experiment.

Through the three-phase study, I were able to find that the HC participants had higher
levels of dependency on the chatbot. However, this could have diminished their motivation
to keep journaling once it became an optional activity in the Free-will phase. According
to the investment model of long-term engagement [92], users may stop using an agent if
they perceive higher cost and lower benefit. Our findings are in line with the theory [92],
insofar as the HC participants perceived higher cost for practicing the journaling skills in the
Training phase, which demotivated them to continue practicing in the Free-will phase. On
the other hand, the OC participants had both lower self-disclosure and lower engagement
in the Training phase than their HC-group counterparts. The lack of pressure to follow
system suggestions that the OC participants perceived could result in a lower perceived cost
of continuing the practices. Therefore, compared to the HC participants, their willingness

of continuing the practices was less negatively impacted in the Free-will phase.

5.5.3 Design Implications

Our study uncovered both benefits and drawbacks of integrating human support into
human-chatbot interaction. These shed light on future chatbot designs both for practicing
journaling skills to improve mental health and for skill training in broader contexts.

The major benefit of integrating expert’s advice into human-chatbot interaction is that
the expert’s involvement resulted in participants’ higher engagement. In our context, it was
measured by participants’ journaling efforts (length and depth of their journaling content)
and their perceived interaction from the perspectives of engagement, trust, and intimacy.
Prior research has shown that compliance with system requests is an important first step
towards users’ achievement of further positive behavioral change [177]. Shi et al. [14] found
that when users identified a chatbot as a human, they would think that the conversation
was more engaging and have better outcomes. Our findings extend our understanding by

examining whether users can be persuaded to follow suggestions from a coach even when
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the suggestions are not customized for individuals and provided asynchronously through a
coach’s agent; however, the integration of a human coach might lead the participants to
think that they were monitored and cause them to feel pressure.

Scholars already suggest that using a chatbot as a coach can guide users toward a healthy
lifestyle and activities, e.g., [8, 9, 89]. Additionally, coordinated with other technologies
such as physical sensing and machine learning, future virtual agents, e.g., Alexa and Google
Assistant [? ], could automatically track users’ behaviors and introduce proper expert ser-
vices. When human experts, e.g., professional coaches, counselors and healthcare providers,
are scarce or have limited availability, our proposed HC design could be adopted to help a
human expert deliver their suggestions to the clients asynchronously, and the chatbot could
play a role to help collect and track the clients’ information to assist human experts in
offering more persuasive guidance than that given only through chatbots. Future designs
could also consider defining the human expert agent as a crowd-powered expert to flexibly
attribute limited human expert resources among users.

Finally, I found that the chatbot versions in the OC and HC conditions had specific
advantages and disadvantages when it came to delivering guidance. Future practitioners
and designers could consider the factors, e.g., switching chatbot identities and sustainability
of skill practices, when using chatbots for different training purposes. For example, if the
specific skill requires close compliance in a short period of time, incorporating human experts
may be more effective in the training phase. Conversely, if the training requires users’
long-term engagement and a light touch with the experts, it may be preferable to have
a companion chatbot lead the interaction. More varied design options need to be further

evaluated in the specific application contexts.

5.6 LIMITATIONS

There are several limitations of this work. First, to keep the two groups comparable, I
controlled the chatbot responses when providing suggestions for the users. There was not
an actual human person monitoring the participants and personalizing suggestions for them
in this study. Thus, our study design did not perfectly match the participants’ expectation
of customized expert support. However, the result could also reveal how users might react
when a system does not work as they expect. Still, it will be beneficial to further examine
the impact of offering personalized guidance in further research. Future research could
also evaluate how synchronous communication with real human experts may impact user
experience. In addition, I did not explore the different designs of chatbot personas (i.e.,

name and icon) to represent the coach in this work. Future work could be focused in this
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direction by examining the effect of controlling the presentation of a human expert’s persona.
Second, I gave a relatively easy task to the participants to learn (journaling skills). T used
the depth of self-disclosure and word count to measure how the users followed the suggestions.
Because journaling needs users to disclose themselves, the depth of self-disclosure level could
reflect how users put effort into responding to those suggestions. Users’ daily experience and
behavior might be affected over time. In our study, I did not focus on behavioral change.
Finally, although I believe that the differences between the OC and HC groups were
not affected by compensation as our OC and HC participants were compensated at the
same rate, the engagement level of the participants taken as a whole was surely affected by
compensation. Future work should consider deploying the system without compensating the

users for a longer-term span in different contexts.

5.7 CONCLUSION

In this chapter , I explored chatbot designs with and without integrating human support
for delivering guidance to users, along with a three-phase study I conducted to examine the
impact of human expert support on human-chatbot interaction. I focused on investigating
the impact on users’ experience and efforts involved in following the guidance of journaling
skills. Our findings show that the chatbot integrated with human support (HC) enhances
users’ self-disclosure, perceived engagement and trust in the Training phase; however, it
might also make people feel pressured. Although the group without human support (OC)
showed less engagement in the Training phase, they remained interested longer in practicing
journaling skills. Our research extends the understanding of human-chatbot interaction by
providing insights on future chatbot designs with the support of human experts to deliver

guidance in broader contexts.

5.8 APPENDIX

Figure 5.5 shows an additional example of journaling guidance. This chapter presents the

surveys used in the study.

5.8.1 Appendix A - Self-Reflection Survey

e [ don’t often think about my thoughts.

e [ rarely spend time in self-reflection.
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Bot: Today, we’re going to practice Expressive Writing again.

Bot: Please think about an acquaintance, friend, or family member you love/like, but have some regret
about your relationship with. I would like you to write about your deepest thoughts and feelings about this
topic.

Bot: So, who is the person you want to write about?

User: My ex-boyfriend

Bot: Okay. Please list at least three things that you hate about them.

User: He sometimes was selfish, and he spent too much time playing videogames. I felt he didn’t
love me back

Bot: I see. Now, let’s write down things you appreciate about this person.

User: He was smart and had a good sense of humor. He always tried to comfort me when I felt sad.
He also gave me help with my coursework.

Bot: Next, still thinking of the same person, pay attention to your feelings. When you’re ready, begin
writing loving memories of them, in as much detail as you can.

User: I was very happy when we were together, but this was not as often as I wanted. I was very sad
about that. I am grateful that he was with me and very kind to me at that time, and I want to thank
him for many things. But I think, if I miss him too much, it will be painful for me, because
eventually he will be with someone else, and now I only want to be his friend.

Bot: Finally, please reflect and consider what you would tell this person, if it were possible to do so.
User: I want to thank him for being very kind to me, but we should realize that we cannot be
together anymore because of distance and various other things. I hope he is happy now.

Bot: So, what will you do in future to maintain or improve your relationship with the person you
mentioned, or other people?

User: If I get a boyfriend, I will try my best to maintain the relationship

Bot: Thank you for sharing your thoughts and feelings!

Figure 5.5: Samples of a participant’s responses to the journaling guidance in Training
session

I frequently examine my feelings.

I don’t really think about why I behave in the way that I do.

I frequently take time to reflect on my thoughts.

I often think about the way I feel about things.

I am not really interested in analyzing my behaviour.

It is important for me to evaluate the things that I do.

[ am very interested in examining what I think about.

It is important to me to try to understand what my feelings mean.
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5.8.2

5.8.3

I have a definite need to understand the way that my mind works.

It is important to me to be able to understand how my thoughts arise.

Appendix B - Self-Awareness Survey

Right now, I am conscious of my inner feelings.
Right now, I am reflective about my life.

Right now, I am aware of my innermost thoughts.

Appendix C - Engagement Survey

I was so involved in this experience that I lost track of time.
The time I spent using the chatbot just slipped away.

I was absorbed in this experience.

I felt frustrated while using this chatbot.

I found this chatbot confusing to use.

Using this chatbot was taxing.

This chatbot was attractive.

This chatbot appealed to my senses.

Using chatbot was worthwhile.

My experience was rewarding.

I felt interested in this experience.
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CHAPTER 6: INTEGRATING SOCIAL LEARNING INTO
HUMAN-CHATBOT INTERACTION

6.1 INTRODUCTION

Prior work suggests incorporating social learning into systems, e.g., allowing people to ob-
serve others performing a target behavior, may motivate users to perform target actions [108].
Social learning [178, 179] is a process of human acquiring new behaviors and concepts by
observing and imitating others. For example, people seek advice or experiences from online
healthcare communities and social media because peers’ successes and tips can facilitate
social learning that boosts the adoption of health-promoting behaviors, e.g., [107, 110].
Therefore, integrating social learning into chatbots may be promising to boost user engage-
ment and motivate them to follow system guidance. One the other hand, previous research
also shows that there are potential risks for facilitating social interaction among users. For
example, when people interact with each other, they may overshare personal information
[180] or falsely internalize unsupported messages posted by others [111, 113].

As a result, people may end up disclosing less information about themselves or perform
counterproductive behavior. This may not be desirable for human-chatbot interaction, be-
cause one of the key advantages of using a chatbot is to provide people a place to disclose
about themselves without worrying about being judged by others [24, 181]. Without users’
self-disclosure, guidance for skill training may not be effectively delivered. Although re-
cent studies have explored chatbots’ potential for mediating social interaction among users
[6, 116]), the effects of incorporating social learning into human-chatbot interaction is under-
explored.

To address this gap, I designed a chatbot that incorporates social learning into one-to-
one human-chatbot interaction for practicing journaling skills. Journaling was selected as a
learning topic because it is a common practice that helps people improve mental well-being
[163] by tracking personal mental status and enhancing self-reflection [63]. More specifically,
the social learning component allows users to receive peers’ sharing about their successful
journaling practices or experience through the chatbot without directly interacting with the
peers.

To evaluate the effectiveness of integrating social learning in improving human-chatbot
interaction and their perceived engagement, I deployed two chatbot designs. Both chatbots
delivered training guidance for improving journaling skills, with one design guiding the
user itself through the dyadic interaction, and the other design offering a social learning

component. I then conducted a mixed-methods study, where 34 participants were divided
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into two groups, each of which was provided with one design and encouraged to use the
chatbot over three weeks. The social learning component was enabled by sharing narratives
about users’ experience of practicing the journaling skills and was carefully designed without
violating people’s privacy. These narratives were collected by the chatbot and were shared
anonymously within the group. I logged and analyzed participants’ dialogue with their
chatbots to explore how they followed the journaling guidance, surveyed their perceived
engagement and self-reflection, examined the inter-group and differences among individuals,

and conducted exit interviews with all the participants to triangulate the results.

6.2 RESEARCH QUESTIONS

The aim for incorporating social learning into a chatbot system is to enhance user en-
gagement and motivate them to comply with the chatbot’s guidance. Based on literature
review and considerations above, I conduct user studies to address the following three main
research questions. I first explore whether and how the users share their practicing experi-

ences through the chatbot. Thus, our first research question is:

e RQ1: Do users share (or not share) their practicing experiences with their peers

through a chatbot? If they do, what kind of experiences would they share?

Previous research [107, 110] indicates that social learning could enhance users’ adoption

of health-promoting behaviors. Thus, I ask:

e RQ2: How does our proposed social learning design influence users’ interaction (e.g.,

practicing journaling skills) with the chatbot?

In RQ2, T expect that participants who read peers’ success experiences of practicing the
suggested journaling skills would be encouraged to make more in-depth responses than those
who only interact with the chatbot without knowing others’ experiences. I believe that the
findings of RQ2 provide insight into how the introduction of social learning into human-
chatbot interaction affects users to follow and act on chatbot’s guidance.

Finally, as discussed above, prior work showed that social learning may improve users’

motivation to change their behaviors and perceived engagement [103, 104]. Therefore, I ask:

e RQ3: How does the social learning design influence users’ perception of their interac-
tion with the chatbot?

I expect that the social learning feature provided by the chatbot would improve people’s

perceived benefits of practicing the journaling skills (e.g., self-reflection) as well as perceived
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Figure 6.1: Study design: Our study consisted of two phases: Warm-Up and Training
phases. OC represents the condition of Only Chatbot, and LC represents the condition of
Chatbot with social learning. In this study, the social learning means that the users learn
from reading their peers’ commentaries on the experience of chatbot-guided journaling-skills
practice, the peers’ experience which appeared only during the Learning session (in Phase
2: Training) before delivering journaling suggestions (Learning session). Other chatting
sessions were kept the same for the both groups.

engagement with the chatbot. Addressing RQ3 would help understand incorporating social

learning into human-chatbot interaction affects people’s attitude toward this interaction.

6.3 METHOD

To examine the effects of chatbot-mediated social learning, I created two chatbot variants
that delivers journaling guidance to users: one with social learning (LC) and the other
without (OC). Specifically, a social learning component is incorporated into a text-based
chatbot system that provides people guidance on practicing their journaling skills. Here, I
chose to have participants practice journaling skills with the chatbots for several benefits:
1) By developing journaling skills, people can better reflect on themselves, identify negative
thoughts and promote positive thinking [146, 163]. Ultimately, it can reduce anxiety and
enhancing one’s mood and well-being [63, 167]; 2) journaling often involves participants’
self-disclosure to chatbots, and previous findings showed that self-disclosure to chatbots can
boost people’s well-being [3, 86]; 3) on a technical level, it allowed us to observe the users’

behavior when practicing journaling skills by tracing their interaction with the chatbot.
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Bot: We are going to practice gratitude journaling. It is important
to create a record of things you are grateful for by writing them

down; it is not enough simply to do this exercise in your head.

Bot: Here are some comments other participants made after they
tried gratitude journaling:

1. “This journaling practice helps me find the good and praise it [...]”
2. “I reflect on what I am grateful for in detail. This makes it much

easier to understand my true feelings.”

Bot: We are going to practice gratitude journaling. It is important
to create a record of things you are grateful for by writing them

down; it is not enough simply to do this exercise in your head.

Bot: If you are ready, please reply “OK” to start the practice.
User: Ok
Bot: Great, let’s start! Write down three things that went well for

you today.

3. “I like this practice. It guides me step-by-step to think deeply [...]”

Introduce peers’ comments
Bot: If you are ready, please reply “OK” to start the practice.

User: Ok
Bot: Great, let’s start! Write down three things that went well for

you today.

LC condition OC condition

Figure 6.2: This figure shows the main difference between LC (Left) and OC (Right) condi-
tions. In LC condition, the chatbot introduced other peers’ comments to the user.

6.3.1 Study Design

Our study consisted of two phases, Phase 1: Warm-up and Phase 2: Training (Figure
6.1). The purpose of Phase 1 was to familiarize the participants with communicating with
the chatbot and to remove novelty effects. Specifically, the participants in this phase engaged
in a Greeting and Small-talk conversational session with the chatbot each day. This design
was inspired by prior research [4, 24] which indicates small talk could enhance users’ self-
disclosure and perceived engagement.

In Phase 2, a Learning session was added after each day’s Greeting and Small-talk session
(Figure 6.1). In this Learning session, the chatbot gave the participants some suggestions
and guidance about how to improve their journaling skills. On the first day of Phase 2, the
chatbot told the participants in both conditions:

"From today, I am going to give you some guidance to learn some new jour-
naling skills, which could help you 1) gain a better understanding of your own
mental well-being; and 2) help you better reflect on yourself and improve your

happiness.”

While Phase 1 was the same for all participants, Phase 2 had two different experimental
conditions. The first was a Only Chatbot (OC) condition, where the users learned new

journaling skills from the chatbot. The second was a social Learning Chatbot (LC)
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condition (Figure 6.2), in which the users’ peers shared their experience and tips, as a
supplement to the chatbot’s journaling-skills guidance. Our rationale for including peer
commentaries (narratives) of practicing journaling skill was closely linked to our study’s aim
of improving user engagement and encouraging them to follow the guidance. Specifically,
peers’ positive experiences and suggestions about how they have practiced journaling skills
with the chatbot might play as positive role models and motivate users to follow the jour-
naling suggestions. This design is inspired by previous research [107, 182] which suggested
the importance of facilitating the sharing of experience to advise each other.

In the LC condition, the chatbot introduced three positive commentaries from peers per
day during Phase 2, right before providing its journaling-skills guidance (Figure 6.1). One
example of such an introduction is as follows: ”These are some experiences/comments from
other participants after they tried the journaling skill: 1. [...[, 2. [...], and 3. [..]7. All
commentaries were chosen at random from the positive commentary pool, which was clas-
sified by two coders. After reading peers’ commentaries on the journaling skill, the chatbot
asked the LC participants to practice the same journaling skill (Figure 6.2(Left)). When the
LC participants completed practicing the skills, the chatbot encouraged them to share their
own experiences. The participants could decide whether their experience would be shared
with their peers. To ensure that the shared commentaries did not include any information
that might reveal any peer participant’s private information, two coders checked the LC
participants’ commentaries every day.

In summary, the difference between the two conditions (LC and OC) was that the LC
participants were able to 1) read other LC participants’ (peers’) successive commentaries
of trying out the journaling skills introduced by the chatbot, and 2) provide their own
experience of the same kind, for anonymously sharing with other peers. By comparing the
participants’ journaling-skills practices and experiences between the two conditions, I aimed
to investigate differences in the participants’ attitudes and responses toward following the
journaling guidance given by the chatbot. This research was reviewed and approved by our

institutional review board.

6.3.2 Chatbot Conversation Design and Implementation !

Our chatbot, whose interface (the same for both conditions) is depicted in Figure 6.3 (a),
was adapted from a commercially available instant-messaging platform. The participants
generally interacted with the chatbot via free text. At a few points, it gave them multiple-

choice options: e.g., its questions about users’ moods.

!Please refer to Chapter 3.3 for more implementation details.
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confidential. Chatbot: Choose someone in your life who has been helpful

May | know what makes you and kind to you, but to whom you haven't had an
feel guilty or stressed opportunity to express your gratitude
@ about? User: Okay!
: Chatbot: Who is the person?
Sure, the thing that puts a i My dad
lot of pressure on me is that User: yda
when | was in high school, | Chatbot: So, directly addressing that person, describe
used the money from my specific things that they have done that made you
poverty subsidy to buy a grateful
mgﬁgzlp‘g?;'zuﬂ;cr s User: | really need to say thank you to him, and | have
thought | had betr'ayed one thousand reasons to do so. | have many
these people who wanted examples of why my gratitude should be given to
to help me. him. Without him, the path of my life could have
) been diverted in a really bad direction
So, How do you feel right Chatbot:  Okay, how has this person’s behavior affected your
@ how about this? life?
T [ e S e User: | remember that day when | had my nose broken in
now, | still feel very a fist-fight in high school. At first, | decided to take
ashamed and guilty. This revenge and hurt that guy. | am now glad that my
feeling always pops up dad stopped me, and that guy became my friend
IR instead of an enemy. My dad made me realize it,
some relatively expensive . ) .
T and always give me the right guidance
(a) Chatbot Interface (b) Example Dialog

Figure 6.3: (a) This figure shows our chatting interface. The chatbot gives a suggestion/guid-
ance to the user. (b) Sample Chatbot’s conversations with the participants during a Learning
5€8S10N.

The chatbot’s conversation was enabled by a combination of Manychat and Google Di-
alogflow. The former was used in the generation of daily chatting tasks, task-reminder
issuance, and monitoring of task completion. Our control over the experimental conditions
was assured by the inclusion of predefined questions and chatbot responses in the daily
chatting tasks. The primary purposes of Dialogflow, which incorporates natural-language
processing, were to deal with unexpected user input and enhance user-chatbot conversa-
tions’ naturalness. For instance, if a user said "I feel happy today,” Dialogflow prompted
the chatbot to ask a follow-up question such as ”What made you feel good today?”; or, if a
participant inquired about the chatbot’s own preferences or moods, Dialogflow helped it to
give brief but meaningful responses - or, where this was not possible, to ask for clarification
of the question, or request that the user focus on the learning topic instead. Additionally,
if a user appeared to become stuck three times in a row, the chatbot system moved to the

next conversational topic.

Conversation Flow

Our chatbot’s conversation flow design drew on those of actual and proposed chatbots?

https://www.wysa.io/ and https://woebothealth.com/
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in the field of healthcare [34]. Generally, such systems’ conversations commence with a
greeting before moving on to deeper conversational topics, including but not limited to users’
thoughts and feelings. Small-talk with chatbots can enhance their users’ self-disclosure and
engagement [4, 24, 86|, and it was incorporated into our design for those reasons. Its two
session types are described in further detail below.

Greeting and Small-talk Session - Given our chatbot’s ostensible purpose, i.e., train-
ing its users in practicing journaling skills, its greetings focused on the participants’ moods,
along with day-to-day experiences that they found triggered emotions. After asking a few
questions about such matters and receiving the answers, the chatbot made further queries
aimed at prompting self-reflection, before moving on to between three and five journaling-
related questions. In this greeting stage of the session, the chatbot served primarily as a
“listener,” either encouraging the user to elaborate on his/her own answers, or providing
simple, vague feedback like “I see.”

Inspired by prior research findings that a chatbot’s self-disclosure can boost its users’ deep
self-disclosure [24], our chatbot shared its ‘personal’ stories (adopted from previous studies
[24, 130]) once the greeting stage of this type of session had been completed. The topics of
such stories, and the chatbot’s questions and responses, were exactly the same for the two
experimental conditions.

Learning Session - In the learning sessions, which in Phase 2 followed the Greet-
ings and Small-talk sessions (Figure 6.1), users were given guidance about new journaling
skills, adopted from previously published materials [63, 164] aimed at improving well-being
via self-reflection. One study in the field of positive psychology [167] has suggested that
some interventions seem to work well by simply following instructions (Figure 6.3 (b)); and
gratitude journaling appears to be a case in point [164, 168].

Our chatbot system was designed to facilitate that prior studies’ guideline [165, 169] to
develop users’ journaling skills. To aid users’ acquisition of the journaling skill, for example,
our chatbot began by explaining that skill’s benefits, and then asked them to think of a
person they were grateful to. Then, it gave the following instructions/suggestions: "It is
important to create a record of your items by writing them down; it is not enough simply to do
this exercise in your head,” and ”Write down three things that went well for you today.” Next,
the chatbot encouraged the participants to provide more specific and detailed information:
"Write down exactly what happened in as much detail as possible, including what you did
or said”, and “Include how this event made you feel at the time and how it made you feel
later.” Finally, the chatbot asked the participants to wrap up, as follows: ”FEzxplain what you
think caused this event.” As such, the chatbot’s role was to keep guiding its users toward the

next step, while at the same time giving instructions intended to stimulate deep disclosure
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of their thoughts and feelings.

The participants were allowed to skip any instructions/guidance they did not want to
follow and any questions they did not want to answer, and the lengths of their responses
were not restricted. At any given time, a participant was assigned only one skill: i.e.,
gratitude journaling [165, 168] or expressive writing [169, 170] or the "best possible self”
exercise [171, 172]. Once such an assignment had been made, the participants learned that
skill over three consecutive days. Again, the chatbot system behaved in exactly the same
ways across the OC and LC groups: that is, gave the same greetings, small-talk topics, and
guidance in new journaling skills. The only difference between the two groups (OC and
LC) was that the LC participants could share their experience with their fellow LC group
members, and read and learn from these peers’ experiences, which is the social learning

component I explore in this study.

6.3.3 Participants

Participants were recruited via a Japan’s University electronic bulletin board, and selected
if they had the following attributes: 1) 18 years old or older; 2) fluent in written and spoken
English; and 3) a score below 13 on the Kessler Psychological Distress Scale (K-6), i.e.,
lacking any urgent mental-health issues [133]. The members of the initial participant pool
were told the length of the study; that they could withdraw from it at any point; and that
attending a post-study follow-up interview would be optional. In the event, 34 participants
were recruited, all undergraduate or graduate students, ranging in age from 21 to 29 (M
= 24.6, SD = 2.4). This sample was then divided into two halves balanced by K-6 score
and gender, due to the possible impact of these factors on self-disclosure [133]. Participants
S1-S17 formed the OC group, and S18-S34, the LC group, each of which comprised seven
males and 10 females. All were familiar with Facebook Messenger and /or similar messaging
platforms. Compensation for participation in the experiment was US $150 for three-weeks
study, and participation in the interview, an additional US$20. On average, I paid $7.5
for each chatting task (20 chatting tasks in three weeks) which reflects the local part-time
rate. Each participant was interviewed separately, face-to-face, for 45-60 minutes; with their

permission, these sessions were recorded and transcribed.

6.3.4 Study Procedure

During an initial meeting that all participants attended in person, the researchers walked

them through the configuration of the chatbot on a mobile device of their choosing. Also, at
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this point, the researchers informed the participants 1) of their rights to refuse to answer the
chatbot’s questions and to refuse to follow its instructions; 2) that their chatbot conversations
would be recorded and analyzed for research purposes; and 3) that they were permitted to
withdraw from the experiment at any time. After they signed the relevant consent forms, a
10-minute chatbot practice session was held.

Participants were not told which of the two experimental conditions (LC and OC con-
ditions) they had been assigned to. They were, however, instructed not to discuss their
respective chatbot interactions with one another while the experiment was still ongoing.
They were encouraged to complete a 15- to 30-minute chatting task daily, but were told that
they would be allowed to skip up to three chatting tasks during any seven-day period.

The study’s first day was deemed a practice day, on which the participants could familiarize
themselves with the chatbot system, which also served the research aim of removing novelty
effects. The Warm-up and Training phases were of equal lengths, i.e., nine days each. On
each of the 19 days of the experiment, all users received a chatbot prompt that a new task
was ready for them. To ensure that their input was based on fresh memories, however, the
”chatbot day” began at 6 p.m. and ended at noon on the following calendar day. Participants
could access the chatbot outside of these hours - i.e., between 12:00 p.m. and 5.59 p.m. on
any day - but it would only give them brief, uncomplicated replies, which had been designed
by the researchers to have minimal or no impact on their perceptions of the experiment or
the chatbot.

As well as completing his/her assigned chat tasks, each participant filled out two surveys,
one just before and the other just after Phase 2 of the experiment. The survey content was
the same at both time-points, and sought to capture perceived engagement and self-reflection

levels (Figure 6.1), as explained further below.

6.3.5 Data Analysis

To answer the research questions, I retrieved participants’ conversation logs (in the Learn-
ing session at the Phase 2); examined their survey input; and analyzed participants’ inter-

view feedback.

Conversation Logs

All logs of participants’ conversations with the chatbot were collected, and formed the
basis of inter-group comparison of adherence to journaling-skills advice, as measured by the
depth of users’ self-disclosure in the three categories proposed by Barak and Gluck-Ofri [118]:

i.e., Information, Thoughts, and Feelings, each of which is divided into three self-disclosure
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levels. Information is assigned a sensitivity level based on what factual details are disclosed
about the participants themselves; Thoughts statements express the participants’ personal
opinions; and Feelings are their expressions of emotional reactions to people, their behaviors,
or other occurrences [118]. Because there is some overlap in the categories of Information,
Thoughts, and Feelings, our two independent raters coded each chat-log statement for each
of these three categories on a scale of 1-3; examples are shown in Figure 6.4. Each statement
had three codes corresponding to the three categories, which means that a statement could
belong to multiple categories.

Two raters were blinded to the two conditions (LC and OC). They were given a set of
chatbot utterances and user responses to understand the conversational context. These two
raters coded a subset of the chat-log items and discussed the differences in their codes until
a consensus was reached. Then, they coded the remaining data, achieving a final inter-rater
reliability of 90%. To assess how the OC and LC chatbot variants may have influenced users’
writing quantity and depth of self-disclosure, mixed-model analysis of variance (ANOVA)
and Tukey’s test of significant difference were performed sequentially, with the chatbot’s
journaling suggestions treated as a random effect; self-disclosure levels and word count as
dependent variables; and group membership (OC and LC groups) and experiment dates as

independent variables.

Survey

Self-reflection: To see whether participants felt the effects of following the guidance,
I measured the participants’ self-reflection levels. As described earlier, learning journaling
skills encourages users’ self-reflection [174]. Again, 12 items were adopted from previous
studies [174] to measure the participants’ self-reflection. The items included ”I frequently
examine my feelings” and ”I frequently take time to reflect on my thoughts.”

Perceived Engagement: Participants’ perceived engagement levels could be correlated
with both their performance and retention of information. Based on the literature [173],
12 items were used to measure the participants’ perceived engagement. Two sample items
include 7"The time I spent using the chatbot just slipped away” and ”I felt interested in
chatting with the chatbot.”

For analysis, I used mixed-model ANOVA with two dependent variables and two inde-
pendent variables. The two dependent variables were: self-reported self-reflection levels and
perceived engagement. The two independent variables were: time point (i.e., before v.s.
after Phase 2) and group membership (LC v.s. OC).

Interview
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The interviews were semi-structured, and focused on the participants’ chatbot experiences,
notably 1) their daily practices, 2) impressions of the chatbot, and 3) what journaling skills
they had learned. With regard to the latter category in particular, I asked if they felt
comfortable receiving journaling training from a chatbot; whether they felt doing so was
worthwhile; what they had learned from doing so; and if these feelings/attitudes had changed
over the course of the experiment. I also asked them how much effort it had cost them to
learn from the system during Phase 2, and how much they had disclosed when journaling.
Moreover, the participants were asked detailed questions about if, why, and how they followed
the chatbot’s journaling suggestions; and their responses to these suggestions. Additionally,
the LC participants were asked about how they perceived their peers’ shared experiences,
whether they were affected by reading them, and how they shared their own experiences
with their peers.

Two coders independently reviewed and coded the transcribed interview data using the-
matic content analysis with inductive approach [183]. They familiarized themselves with
the interview data and generated initial codes. After they reached the point of high-level
theme generation, they compared their codes and discussed revisions, repeating this cycle
until both deemed the coding scheme to be satisfactory. At that point, inter-rater reliability

was reasonable, i.e., over 86%.

6.4 RESULTS

To answer RQ1 and RQ2 about participants’ interaction with the chatbot with or without
social learning component, I examined participants’ dialogue in the Phase 2: Learning ses-
ston with their chatbots. To address RQ3 about participants’ self-reflection and perceived
engagement with following the chatbot’s journaling guidance, I analyzed participants’ survey

results and interview data.

6.4.1 How Users Share Experiences of Practicing Journaling Skills (RQ1)

To understand how our social learning mechanism was performed in the LC group, I
conducted the following analyses. During the Phase 2, after the LC participants completed
a learning session, the chatbot encouraged them to provide some commentaries about that
day’s journaling-skill learning experience. As noted above, the participants could opt not to
share such comments with their peers after writing them, if they wished. In all, I collected

140 of these commentaries from the 17 LC participants over the nine days of Phase 2. Given
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all the LC participants’ commentary items, 113 were authorized for sharing and 27 were
withheld from sharing with peers.

By applying thematic content analysis to this material, I developed five themes, and
categorized each item of commentary into the themes. Note, one commentary can have one

or more themes. Below, I elaborate on these themes, and give some examples of each.

e Positive Experience - Many participants recounted success stories about practicing
the journaling skills the chatbot trained them in: notably, how doing so led them to
better self-reflection. More than half (n = 78) of the collected items of commentary
were coded in this category. For example, regarding writing a gratitude letter, a
participant shared his experience of writing a gratitude letter with the chatbot, ”Having
tried this journaling skill, I feel I am actually gaining power from feeling gratitude. It
also has helped me to cultivate the habits and characteristics that I hope to have.” (S21,
M)

e Negative Experience - Conversely, quite a few participants left comments (n = 33)
that described their experience of practicing the target journaling skills in negative
terms. Several expressed frustration at the system asking them to recall past events of
which they had bad memories. One said, "I dont think it is useful to recall in detail

the emotions you felt when you made a mistake. Reflecting on them made me feel bad.”
(523, F)

e Self-reflection - Some participant comments (n = 56), mostly by those who had
characterized their experience as positive, noted that practicing the journaling skills
taught by the chatbot had promoted their self-reflection. A participant, for example,
told us, "When I was asked to list some names that I can ask for help from different
aspects, I felt a little shocked and needed some time to think. I've never reflected this
kind of question before. However, after I listed these people and reflected back on my
relationships with them, I felt somewhat different. I recognized whom I could get help
from, and with whom I could find happiness. This practice can be used to live my life
better in the future.” (S34, M)

e Suggestions for Peers - Some participants left comments (n = 34) that included
suggestions to their peers on how to utilize journaling skills in their daily lives, or even
improve upon the skills that had been taught. One participant said: 7/W/riting in a
gratitude journal every day could be helpful, and I suggest that everyone try. Because
it is interesting, and it may help people to remember things they are grateful for and
feel happy every day.” (S18, M)
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e Skepticism - Finally, some participants, mostly those who characterized their chatbot
experience as negative, expressed skepticism about the effects of learning journaling.
The 12 items of commentary (n = 12) coded in this category included the following
one about expressive writing: ”I did not fully understand this journaling skill. I'm a
person who always looks ahead, so when the chatbot asked me to reflect on my past bad

experiences, I wondered why it would be good for me to do so.” (S25, F)

In order to explore why LC participants chose to share or not to share some of their
commentaries, [ analyzed their interview responses to questions about their sharing decisions.
Regarding sharing decisions, almost all LC participants thought it was fine to have their
commentaries shared with their peers because they could decide what information to include

in it. As an interviewee put it,

"It is fine as long as I have control of what is being shared. Also, other guys

shared their experience, and I felt I should also contribute some.” (527, F)

Besides, five LC participants attributed their decisions of sharing commentaries to the
fact that the chatbot had enhanced their experience of practicing the target journaling

skills. Thus, they also wanted to encourage other peers. As one mentioned,

"The chatbot reminded me to practice the journaling skill every day, and gave
me different topics, which was a good experience of practicing those skills. So, I
wanted encourage other students to work with the chatbot.” (S19, F)

Regarding not sharing decisions, two main reasons were identified. The first was that
sharing experience could induce discomfort if a participant was not being very active about
pursuing a task. Five participants specifically indicated that they sometimes did not pay
much attention to the practices, and for that reason did not want to share responses that

might be superficial. As a participant explained,

"1 was sometimes exhausted after getting back from my part-time job. I wanted
to just lie down and watch TV, but the chatbot asked me to practice journaling
skills. So, I only went through the motions of following the chatbot’s instructions
and did not learn much from it. I did not think it was appropriate to share this
kind of experience.” (524, F)

The second was that three participants were deterred from sharing their commentary re-
sponses by their concerns that their experience might be opposite to their peers. Importantly,
when the chatbot did not share others’ frustration or negative experiences, participants felt

hesitant about sharing such feelings or experience. As a user noted,
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Information
L1 | Mom always contributes a lot
to the family (S15, F)

Thoughts
| think that everyone has their own

guilty and depressing experiences
(S5, M)

Feelings
| did not have many friends at
the University (S16, M)

L2 | My father liked to bring our
family hiking when | was a
kind, and it became a good
hobby for me (S18, M)

| think the guilty think | did recently,
was how | treated my friend when |
did not have time to help him with
some tasks (S20, F)

Making friends in a new
environment is difficult for me
because talking with strangers
made me nervous (S7, M)

L3 | My best friend is a good role
model for me because he is
kind, and diligent about
reaching his goals. I've learned
a lot from him (S29, M)

I wish | could spend more time with
my parents. | don’t like myself when
I’'m always occupied by coursework
and neglect my parents, despite the
love | feel for them (S9, F).

| was so anxious when | was a
freshman because | had to live
alone and take classes that were
all difficult for me. | almost gave
up and felt depressed (S33, F)

Figure 6.4: Sample participants’ responses to the journaling

suggestions. The responses

were coded to different categories and levels of self-disclosure. Note: Level (L)1 of Feelings
is defined as "No expressing of feelings at all” [118].

"1 remember there was a day on which I didn’t like the journaling skill, but
the chatbot still asked me if I wanted to share my experience. I didn’t share it

because maybe only I had this feeling, and it would not help others.” (S32, M)

6.4.2 Effects of Chatbot Designs on Users’ Journaling Behaviors (RQ2)

To better understand if and how the participants in the OC and LC groups responded to
the chatbot’s journaling guidance differently, I explored differences in these two groups’ dia-
logues about how they practiced journaling skills with the chatbot during Phase 2: Learning

Sessiton by evaluating the depth of self-disclosure and word count.

Depth of Self-disclosure in Journaling

Participants’ dialogue data with the chatbots suggested that showing peers’ practicing
experiences promoted users’ self-disclosure of their Thoughts (Figure 6.4). More specifically,
there was a significant effect of group membership on participants’ disclosing their Thoughts
in the human-chatbot conversations (F(1, 32) = 10.03, p < .001) with the mean score of
LC being significantly larger than that of OC. Though there was no significant effect of
any factor on the depth of self-disclosure in either the Information or the Feelings category,
indicating that seeing peer experience did not impact depth of the participants disclosed to
the chatbot in these categories. Additionally, there was no main effect of experimental day,

nor interaction effects.
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Word count of participants’ dialogue with the chatbot was also an indicator of participants’
journaling efforts under their chatbots’ guidance. There was a significant main effect of
group membership on word count (F(1, 32) = 9.94, p < .01), with LC’s word count being
significantly higher than OC’s word count. Interaction effects of group membership with
experimental day were non-significant, as was the main effect of experimental day. Through
conversation logs analysis, the results show that the LC participants made longer journaling
responses with deeper self-disclosure of their thoughts than the OC participants during the

Learning Session.

Factors Contributing to Users’ Self-Disclosing Behavior

I examined participants’ interview feedback on how the delivery of peer commentaries
through the chatbot affected users’ experience and behavior in the Phase 2: Training.
Participants’ interview feedback helped explain the differences of participants’ journaling
behaviors (self-disclosure) with the chatbot’s guidance between the two groups.

In the OC group, eight participants stated that their self-disclosure levels did not change
much during the study, but noted that they sometimes gave longer descriptions when asked

to talk about a topic they were interested in. As an interviewee explained,

"How much I disclosed depended on the question asked by the chatbot. When
... it] asked simple questions like what mood I was in, my responses were short.
But when it asked deeper questions, I gave longer responses. Other than that, I

think my disclosure level was rather stable throughout the study.” (S7, M)

Moreover, seven participants from the OC group indicated in their interviews that their
self-disclosure depth decreased. They said they did not like to self-disclose to the chatbot
because, although it prompted them to go deep, they doubted it could understand what
they disclosed. As one put it,

” Although the chatbot asked me to keep going deeper, I never lost the sense that
I was just interacting with a chatbot [... therefore] not necessary to say very

much about my issues.” (S8, F)

In the LC group which had the social learning component, nine participants highlighted
the positive impact of peers’ experience on their self-disclosure behavior. This phenomenon
seemed to have been grounded in access to alternative perspectives, which in turn encouraged

more thorough thinking about the chatbot’s suggestions. As a participant explained,

"1 expressed myself more when I started to get suggestions that I think about

specific issues [... and] peers’ comments also offered me some food for thought.
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So, both the chatbot and peers’ useful suggestions helped me deal with my good
and bad experiences.” (520, F)

Further, eight LC participants shared that they became more confident in the value of the
chatbot’s guidance as they realized that their own positive journaling experiences echoed
those of their peers. This dynamic could have been part of what motivated this group to
engage in significantly deeper disclosure of thoughts, as compared to the OC group. As one

of these eight participants said,

"1 found that some peers shared prior personal experience that was similar to
mine, and it seems that they learned something from practicing the journaling
skills with the chatbot, which made me believe I should be more open to it.”
(S18, M)

In addition, several LC participants stated that others’ views and thoughts were the
same as their own, which made them create resonance with other peers and increased their

confidence about following the system’s journaling suggestions. As one of them mentioned:

"I saw that my peers also had difficulty expressing their gratitude to someone
they loved [...] but I think it’s important to learn how to do it. I'm also glad
that some people shared the same thoughts with me, so I followed [the journaling
guidance] closely.” (S21, M)

In summary, the LC’s social learning component allowed the LC participants to practice
more journaling (longer logs of their journaling content) and to share their thoughts more
deeply than the OC participants. Our findings show that the LC participants were more
complied with the chatbot’s journaling guidance than the OC participants. Three main
reasons were found from the interview: 1) the LC peers’ experience seemed to offer them
diverse reasons to follow the guidance; 2) the LC participants felt confident in following the
guidance by reviewing peers’s comments through the chatbot; and 3) they seemed to develop

a sense of companionship by reading peers’ comments.

6.4.3 Effects of Chatbot Designs on Users’ Perception of Interaction with the Chatbot
(RQ3)

To address RQ3 about participants’ perceived interaction with their chatbot, I compared
the differences between the two groups’ self-reflection and perceived engagement. I then

examined their interview feedback to understand the different perceptions.
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Self-Reflection Levels

There were main effects of both group membership (F(1, 32) = 4.2, p < .05) and time
point (F(1, 32) = 48.9, p < .001) on self-reflection level. The two groups had similar levels
of self-reflection at the end of the Phase 1. However, the LC group’s self-reflection became
significantly higher than the OC group after learning the journaling skills in Phase 2. The
results suggest that users felt that their self-reflection level had increased by practicing
journaling skills with chatbot (OC); but the promoting effect on participants’ self-reflection
was even larger with the social learning component (LC).

Similarly, in their interviews, most participants across both groups agreed that the step-
by-step guidance provided by the chatbot had encouraged them to reflect on themselves and
had helped them understand themselves better. As one of them stated,

"1 like those journaling skills, and it is great to have this chance to go through
the exercises step-by-step with the chatbot. By reflecting on my experiences, I
came to understand myself better.” (S16, M)

In the OC group, several participants indicated the limitations of incorporating a chatbot
into the self-reflection process. Four OC members reported that they felt fatigued and
annoyed because of the unexpectedly large amounts of effort they spent practicing journaling
skills with the chatbot. They did not know the benefit of practicing the skills. In other
words, they perceived following the suggestions as having a high cost. As one of these four

participants mentioned,

"I did not expect that I would have to expend much time and effort reflecting

on my previous events, and it is also not what I usually do.” (S7, M)

Moreover, two of them noted that they felt discomfort when the chatbot kept urging them
to follow the guidance for self-reflection on their unpleasant experience. As shared by an

interviewee,

"1 felt the chatbot was too pushy in some suggestions when it started to guide
me and prompt me to reflect on those bad experiences. 1 didn’t know why I
should reflect on those pieces of stuff.” (S14, F)

In the LC group, peer commentaries appear to have caused the participants’ impressions of
the chatbot’s guidance to change over time. In their interviews, these participants revealed a
variety of factors that contributed to their respective levels of compliance with such guidance.
Eight LC participants indicated that knowing about others’ experience led them to reflect

on their own performance in following the guidance. As a participant mentioned,
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"When I saw others’ comments, [ would reflect on myself. I could check whether
I was doing something wrong, or giving an appropriate response. It gave me

clues as to whether I was on the right path or not.” (S33, F)

Five of the LC participants also reported that reading others’ experiences resulted in the
adoption of new strategies for the application of journaling skills to their daily lives, e.g.,
listing three things that make them feel gratitude over the course of a day. As one of them
stated,

7 Although I expended lots of effort following the guidance from the chatbot, I
found others put some journaling skills into practice in their daily lives, and that
this resulted in good feelings for them. This made me think I should also give it
a try.” (S30, F)

The process of asking users to share their experience with peers also prompted them
to reflect upon their own journaling practices and to think about how they could best be

explained. As one of the participants stated,

"When I was reflecting about what I learned from the chatbot’s guidance, I
figured out that its suggestions were things we might already know but never
spent enough effort on them. The chatbot guided me through practicing them
and thus benefited me. So, I want to keep using those skills and share my
experience with others.” (S34, M)

Perceived Engagement

There were main effects of both group membership (F(1, 32) = 4.34, p < .05) and time
point (i.e., before Phase 2 v.s. after Phase 2) on perceived engagement levels (F(1, 32) =
6.53, p < .01), but no significant interaction effect. More specifically, the two groups had
similar levels of engagement with the chatbot as of the end of Phase 1. However, at the end
of Phase 2, OC’s average perceived engagement level was higher than LC’s engagement level.
These results indicate that the social learning component interfered with the participants’
perceived engagement.

Participants’ interview feedback helped explain the differences in participants’ perceived
engagement between the two groups. In the OC group, ten participants said that their
engagement with the chatbot increased over time because it gave them useful suggestions
and prompted them to accomplish something new every day. For example, an interviewee

said:
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"I engaged in the interaction with the chatbot over time because I expected that
I could learn something new (journaling skills) from it. It gave me the motivation

to be aware of my true feelings in either good or bad events.” (S6, F)

Additionally, most participants in the OC group felt comfortable deciding whether to
follow the chatbot’s suggestions closely. It usually depended on their daily schedule and
interests in some journaling skills. When they did follow the chatbot’s suggestions, they
generally felt happy and surprised that they had been able to learn something valuable from
a chatbot. As one of them stated it,

"Honestly, I did not diligently practice the journaling skills every day because
I was too busy to pay much attention to it. But, when I got some chances to
focus on practicing journaling skills, I learned something from it and felt more

motivated to keep practicing those skills.” (S11, F)

However, three of the participants in the OC group said they initially felt pressure from
the chatbot when it started to give them suggestions, but such feelings seemed to fade over

time. As one of the interviewees stated,

"In the first week, there were no suggestions. I felt pressure when the chatbot
started to give me some suggestions. But in the end, I got used to it, and the
feeling of pressure mostly disappeared. When the suggestions seemed interest-
ing, I had positive feelings, but when they seemed time-consuming, I sometimes
skipped them.” (S2, F)

In the LC group, seven participants shared similar feedback as OC participants regard-
ing practicing journaling skills with the chatbot. Additionally, some of the LC participants
reported that knowing their peers’ experience motivated them to follow the chatbot’s direc-

tions more closely. As one explained,

"The chatbot told me to practice and gave me some suggestions, pretty much
like my parents always tell me to do [... and] this was tiresome. But after seeing
my peers’ experiences, it was more like my friends telling me that something was
worthwhile, rather than just telling me to do it. So that motivated me to try the
chatbot’s suggestions.” (522, F)

Besides, three of the participants indicated that though they did not directly interact with
other peers, reading others’ commentaries helped maintain their engagement in following the

chatbot’s guidance because of sense of companionship, as a participant stated,
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"1 felt peers are feeling the same way from their comments. It was good to see
others also following the journalng guidance. It gave me a sense that I'm not
alone. When I saw others’ comments, I could reflect on myself more. It also gives
me clue whether I'm on the right path to keep practicing the journaling skills.”
(S18, M)

Nevertheless, five LC participants commented that having peer commentaries in the con-
versation impeded their engagement. At least in part, this was because the chatbot only
showed them positive commentaries, leading the LC participants to doubt the sincerity and

depth of the peer narrative as a whole. As one of them explained:

”Seeing peers’ comments didn’t affect me and even made me a little annoyed
because they always talked about positive aspects. I don’t really think they were
opening their hearts. I mean, some comments were somewhat superficial and
therefore pretty useless to me. Of course, the journaling suggestions themselves

were helpful, but the other users should have had some struggles.” (S28, F)

In addition, three other LC participants indicated that they did not prefer to read others’
experiences because they thought everyone’s experience should be different; thus, it is hard

to learn from others’ experience. As an interviewee said,

"My experience of practicing the journaling skills was different from those shared
by the chatbot. But, people are different. Everyone has a different story and
background, so I didn’t benefit from seeing others’ comments about their jour-

naling experience.” (529, M)

Finally, we found five LC participants who reported that the inclusion of peers’ experi-
ences heightened their perceptions of being placed under pressure. Specifically, these LC
participants stated that hearing about peers’ positive experiences was a source of pressure,
although it encouraged them to adhere to the guidance even when they disagreed with the

suggestions. As one of the participants noted,

1 felt pressure when reading peers’ comments because it seemed others followed
the guidance much more closely than I did. When they said, they thought a
suggestion was useful [...] it made me frustrated why this suggestion hadn’t
worked for me. So, I felt I had to follow it more closely.” (S31, M)

In summary, the social learning component had two major effects on participants’ per-
ception of their interaction with the chatbots. First, it successfully promoted the LC partic-

ipants’ self-reflection more than that of the OC participants, which was one of the primary
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goal of having participants’ practice journaling by following their chatbots’ guidance. Sec-
ond, it interfered some LC participants’ perceived engagement with the chatbot. More
specifically, after the Phase 2, the LC participants’ perceived engagement did not increase
and was lower than that of the OC participants. Participants’ interview feedback provided
several reasons. In particular, when the LC participants who were self-motivated to practice
the suggested skills saw peers’ positive experiences, they were encouraged to continue and
further improved their practices. However, for some LC participants who did not have pos-
itive experiences from their early journaling practices, seeing others’ successful experiences

was a pressure to them; thus, they even became resistant to follow the chatbot suggestions.

6.5 DISCUSSION

Below, I discuss the insights yielded by our comparison of the two chatbot variants, fol-

lowed by implications for future chatbot design.

6.5.1 Learning from Peers through Chatbots

For LC participants, reading peers’ success stories during the learning process sometimes
served as a role model of journaling practices (as S30 mentioned in the interview). The tips
for success inspired some LC participants to further improve their journaling skills. Knowing
peers’ stories also triggered the LC participants to reflect on their own experience and plan
their behaviors based on what they had learned from peers (as S33 noted). This finding
echoes prior work on social-learning practices as a key ingredient of promoting behavioral
change [110]. Our study further extends the knowledge by showing that incorporating social
learning in human-chatbot interaction has a similar effect of promoting target behavior, even
without users’ direct interaction.

One major reason that explained why social learning succeeded in promoting journaling
in our study was because sharing peers’ commentaries developed some participants’ sense
of companionship with other LC participants. For instance, participant S21 said he shared
the same sentiment when he saw his peers also struggled to express their gratitude in their
journals. This result echos prior research [104, 184] that when people find similarities with
others, they tend to assimilate toward the others” experience. Although our system did not
offer a direct communication channel among the participants, the participants still perceived
themselves as connected. Our work extends our understanding of human-chatbot interaction
by showing how a chatbot’s new role - i.e., as an intermediary in the exchange of peers

training experiences - may enhance users’ sense of companionship with one another.
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Compared to the LC group, the OC group appeared to be less compliant with journaling
guidance in Phase 2: Training, as evidenced by their shallower self-disclosure and shorter
responses. Our findings extend the prior literature [8, 24] by showing that several barriers
exist to the effective use of chatbots to guide users. These barriers were expressed in our
participants’ interview data: i.e., that the chatbot became aggressive and annoying in the
Learning session; that following the chatbot’s journaling guidance made them uncomfort-
able; and that they doubted the usefulness of its suggestions. For LC group, the social
learning component provided the participants opportunities to learn diverse views about the
journaling skills from their peers. Since these materials (i.e. tips for success) were shared by
their peers, the LC chatbot mitigated the above barriers that were more intrusive when par-
ticipants interacted with the OC chatbot. These findings expanded self-disclosure literature

in the context of human-chatbot interaction.

6.5.2 Potential Negative Impacts of Social Learning on Human-Chatbot Interaction

Although integrating the social learning component into the chatbot appeared to boost
LC participants’ practicing behavior (length and depth of their journaling content) to follow
the chatbot’s guidance, it also seemed to interfere with their perceived engagement. Two
major factors, i.e., dissimilarity and peer pressure, were identified to contribute to this result.

First, several LC participants felt indifferent to their peers’ stories (e.g., S28 feeling even
annoyed). Such feelings seemed to appear when their own experiences were different from
their peers - when their own experiences were negative and their peers’ were positive. They
became less confident about the veracity of the peer-commentary feature and the authenticity
of the chatbot’s suggestions. These findings are related to Mussweiler’s findings [184] that
when people find dissimilarities between them and others, judging others may hinder own
engagement.

Second, some LC participants felt pressured to be compared with their peers, especially
when they felt their own experiences were sub-optimal. Such peer pressure may have had
a negative impact on LC participants’ perceived engagement with the chatbot. As prior
research [112, 113] shows, sharing peers’ experiences may prompt negative social comparison
— a process potentially leading to negative emotions [185]. As such, even though social
learning may motivate people to comply with better behaviors, it does not always lead to
a better experience [186, 187]. However, it is worth noting that peer pressure is not always
unfavorable; it can increase users’ motivation to aim higher and promote growth [188]. What
probably matters is the balance between pressure and users’ motivation - the peers’ pressure

shouldn’t be so high that the user entirely gives up on the goal. As the investment model of
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engagement [92] indicates, individuals engage less and stop investing their time and effort if
they feel the cost is too high.

Unlike LC participants, OC participants generally deemed themselves to be engaged in
learning journaling skills from the chatbot, and they reported increased perceived engage-
ment with their chatbot in Phase 2. Although the OC participants had lower depth of
self-disclosure, the lack of pressure to follow system suggestions that the OC participants
perceived could result in a lower perceived cost [92] of continuing the practices. Besides, the
OC participants also seemed to perceive the benefits of learning the journaling skills through
the chatbot. Therefore, compared to the LC participants, their engagement of continuing

practices was less negatively impacted.

6.5.3 Design Implications

Our study highlighted potential benefits and drawbacks that need to be addressed when
integrating social learning into conversational agent technologies. Future chatbot designs
for incorporating social learning could explore more variants of social learning designs to
improve user experience and compliance with chatbots’ guidance. Based on our research
findings, I propose three design implications.

First, chatbots may be designed to foster a sense of companionship with role models. In
our study, the social learning component boosted users’ sense of companionship. The social
learning facilitated by the same type of peer-sharing features could also be useful in other
contexts, e.g., among adolescents, who tend to accept their peers as role models [89]. A
chatbot can play a intermediary role, tailored to users’ various experiences, backgrounds,
and known similarities, as a means of increasing their acceptance of its guidance. Research
has shown that when users feel they have support and are not alone, they are likely to
cope more effectively with the guidance and are more open to sharing their experiences and
knowledge [107, 110]. Thus, future research may explore design mechanisms specifically to
catalyze users’ sense of belonging and companionship: e.g., fusing chat with visualizations
of peers’ performance or summaries of peers’ struggles and experience, or matching users
with similar lifestyles to each other.

Second, our chatbot did not guide participants on what to share in their commentaries.
As a result, some of their commentaries appeared to be not detailed enough for the other
participants to comprehend. Thus, giving some prompts to guide users’ sharing is worthy
of exploring. For example, when users share their positive learning outcomes, the chatbot
can also prompt them to include their struggles that they have gone through to enrich

their successful experiences. Additionally, the chatbot can provide explanations of such
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commentaries to the users so that reading the comments can prompt self-reflection. For
example, the chatbot could guide users to see both positive and negative sides of their
peers’ experiences [8] instead of harboring suspicions about their insincerity or superficiality.
Though one major advantage of social learning is learning from others’ diverse perspectives,
what needs to be included, how to share, and the potential negative outcomes are always
worth further investigation.

Third, future designs may be deployed in more application domains that benefit from users’
deep self-disclosure and self-reflection. Our study showed that integrating social learning into
a chatbot enhanced its users’ depth of self-disclosure and facilitated their self-reflection. The
LC group participants clearly wanted to understand and learn from their peers’ perspectives
on practicing journaling skills, including the challenges they encountered. One design impli-
cation of this is that social learning may help reinforce the impact of utilizing chatbots to
deliver suggestions or guidance, including in the spheres of mental health [34] and life-skills
coaching [89]. In addition, chatbots have been deployed in different educational environ-

ments, not only to answer common questions but also to provide more complex guidance.

6.6 LIMITATIONS

The present study has several limitations. First, it took the form of a field study that
allowed users to interact with a chatbot for 19 consecutive days to practice learning several
journaling skills. Because users were allowed to complete their daily chatting tasks at any
location and in a wide range of time, I omitted the evaluation of time though it could be an
indicator for measuring users’ effort in practicing the journaling skills. Future studies could
consider involving this factor in the study by giving some time constraints, but it may also
sacrifice the flexibility of utilizing a chatbot.

Second, our study did not consider how being involved in this type of learning experience
might lead to self-development or behavioral changes in the participants’ real lives, and
future studies should do so. Third, our findings may not apply to other contexts such as
quitting smoking and eating a healthier diet [107, 189]. Future studies should explore the
use of chatbots to offer different types of learning guidance, such as for changing behaviors.

Finally, our study had a rather small sample size for the survey results. To mitigate the
issue, I used a mixed-method analysis and triangulated our findings by providing evidence
from different measures (e.g., survey and interview). However, increasing the sample size
would help us solidify our understanding and see whether our findings hold true for different

types of population.
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6.7 CONCLUSION

Chatbots have been utilized in various applications, and they could proactively assist users
in accomplishing a specific task and further giving guidance for users through a learning and
reflection process. Our study investigated how social learning mediated by a chatbot influ-
ences users’ experience and behaviors to learn journaling skills from the chatbot’s guidance.
I found that chatbots could encourage users to follow directions to self-reflect via journal-
ing skills. Understanding peers’ commentaries on the chatbot-guided learning experience
increase the users’ depth of self-disclosure on thoughts and encourage learning from others’
experiences. Besides, this design allowed some users to find the sense of companionship of
practicing journaling skills, which motivates them to follow the chatbot’s guidance. However,
I also observed that incorporating this social learning component may interfere with some
users’ perceived engagement in interacting with the chatbot since the mismatch between the
user’s and peers’ experiences might cause comparison and pressure. Our research design and
findings serve as the first step to facilitate social learning in human-chatbot interaction to

deliver guidance.
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CHAPTER 7: CONCLUSION AND FUTURE WORK

7.1 SUMMARY

In this section, I summarize the achievements of Chapter 3, Chapter 4, Chapter 5, and
Chapter 6 and propose potential topics and considerations for future work. The focus of
this dissertation is utilizing chatbots to mediate humans’ transfer of information and trust.
Because chatbots have become more popular and in the process of changing how humans
interact with computer systems, I eager to explore how chatbots could serve as mediators
to collect information from their users and convince the users to share it with third parties.
This is an important topic because of the ethical and risk issues involved once chatbots have
become a prevalent technology. My research found that chatbots could encourage users’ in-
depth self-disclosure and inferred that users might develop relationships and trust with the
chatbots when chatbots came to dealing with the users’ sensitive information. My research
further addressed this topic by leveraging humans and AI’s complementary strengths to
facilitate human-AT collaboration.

In Chapter 3, I explored the effect of reciprocity in human-chatbot interaction. I de-
signed and evaluated a chatbot that has self-disclosure features when it performs small talk
with people. I ran a study and divided the participants into three groups to use different
chatting styles of the chatbot for three weeks. This work’s significant contribution is that
the results showed an effective chatbot design that promoted deep self-disclosure over time.
I investigated the effect of chatbot self-disclosure on the depth of people’s self-disclosure over
three weeks and studied the impact across two chat sessions. The results showed that the
chatbot’s self-disclosure level substantially affected the user’s deep self-disclosure over time
and explained how factors contributed to the impact. These findings extend knowledge of
how chatbot designs and time influence users’ depth of self-disclosure, which benefits future
chatbot design for mental wellbeing.

In Chapter 4, the chatbot was designed to ask participants to share their self-disclosure
content with a professional third party. This study found that the chatbot’s request did not
dramatically affect the participants’ self-disclosure behavior to the chatbot system. However,
the different chatting styles influenced the participants’ depth of self-disclosure, especially
when disclosing personal feelings. Besides, most participants chatting with no/low self-
disclosure chatbot shared their data with the professional third party because they trusted
the "research team/doctor” behind the chatbot to deal with their information properly. In

the group using a high self-disclosure chatbot, in contrast, the participants’ trust seemed
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to start with the chatbot first. It spilled over to include the professional third party subse-
quently. Though several participants expressed their surprise when being requested to share
their data with a mental health professional, they were willing to share the good intentions
of supporting mental wellbeing.

On the other hand, some participants lacked trust in the chatbot, the research team, or
the doctor and felt no need to share their answers further because they could not see the
benefits of doing so. These findings imply that the chatbot that offered deep self-disclosure
had the potential of serving as an effective mediator to facilitate the people’s self-disclosure
of sensitive information. The survey scores also show that participants chatting with high
self-disclosure chatbot had significantly stronger trust in the professional third party than
the other two groups.

The significant contribution of Chapter 5 is that it has shown the effects of integrat-
ing human (expert) support into a chatbot system to deliver Journaling guidance. The
study indicates that the group with human support tended to value the suggestions dur-
ing the training process and tried to follow the journaling suggestions more closely than the
group without integrating human support, resulting in longer journaling content with deeper
self-disclosure their feelings and thoughts. The group with human support also reported sig-
nificantly higher perceived engagement and trust than another group. Their perception of
the available human supporter appeared to boost the participants’ perceived usefulness of
the journaling suggestions and their actual journaling practices. However, some participants
also felt like they were being monitored and felt pressure to follow the expert’s instructions.
Their expectations of receiving highly personalized suggestions from the human expert were
not met, leading to negative impressions.

Surprisingly, I found that the group without human support practiced the journaling skills
significantly more than the group with the human backing during the Free-will phase, which
allowed them to skip practicing the journaling skills. This is unexpected because the group
with human support exhibited higher engagement with more prolonged and deeper self-
disclosure during the Training phase. Participants’ interview feedback suggested that the
participants lacked accountability for continuing to practice journaling skills because there
was no longer a expert "monitoring” in the Free-will phase.

Finally, Chapter 6 took a further step in exploring the effect of integrating social learning
(i.e., learning from peers’ experiences via a chatbot) component to encourage the users to
comply with the guidance from a chatbot. I designed two chatbots that deliver journaling
guidance, one with and one without a social learning component, and conducted a three-
week study with 34 participants. This work’s main contribution is that it has shown the

effects of integrating the social learning component into a chatbot system to deliver sugges-
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tions. I evaluated how incorporating social learning in chatbot conversation could impact
people’s compliance with the chatbot guidance and their perceived experience. Specifically,
adding the social learning component encouraged participants’ deeper self-disclosure in their
thoughts with extended journaling input and higher self-reflection than the group without
the social learning component. Although using a chatbot to guide users in learning jour-
naling skills improved participants’ self-reflection and their perceived engagement with their
chatbot, the proposed social learning component seemed to interfere with some participants’
perceived engagement human-chatbot interaction.

In the first chapter, I introduced a Figure 1.1 to narrate in detail the origin and context
of this dissertation research and approached some research questions. I addressed them
through a sequence of studies. The findings demonstrate that a chatbot could be an effective
facilitator to assist human-human communication and promote users making corresponding
behavior change. This dissertation research may inaugurate a new direction for the future
design of chatbots in healthcare eco-systems to augment human experts’ communication

with their clients.

7.2 ETHICAL AND SAFETY CONSIDERATIONS OF THE STUDIES

In addition to discovering the benefit of incorporated chatbots into the healthcare eco-
system, I discuss the potential ethical concerns and privacy issues raised in the studies.
Furthermore, 1 propose some perspectives and considerations for future researchers and
practitioners to design conversational agents considering users’ safety and privacy. My dis-
sertation studies were approved by Institutional Review Board (IRB), and all participants’
data were secured and anonymous. The issues I discuss here are the parts of research obser-
vation in the studies presented in previous chapters.

This dissertation research aims to explore effective chatbot designs for eliciting users’
deep self-disclosure in order to improve mental well-being; thus, users’ privacy and potential
ethical issues should be carefully considered. Kretzschmar et al. outlined minimum ethical
standards for using chatbots in mental health support relevant to my research contexts.

Thus, I discuss ethical issues as follows by referring to the perspectives addressed in [190).

7.2.1 Privacy and Transparency

Some participants provided extremely sensitive content when chatting with the chatbot
in the studies because the chatbots guided them to reflect on their prior good/bad experi-

ences, e.g., experiences related to abuse and depression. Such information should be kept
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confidential and de-identified. Users should further have the option of anonymizing their
content. In addition, the transparency of data processing should be granted. For my re-
search instructions, I clearly stated that their conversation data would only be analyzed by
the researchers for research purposes and would not be shared with others without their
permission. However, in the market, many chatbots are deployed on existing messenger
platforms (e.g., Skype and Telegram). The third parties’ privacy policy should address how
to prevent users’ data from being collected by third parties without permission.

The users’ data is securely collected and analyzed in the studies, but it may raise critical
concerns when applying this chatbot design in practice. Specifically, a chatbot/Al system’s
power of agency is a lack of clarity. As I demonstrated in the studies, the chatbots were able
to elicit participants’ in-depth self-disclosure. However, if a user discloses the intention of
self-harm or even crime in the conversation, a debatable issue would be uncovered - Should an
Al system automatically recognize these patterns? Should an Al agent report these patterns
to the related agencies? From the perspective of protecting users’ privacy and unnecessary
misunderstandings, I incline to choose not to share the information, and users should be
allowed to determine if their conversation with a chatbot should be shared with others. I
believe this issue needs more work to explore to define a clear boundary of an Al system’s

agency.

7.2.2  Efficacy

According to our research findings and prior studies, [34], chatbots could be an effective
mediator to deliver interventions for improving people’s mental well-being. My research
adopted the Journaling method (e.g., gratitude journaling, expressive writing) to help users
reflect on prior events, and some researchers deployed the CBT method using a chatbot
system. Though these methods have been tested empirically and used in practice, it is still
new to use conversational agents to deliver guidance. Thus, many factors should be examined
in future research; for example, a conversational agent’s identity and conversational styles
may influence users’ decision to accept the recommendation [14, 191]. Besides, the effect of
time should also be considered when using conversational agents to deliver interventions for
mental well-being.

In addition, some participants in my studies mentioned that talking with the chatbot felt
as if they were talking with a psychiatrist - they even expected professional feedback from
the chatbot. This implies that the users may assume the chatbot has more intelligence than
it actually does, which might lead to users not reaching out to professionals for proper help.

Hence, when deploying a chatbot system for mental well-being, users should be informed
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and reminded of what effects/risks to expect from the chatbot. Furthermore, researchers
and practitioners should remind their users about what the chatbot systems’ targets and

what effects to expect.

7.2.3 Safety

Although I recruited participants who were less likely exposed to severe psychological
distress, users’ deep self-disclosure may still arouse users’ negative experiences and thoughts.
To address unwanted situations, I had experienced psychiatrists review our chatbot and
study design. I also provided the participants with emergency contact information so that
they can ask for help in case of an emergency. An effective monitory mechanism might be
further necessary for addressing unexpected psychological crises and stop participation for
actual use.

Instead of increasing users’ reliance on chatbots to deal with their mental well-being, the
chatbot systems should encourage users to seek human support if necessary. Therefore, as
I mentioned above, a chatbot system’s agency power may need further work to define. For
instance, whether a chatbot could play a proactive role to introduce a professional third
party when detecting unsafe conditions? when an automated chatbot should stop/suspend
its interaction with a user in a fragile state? In the near future, I believe that more and more
intelligent and human-like computer agents will be developed; thus, the safety of deploying

these Al agents to tackle mental health requires more careful examination.

7.2.4 Ethical Perspectives of Introducing Human Support (third parties) in
Human-Chatbot Interaction

Chatbot work needs to address ethics and privacy issues carefully [22, 25, 190]. For ex-
ample, because chatbot use can result in users’ self-disclosure of sensitive topics [25, 190],
whether to disclose it, when, and precisely to whom remain difficult to answer. This is espe-
cially challenging to answer if the goal is to improve mental health. If a chatbot introduces
an expert (a counselor) in the middle of the study, it may raise privacy and transparency
concerns because it may imply that past conversations between the chatbot and users are
transferred to other parties. The participants did not specifically express this concern in my
studies, which may be attributed to the social presence and expertise of an expert and my
research settings (I declared that their data would be secured). Nevertheless, this concern
may be heightened when the chat topic is sensitive, and it is an important issue to explore

in future research.
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Most of the participants tended to trust the chatbot system’s suggestions. Introducing
the human expert further reinforced the participants’ perceived trust and raised their ex-
pectations on the expert for giving personalized suggestions. Although my research did
not aim to deceive the users, the study findings revealed that integrating a human expert
might lead to participants’ unrealistic expectations of a chatbot’s intelligence and efficacy.
Hence, when deploying a chatbot system for healthcare purposes, the transparency of the
mechanism should be informed. In addition, although the journaling suggestions our chat-
bot systems offered were evidence-based [165, 168, 169, 172] and had no potential to cause
harm, ’over-trust’ could lead to harm if a future system were not working properly [16].

In Chapter 6, I further explored the effectiveness of integrating social learning compo-
nents in the chatbot system. The study results show that peers’ comments elicited social
comparison and increased the users’ pressure, leading to their negative experience with the
interventions. Although the chatbot only shared the peers’ positive comments in the study,
this design unexpectedly caused a negative effect when using a chatbot to deliver guidance
for improving mental well-being. This research finding indicates the necessity of examining
chatbots in the healthcare eco-system to mitigate potential negative effects. My research
is a good start to inform how future studies should be aware of these risks when using

conversational agents to deliver guidance for improving mental well-being.

7.3 FUTURE DIRECTION

This dissertation research has demonstrated how chatbots could help collect information
from the users and convince them to share information and follow a third party’s guidance.

In the following paragraphs, I introduce some opportunities for future research.

7.3.1 Exploring and Designing Human-AI Collaboration

Digital assistants such as Alexa, Siri, and Google Assistant are among the most widely ac-
cepted Al technologies and have considerable potential to be further embedded in workplaces
and other aspects of daily life. Based on my findings regarding human-to-CA disclosure and
long-term social dynamics [24, 25, 26], I have been reflecting on how future Al assistants
should evolve next, especially in light of the goals of naturalistic communication and the
achievement of tasks.

I am especially interested in exploring how Al technologies can properly be incorporated
into the healthcare eco-system. It can be used to encourage a healthy lifestyle and help

healthcare providers to better understand clients’ day-to-day patterns and needs to provide
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better treatment and guidance. For example, Wang et al. [86] has shown that smart speakers
(e.g., Alexa and Google Home) could play as social agent to reduce the users’ public speaking
anxiety. In addition, some studies [42] demonstrated that the chatbots could be a learning
companion to promote the users’ learning outcomes. Thus, chatbots could be involved
in the humans’ decision-making process. Providing guidance to assist humans’ decision-
making may yet emerge as the best way for people and Al agents to work well together. My
pioneering empirical work [24, 25, 26] on the effects of incorporating human support into
human-Al interaction has highlighted some of the new design opportunities and challenges
that arise when chatbot systems, with and without human support, are used for long-term

interventions. This is one of crucial topics in human-centered Al research.

7.3.2 The Ethics and Fairness of Al for Healthcare

Building on my work on chatbots as providers of guidance in reflective journaling, I am
satisfied that chatbots capable of engaging humans in conversation through natural-language
interfaces will emerge as long-term companions, which can assist clinicians in the collection
of essential health information. Yet, despite the increasing adoption of chatbots in healthcare
and the apparent benefits thereof, many challenges must still be addressed. For example,
user safety and Al ethics both need to be defined, since there are no rubrics for what kind of
information an Al should, or should not, collect from its users - nor is the existing research
on the links between chatbot use and healthcare outcomes particularly robust.

Therefore, future research should consider integrating expert and social support into chat-
bots to enable a more meaningful evaluation of their users’ healthcare outcomes and address
user privacy and autonomy in the healthcare system. This also raises ethical and privacy
considerations related to who owned the users’ conversational data and whether the data
should be monitored when it comes to chatting related to mental well-being. In contrast
to the graphical user interface, a chatbot could play a proactive role to prompt the users
to interact with it. More research is needed to explore the potential problems (e.g., over-
trust and over-sharing) when broadly and longitudinally deploying chatbots in daily life.
Finally, it is crucial for future studies to lay down the ethical foundation for incorporating

AT technology safely into the healthcare eco-system.

7.4 CONCLUSION

This dissertation made contributions to the literature aimed at HCI and human-centered

AT domains to provide novel insights about designing conversational agents to improve users
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mental well-being and human-human communication.

First, I conducted a longitudinal study to investigate how self-disclosure of chatbots affects
users’ self-disclosure behavior. Both conversation styles and the time elapsed since the start
of the experiment influenced users’ subjective experiences of using the chatbot and their
objective self-disclosure behavior. In general, the chatbot that made its own self-disclosures
performed better at facilitating its users’ self-disclosures in response to sensitive questions,
successfully encouraging users to provide longer responses and express deeper thoughts and
feelings on sensitive topics.

I then turned to investigate how a chatbot as a mediator can be used by people for self-
disclosing to a mental health professional and how people’s trust in a chatbot interacts with
their trust in a mental health professional. The study findings suggest that the chatbot’s
self-disclosure successfully elicits participants’ self-disclosure of their personal experiences,
thoughts and feelings not only to the chatbot but also to the mental health professional.
This work provides empirical evidence of different self-disclosure behavior, such as reducing
or adding content, that people may take before sharing their self-disclosure to a chatbot with
a mental health professional. I also identified an effective chatbot design that has promising
potential to serve as a mediator to promote self-disclosure to mental health professionals.

According to the findings from the studies above, I designed a study to explore chatbot
designs with and without integrating human support for delivering guidance to users, along
with a three-phase study I conducted to examine the impact of human expert support on
human-chatbot interaction. I focused on investigating the impact on users’ experience and
efforts involved in following the guidance of journaling skills. The findings show that the
chatbot integrated with human support enhances users’ self-disclosure, perceived engage-
ment, and trust in the Training phase; however, it might also make people feel pressured.
Although the group without human support showed less engagement in the Training phase,
they remained interested longer in practicing journaling skills. This research extends the
understanding of human-chatbot interaction by providing insights on future chatbot designs
with human experts’ support to deliver guidance in broader contexts.

Finally, I explored how social learning mediated by a chatbot influences users’ experience
and behaviors to learn journaling skills from their guidance. The study found that chatbots
could encourage users to follow directions to self-reflect via journaling skills. Understanding
peers’ commentaries on the chatbot-guided learning experience increase users’ depth of self-
disclosure on thoughts and encourage learning from others’ experiences. Besides, this design
allowed some users to find the companionship of practicing journaling skills, motivating them
to follow the chatbot’s guidance. However, I also observed that incorporating this social

learning component may interfere with some users’ perceived engagement in interacting
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with the chatbot since the mismatch between the user’s and peers’ experiences might cause
comparison and pressure. This research design and findings serve as the first step to facilitate
social learning in human-chatbot interaction to deliver guidance.

My dissertation research yielded new understandings of the roles played by mutuality and
the passage of time in self-disclosure interactions. It has important implications for the

design and use of chatbots for eliciting deep self-disclosure and delivering guidance.
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