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ABSTRACT 

This dissertation challenges the typical analytical framework of biological anthropology, 

particularly in the context of continued binarizing of sex and gender despite ample biological 

evidence to contest these categories, in broadly asking how is the particular identity and 

experience of gender embodied? The dissertation is split into two interconnected parts. The first 

will include a literature review and textual analysis of biological anthropology’s current 

discourse around gender and sex (chapter 1). I identify 3 main ways by which biological 

anthropology research is re/producing sex gender binaries and cis- and heteronormativity. Next, 

Chapter 2 provides a discussion on how systems of harm, like white supremacy and patriarchy, 

are recreated not just in our current research discourse but have been historically maintained and 

reproduced even as dominant scientific paradigms shift. In this case, I examine how both 

deterministic and plasticity-based research on sex and gender maintain violent systems.  

Part 2 consists of quantitative analyses exploring variation of two common biomarkers 

used in studies of embodiment, C-reactive protein (CRP) and cortisol in a Polish and Polish 

American sample. For CRP I analyzed potential menstrual cycle effects and compared different 

samples phenotypes. I found that the Polish and Polish American samples had distinct menstrual 

cycle CRP phenotypes. The Polish sample did not show any cycle effects. In the Polish 

American sample, post menses had a negative effect on CRP (estimate -.17, t-value -5.2), and 

there were increased CRP concentrations during the early follicular phase (median .406, p<.05), 

specifically the first three days of menstruation (median .466, p<.01). For cortisol, I examined 

the possible within sample variation and cortisol’s potential relationship with estrogen and 

progesterone. I found an average cortisol cycle phenotype which varies through the menstrual 

cycle. However, this obscures within sample variation. I found 3 distinct cortisol phenotypes 
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(p<.05). Progesterone cycle shape was correlated with cortisol cycle shape (r=.64, p<.05) and the 

cortisol group with the most consistent (e.g., invariable through the cycle) pattern had higher 

PdG exposure compared to the other groups (p<.01).  

These analyses were conducted with the purpose of better understanding and 

incorporating biological variation so that these biomarkers can be used towards a more inclusive 

research design. Additionally, Chapters 3 and 4 use statistical analysis that do not try to find 

quantitative difference between groups decided a priori or to define a universal norm but instead 

examine within and between population variation to show that even bodies we assume are 

homogenous are incredibly diverse and varied. With these analyses, this dissertation on gender 

and biological embodiment aims to actively combat the racist, patriarchal, heteronormative, and 

cisnormative harm inherent in traditional scientific methodology. 
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CHAPTER 1: INTRODUCTION AND CIS AND HETERONORMATIVITY IN 

BIOLOGICAL ANTHROPOLOGY 

 

Biological anthropologists have a responsibility to attend to social categories, like gender, 

that contribute to harmful hierarchies of oppression. Instead, we have a history of using our 

research to naturalize and reify this and other categories like race and sex. Even now, more 

aware of this past, we re/produce these categories and make them seem natural with the 

questions that we ask and the methods that we use. This dissertation challenges the typical 

analytical framework of biological anthropology, particularly in the context of continued 

binarizing of sex and gender despite ample biological evidence to contest these categories, in 

asking how is the particular identity and experience of gender embodied? I am a biocultural 

anthropologist by training, whose research interests have always lain in understanding how our 

bodies and environments are intertwined: my work asks, how does our sociocultural environment 

influence our biology, or, how do we embody our experiences? My interest in gender and 

biological embodiment are combined in this dissertation’s overarching theme or driving 

question: how are the identity and experience of gender embodied?  

In order to address this question with care, I will need to first begin with smaller 

questions. The question of gender and biological embodiment has the potential to incorporate 

many different projects, questions and methodologies. My dissertation on gender and biological 

embodiment aims to actively combat the racist, patriarchal, heteronormative, and cisnormative 

harm inherent in traditional scientific methodology. Because of this, the work that I do spans 

numerous disciplines and methodologies that at first glance may seem disconnected but are 

necessary to explore to better conduct my research. The dissertation is split into two 
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interconnected parts. The first will include a literature review and textual analysis of biological 

anthropology’s current discourse around gender and sex (this chapter) and conclude with a 

discussion on how these systems of harm are recreated not just in our research discourse but have 

been historically maintained and reproduced even as dominant scientific paradigms shift 

(Chapter 2). Part 2 consists of quantitative analyses exploring variation of two common 

biomarkers used in studies of embodiment, C-reactive protein and cortisol. These analyses were 

conducted with the purpose of better understanding and incorporating biological variation so that 

these biomarkers can be used towards a more inclusive research design.  

Additionally, while chapters 3 and 4 are written in a way that followed the strict scientific 

research paper format and used language common to quantitative analysis, for publishing 

purposes, I made subversive choices to position these chapters as pseudo case studies for how to 

conduct human biology research in ways that doesn’t reproduce systems of harm. First, I omitted 

the words evolution, adaptation, reproduction, female, woman, sex, and gender from these 

chapters. Additionally, I clearly defined and described the variation I was interested in exploring, 

i.e., variation from the hypothalamic-pituitary-ovarian axis and the menstrual cycle. I did not 

engage with or make any assumptions about a priori sorting of individuals within my 

populations except for population difference in chapter 3 (see chapter 3 for more information). I 

utilized statistical methods that are not about “proving” difference of distributions between 

groups or showing a group is more different from the norm than the other. Nor did I try to 

identify a universal norm but instead examine within and between population variation to show 

that even bodies we assume are homogenous are incredibly diverse and varied. Finally, I also 

maintained gender inclusive language throughout the chapters. While subtle and done in a way 
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that may not be obvious at first glance, I have attempted to not re/produce cis and 

heteronormativity in these ways.  

 

Sex, gender and race in Western Science 

To begin, I will briefly discuss the concepts central to my dissertation, specifically, the 

ways in which gender, sex and race are re/produced more broadly through science and popular 

understandings of science (see Chapter 2 for a more expanded discussion). Next, I will give a 

detailed analysis of the current biological anthropology discourse as it relates to the reproduction 

of cis- and hetero-normativity. Science is not way of knowing free from bias but rather another 

method of biopower used to categorize and control bodies within and without the state (Gill-

Peterson, 2018; Schuller, 2018, Schuller and Gill-Peterson, 2020). Science has both historical 

and current (conscious or otherwise) participation in and re/creation of racist, hetero- and cis-

normative, and patriarchal systems. Often, human biology research is designed and interpreted in 

such a way that re/produces sex as binary and as a purely biological, rather than socially 

constructed phenomenon. For instance, the National Institute of Health has called for an 

increased emphasis on the importance of including sex as a variable in clinical, medical, and 

biological research, bringing awareness to the absence of female subjects in scientific studies 

(Arnegard et al., 2020; National Institute of Health, 2015). However, this call requires 

researchers to “(1) to factor sex as a biological variable (SABV) into research designs, analyses, 

and reporting or (2) to provide strong justification for single-sex investigations” (p.858, 

Arnegard et al., 2020). This call does not define what it means by sex as a biological variable, 

but the second point, that justification must be made for single-sex investigations and by later 

referring to “both sexes” implies it is understood as binary (National Institute of Health, 2015). 
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Defining sex as a binary variable (female versus male) without consideration of gender (or often 

conflating gender and sex), continues to reify these categories, closing off the possibility of 

developing curiosity about or better standards for understanding the full range of variation in 

these phenomena. 

The impacts of this discourse far-reaching. LGBTQIA+ individuals are at a higher risk 

for physical violence (National Center for Transgender Equality, 2015; Richey et al., 2019), 

poorer treatment within and access to healthcare (Clark et al., 2018; Goldberg et al., 2019; 

McCann et al., 2019), and mass incarceration, surveillance, and police brutality (National Center 

for Transgender Equality, 2015; Lamble, 2014; Edelman, 2014). Additionally, queer populations 

are at greater risk of mental health conditions. LGBTQIA+ adults are up to two to four times 

more likely to develop a mental health condition compared to cisgender and heterosexual adults 

(Medley et al., 2016; Wanta et al., 2019). These examples and statistics are much worse for 

queer people of color, as they navigate violent gender and sex systems that have been reinforced 

to further a white supremacist society (James et al., 2016; Ronan, 2021). 

Much has been written about the history of western gender and sex norms and the science 

behind them by feminist and queer scholars (e.g. Bederman, 1995; Hyde et al., 2019; Fausto-

Sterling, 1985; Fausto-Sterling, 2012; Fausto-Sterling, 2019; Jordan-Young, 2010; Fisher, 2011; 

Shattuck-Heidorn and Richardson, 2019; Schuller, 2019). For instance, Fausto-Sterling (1985), 

in Myths of Gender, shows that many of the assumed differences between men and women (and 

the research that supports them), like difference of intelligence, are unfounded. Additionally, 

gender and sex are also inherently tied to racial hierarchy. That is, heteronormativity and 

cisnormativity are racist, meaning that both have been created through and in order to uphold 

white supremacy (e.g. Somerville, 1997; Schuller, 2019; Spillers, 1987; Wynter, 2003; 
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Bederman, 1995; Beauchamp, 2019; Gills-Peterson, 2018). For example, Somerville (1997) 

argues that sex and sexualities were naturalized through scientific studies in tandem with (and 

utilizing the methods of) racist science. This process of defining (and assigning and denying and 

rejecting) gender in terms of whiteness is upheld and bolstered by western scientific thought, as I 

will show more concretely in Chapter 2. First, however, I will demonstrate how sex and gender, 

cisnormativity and heteronormativity are re/produced in current biological anthropology studies.  

 

Cis and heteronormativity in current biological anthropology discourse 

Biological anthropology still very much engages with and re/produces the 

conceptualization of discrete categories of sex, as well as cis and heteronormativity, at the 

introductory classroom level but also through published research. Biological anthropology 

research is grounded in evolutionary theory, which tends to emphasize reproductive success and 

the assumption of gender and sex division of behavior/labor. For example, the assumption that 

men hunt and women gather, which is being challenged (Haas et al., 2020) is still invoked in 

anthropology studies (e.g., Hill et al., 2020; Loponte and Mazza, 2021; Stibbard-Hawkes et al., 

2020). These binary assumptions are introduced at an introductory level in biological 

anthropology. In the most recent edition of Biological Anthropology (fourth edition) the passage 

on testosterone identifies it as the “male hormone” and equates its function to only that of 

dominance and reproductive behavior. This is after positioning progesterone as a “female 

hormone,” the function of which is only to prime a uterus for pregnancy (Stanford et al., 2019, 

p.506-507).  This entry is based in cisnormative and heteronormative assumptions that men have 

testosterone and thus men have dominance behaviors, and woman have progesterone and are 

always in a holding pattern for pregnancy (the progesterone entry also discussed PMS in contrast 
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to the testosterone section which includes research on parental behavior, so progesterone (and 

women) is also associated with pathology). In truth, these hormones are neither male nor female 

and both have many functions beyond dominance and reproduction (Dubois and Shattuck-

Heidorn, 2021). However, these other functions are not discussed outside of the section on 

reproductive behavior and strategies (for a detailed look at the shortcomings of testosterone 

estrogen research see Jordan-Young, 2012; Jordan-Young and Karkazis, 2019). The section goes 

on to discuss male risk taking and male cooperative hunting, further equating men and being 

male with risk, aggression, and action often all in the name of securing status, increasing their 

mate selection, and ultimately having more offspring.   

Cisnormativity and heteronormativity are two related terms that refer to when binarized 

norms of cisgender and heterosexuality are assumed, enforced, re/produced, and naturalized, 

making it appear that both cisgender and heterosexual are the given states of being. In the 

discipline of biological anthropology, instances of cisnormativity and heteronormativity are 

common, often woven into researcher’s questions, methods, and interpretations without much 

awareness of where these assumptions are coming from.  This is particularly the case in studies 

interested in evolution and adaptation, as differential reproductive success and increased 

reproductive fitness are the main scientific determinants of adaptive traits. Many studies 

reproduce cis and heteronormativity, though it may not always be intentional. To show how this 

happens, I looked at biological anthropology journals, the American Journal of Physical 

Anthropology and the American Journal of Human Biology, over the course of two and a half 

(January 2020-July 2022) years and identify original research articles that are re/producing cis 

and heteronormativity in their research. These journals were selected because they are the 
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journals of the main association of biological anthropologists and the main association of human 

biologists and biocultural anthropologists in the United States.   

This is not an exhaustive or systematic review and is bound by the last two and a half 

years so that research is current. As such I did not follow a “preferred reporting items for 

systematic reviews and meta-analyses”, or PRISMA, format (Rethlefsen et al., 2021; Takkouche 

and Norman, 2011). Instead, I conducted a qualitative textual analysis of current biological 

anthropology research. I identified articles that were re/producing cis- and hetero-normativity in 

ways both subtle and overt. For example, articles that engaged with identifying/reifying gender 

and sex difference, pairing sex and gender in ways that are reductive, using sex to extrapolate 

gendered behaviors, or that emphasized reproduction and heteronormative pairings. I started my 

search by reading through the titles of each issue and selecting articles based on title that 

appeared to be conflating sex and gender, reproduced or tested sex and gender differences, 

reproduction, or where sex or gender might be connected to behavior. I then read the abstracts 

for each to better identify examples of gender essentialism, places where gender or sex appeared 

to be conflated or where gender was assumed from sex, places where intimate relationships were 

all positioned as heteronormative, and more. Some examples of this language are: “sexual 

dimorphism; sex differences; sex estimation; reproduction; violence” Finally, I more closely read 

a selection of 8 articles to use as examples in this chapter. The analysis was confined to Homo 

sapiens sapiens but included both archaeological and living human studies.  

I identified over 116 articles that fit the above criteria, with the most common instances 

being conflating and binarizing gender and sex, often through quantification of morphological 

difference. Furthermore, almost none of the articles define or specify what they mean by gender 

or sex or how they determined one or the other in their sample. The main exception to this was in 
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archaeology, as they tend to outline their methods for determining sex. The archaeological 

studies mostly use some variation of Buikstra and Ubelaker (1994) to assess various pelvic and 

cranial traits to sort remains into female, male, likely female, likely male, or undetermined. 

Despite these multiple categories, such studies tend to conduct analyses on binary data 

categories, maintaining a binarized conception of sex within the field. Like this, I identified a 

number of common themes in how cis and heteronormativity are re/produced, which I will 

expand on below. However, due to the numerous articles identified, I will only be highlighting a 

few for each key theme. In order to see the entire list, along with article information, abstracts 

and basic data, see Appendix B.  

 

Quantifying difference 

The first major category of analysis were those studies specifically intended to identify 

sex differences or quantify sexual dimorphism in adults, children, and archaeological remains. 

Many of these were archaeological or forensics studies and looked at various morphological 

features. For example, teeth, including enamel, enamel peptide, odontometircs, and dental tissue 

size, are a popular feature to “better” determine the sex of both children and adults (e.g. Aris et 

al., 2020; Fernée et al., 2021; Gowland et al., 2021; Viciano et al., 2021).  Additionally, many of 

these articles attempted to find new ways to quantify difference between pelvic morphology, 

cranial morphology and to a lesser extent long bone morphology of men and women (e.g. Del 

Bove et al., 2020; Marino et al., 2021).  The main goal of these articles was to be able to better 

identify sex in the osteological record or to identify sexual dimorphism in living populations for 

forensics cases. However, none of the articles were able to binarize remains with 100% accuracy 

and instead developed methods that were 75-90% effective at categorizing remains into a binary 
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category of male or female, often removing “undetermined” or “intermediate” remains from 

analysis.  

One article that exemplifies how cis and heteronormativity are reproduced is an analysis 

from Uy, Hawks, & VanSickle (2020) that looks at sexual dimorphism between the pelvis and 

gut volume in humans. The authors found that gut volume was associated with pelvic shape and 

with body size in males but not in females and suggest that this is due an “uncoupling” of the 

pelvic shape from the gut because females need to accommodate a uterus and thus pelvic shape 

and size in females is less related to supporting organs as much as it is to reproduction. They 

argue, “at any given GV [gut volume], we observe that females have wider outlets. This 

observation, coupled by the other regression analyses here showing a nonsignificant relationship 

between the pelvis and GV in females, perhaps signify that the role of the bony pelvis in support 

of the gut is minimized compared to its role in providing an adequately-sized birth canal in 

females” (p.137). This article stood out because of intense association of being female with 

reproduction, whereas being male was not tied to reproduction. By equating female pelvic form 

function with reproduction, at the expense of the more “male” function of support (literally 

holding up the gut), this article reproduces the narrative that females must reproduce, associates 

maleness with support/supporting, and implies all sex differences are because of females need to 

be able to reproduce.   

While most of the studies did not try to explain how these methods can be applied beyond 

sorting individuals into male or female, Gowland et al., (2021), described how their novel 

method of analyzing peptide concentrations of tooth enamel can be used to identify the sex of 

infants, juveniles and children. They explain, “bioarchaeologists are now better equipped to 

explore questions related to sex-dependent cultural treatment of infants and juveniles, including 
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questions related to identity, weaning, infanticide, childcare, and puberty” (p.868, Gowland et 

al., 2021). This kind of application suggests we should assume sex-dependent differences exist 

and are meaningful. Furthermore it re/produces cisgender norms and causes researchers to 

assume that biological sex not only equals and has always equaled gender but that gender is and 

was binary and archaeologists can know subsequent cultural meanings of gender.   

There were also a number of studies comparing skeletal, fat, and muscle mass between 

male and female athlete and non-athletes (e.g. Abe et al., 2021; Abe et al., 2020a; Abe et al., 

2020b). These studies were all concerned with identifying differences between not just athletes 

and non-athletes, but also between the sexes. One of the studies, looking at whether resistance 

training has an effect on facial muscles, found that, while there were not differences between the 

high training and low training athletes, there were differences in size of the frontalis muscle, with 

women having larger frontalis muscles, and over all differences in size of the rest of the facial 

muscles, with men generally having larger face muscles (Abe et al., 2020b). The authors did not 

give much justification for why this sort of analysis was necessary, nor did they contextualize the 

findings in the discussion, thus perpetuating and over emphasizing sex difference. Further, it is 

unclear how authors defined and identified sex difference or gender difference. That is, data and 

results refer to participants as men and women while including the binary variable sex in analysis 

and there isn’t any indication if this was a self-identified category, or a researcher identified 

categorization. For example, “therefore, sex differences in facial muscles are very unique, and it 

is unclear the reasons why some facial muscles are larger in women compared to men” (p.6). 

This study, which attempt to reifying and quantify binary sex difference, switches back and forth 

between male and men and female and women in ways that certainly erases variation present and 

works to further binarize and essentialize the categories of man and woman.   
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Violence, victimhood, and other gendered behaviors 

Sex identification methods are often used in bioarchaeology to collect demographic 

information but to also draw conclusions about the lived experiences of presumed males and 

females in the archaeological record. Drawing on violence and conflict behaviors that are 

historically ascribe to males, several the articles looked at patterns of violence in the 

archaeological record. One example is a study of the Nasca Highlands of Peru circa 900-1400 

CE (McCool et al., 2021). This study examined frequency and type of trauma differences 

between males and females and found more antemortem but not perimortem trauma in males. 

While the study is careful to use the word male throughout their articles, the authors ascribe the 

aggressors, raiders, and those committing the violent acts as males, while the victims are females 

and children, though evidence for this is scant. For example,  

“Noncombatants such as females (especially adolescents and young adults), 

children, and older adults were routinely the victims of lethal violence. 

Indeed, rates of perimortem trauma are higher among traditional 

noncombatants compared to those who typically make up the combatant 

profile. The majority of lethal encounters resulted in perimortem traumas to 

the posterior of the skull, suggesting victims were either ambushed from 

behind, were attempting to flee an assailant, or were executed” (p.626). 

 

 The authors of this study only ever describe female remains as “noncombatants” who were 

“were routinely the victims of lethal violence”. This conceptualization of maleness and men 

being as being naturally more aggressive and violent and the historical perpetrators of violence 

has been problematized and critiqued, with calls for anthropologists to be more aware of when 

and how our research is re/producing these narratives (Gutmann, Nelson, & Fuentes, 2021). 

However, this kind of framing is still being perpetuated in recent and well-known disciplinary 

publications of biological anthropology.   
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Yet another archaeological study uses sex determination to describe gendered division of 

labor in a Pre-Roman population, Verona (Laffranchi et al., 2020). This article looks at muscle 

attachment sites in the upper and lower limbs and compares them between males and females. 

They found a significant difference between an attachment site for the right bicep and for the left 

gluteus medius and minimus muscles. Laffranchi et al., (2020) use this as an indication that there 

was a gendered division of labor in this community, “a result that may be related to the 

performance by men and women of distinct activities overall related to farming” (p.582). 

Notably, they did not find any other differences between general bone shape or other bony 

landmarks, in fact they found more similarities between individuals than differences. However, it 

is the differences that are highlighted and fit into existing literature and the similarities that need 

greater explanation, as if males and females being similar is surprising. These types of study 

designs, which look for differences based on sex differentiation through pelvic and cranial 

analysis (which is never 100% accurate, for example, in their own analysis they were not able to 

conclusively determine sex for 3 individuals but still sorted those 3 into female or male based on 

what they thought these individuals most looked like), always make me wonder what kind of 

story the data and results would tell if analysis did not start from a binary gender and sex 

difference. Additionally, the immediate assumption that a larger muscle attachment on the right 

humerus equals heavy lifting and thus manual labor is steeped in current assumptions about the 

division of labor by sex and gender that are not investigated but instead explained as givens.   

Yet another way to quantify difference, this time in living humans, is through the 2d:4d 

ratio, a size ratio between the second and fourth fingers, usually on the non-dominant hand (e.g. 

Bagepally et al., 2020; Ertuğrul & Özener, 2020; Kalichman et al., 2020; Kirchengast et al., 

2020; Lombardo & Otieno, 2021; Misiak et al., 2020).  These studies use the 2d:4d ratio as a 
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proxy for in utero environment because this ratio is thought by some to be related to how much 

testosterone a person was exposed to as a baby. There is a more “feminine” type of the 2d:4d 

ratio, where the ratio is larger, and a more “masculine” type, where the ratio is smaller. This in 

utero exposure to testosterone (through 2d:4d proxy) has in turn been associated with everything 

from competition, more “masculine” personality traits, and longevity (Misiak et al., 2020; 

Kalichman et al., 2020; Bagepally et al., 2020). However, the 2D:4D digit ratio is a measurement 

that has been shown to be inaccurate and unfounded (e.g., Leslie, 2019).   

  One of the articles I want to highlight is by Bagepally et al., (2020). In this article, the 

authors measured the 2d:4d ratio on both hands and asked participants to complete a “big 5” 

personality and displaced aggression questionnaire in India. They then tested for any associations 

between the digit ratios of both hands and found several associations with digit ratio and 

personality traits. Namely they found a “link between 2d:4d and domains of Big Five personality 

factors among Indian men and inverse relationship between 2d:4d and more ‘female’ hands in 

the domains of disorganization, carelessness, and revenge planning even in men, emphasizing 

the effect of prenatal testosterone exposure on human personality” (p.1, Bagepally et al., 2020). 

In their discussion the authors reiterate the scientific narrative that in utero testosterone exposure 

leads to a more “masculinized” brain that is then associated with “male” behaviors, such as 

aggression, while “female” is associated with disorganization and carelessness. This narrative 

has already been disproven and in utero testosterone effects are inconsistent and context 

dependent (Jordan-Young, 2012; Jordan-Young and Karkazis, 2019; Leslie, 2019). By 

conducting a study like this the authors are embracing a stereotypical, binary, cisgender 

understanding of what it means to be man and male, mainly that high levels of testosterone lead 

to aggressive and “masculine” associated behaviors later in life. They are not only coupling male 
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and men together in that being a male means that being a man later in life is going to lead to 

specific types of personalities and behaviors, but also perpetuating an incredibly patriarchal and 

binary understanding of what that maleness and manhood looks like.   

 

Masculine versus feminine features and behaviors and reproduction 

Common in the studies of living humans is an attention to “feminine” versus “masculine” 

features, particularly as they relate to reproduction and attractiveness. One study that I want to 

highlight is by Żelaźniewicz et al., (2020). In this article their aims were to investigate 

associations between leptin levels and the facial attractiveness of young women from Poland. 

The authors work off “evolutionary theories [that] propose that facial attractiveness is a cue to an 

individual's biological condition, allowing [others] to assess a potential mate's fitness,” and argue 

that “another trait, influencing an individual's attractiveness, is facial adiposity (or perceived 

weight in the face), possibly as it is an accurate indicator of BMI” (p.250-251). They determined 

facial attractiveness of women by online survey that recruited only self-identified men. They 

then tested whether participants’ leptin levels (a proxy for body fat) were associated with the 

rating men gave them. They found that leptin was negatively associated with facial 

attractiveness, as was BMI, in other words, fat was associated with being unattractive. This study 

is harmful on several different levels. The assumption that only men can assess facial 

attractiveness of women AND that facial attractiveness is consistent across populations AND 

associated with reproductive potential AND that fat is universally considered unattractive is so 

incredibly reliant on heterosexual, cisnormative, and racist assumptions that without them, this 

logic would never be accepted. The association of fat with unattractiveness and unhealthiness is 
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rooted in white supremacy, with much of the fat phobic narrative emerging during the 

Enlightenment used to justify racial difference and hierarchy (Strings, 2019).   

  Another study concerned with identifying and quantifying sexual dimorphism, with 

explicit assumptions around attraction and race, looks at the sexual dimorphism of the faces of 

modern Buryats from Southern Siberia using geometric morphometrics (Rostovtseva et al., 

2021). Rostovtseva et al., (2021) found several different facial features that were sexually 

dimorphic, and which matched with previous studies on Asian populations. They additionally 

found a unique facial feature, the upper face width to height ratio, that was sexually dimorphic in 

this population with women having higher ratios than men, which is the opposite of other 

reference populations. They suggest this is indicative of different genetic and ecological 

backgrounds. In the discussion they also go on to associate rounder and more “Caucasoid” (p.9) 

eyes with women and generally compare these and other features with results from other Asian 

populations and Caucasian populations. Not only is this article explicitly re/producing 

cisnormativity by quantifying sex difference and creating highly binarized understandings of 

“typical” female and male faces, but it is doing so in a way that reinforces white features are 

more attractive and more “typical” of an ideal gender type. Gender and sex difference has been 

and continues to be defined, produced, and reproduced in association with and through racial 

differences and hierarchies. Surprisingly, the authors report that these sex differences that they 

define account for only 8% of the variation of facial morphology in this population. Despite this, 

these differences are the main component of their analysis and discussion, demonstrating how 

dedicated these authors are to re/producing gender and sex difference and ascribing to cis and 

heteronormative binaries.  
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 Many of the explanatory narratives used to bolster these differences in attraction and 

facial type are all about increasing reproduction and thus reproductive success. While 

reproduction is an important component of evolutionary theory, there is so much more to our 

lived experiences than existing for sex or having sex or sexual desires solely for the purpose of 

producing offspring or passing on heritable genetic material. The narrative around reproduction 

privileges heterosexual pairings as natural and attributing a certain suite of traits to females and 

women that increase their ability to bear children and make them more attractive to men while an 

additional set to males and men all for the purpose of getting more mates.  

 

Key takeaways and conclusions 

 Cis and heteronormative assumptions are deeply entrenched in the study of biological 

anthropology, they are present in texts books and classrooms which re/produce these 

normativities at the foundational level in ways that allow them to be naturalized and then carried 

out in future research. After conducting my review of the most recent literature published in 

AJPA and AJHB, I have been able to identify a number of ways that cis and heteronormativity 

are commonly re/produced in biological anthropology. The largest group were those studies 

where the work is about first splitting sex into two categories, and then quantifying difference. 

By highlighting/quantifying sex difference, researchers are actively engaging with a sex binary 

that is then used as a proxy for gender. This is especially the case with archaeological studies, 

which cannot assess gender in the same ways that studies on living human might be able to (if 

those studies assess gender at all and aren’t using sex as a proxy). These types of studies were 

some of the most common, despite decades of research already conducted on quantifying and 

identifying gender and sex difference.    
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Additionally, for living populations people are referred to as man and woman and for 

nonliving populations it is male and female, even though the basis for that distinction is on 

biological sex (assumed or identified by the researcher through various means, though it isn’t 

made clear in all cases). In the archaeological studies, researchers are always careful to refer to 

people as male or female, while still discussing gendered behaviors and cultural features. 

However, in the studies examining living populations, researchers seemed to use the terms male 

and female most often when discussing data collection and results, but use the term man and 

woman in the introduction and discussion to refer to their participants  Furthermore, the majority 

of the articles highlighted and listed in Appendix B end with broader impacts, like how can these 

studies be generalized and what can we now say about human evolution writ large given these 

results. Many of the archaeological and living human studies are conducted on groups of about 

20-80 individuals and making sweeping generalizations about difference, adding to the 

re/production of cis and heteronormativity by making the differences between gender and sex 

seem natural, generalizable, and innate.  

 Finally, the anxiety around reproduction and reproductive fitness that I reported are very 

much reminiscent of similar narratives of reproductive success and fitness that were voiced 

throughout the eugenics movement, specifically positive eugenics, which is the type of eugenics 

concerned with increasing the birth rate of people with “desirable traits” (i.e., white, middle 

class, protestant). The eugenics movement of the early to mid-20th century was rooted in white 

supremacy and positive eugenics specifically included social programs and education aimed at 

increasing the reproduction of white populations (Kline, 2005; Ordover, 2003). Not only are the 

narratives around reproduction and heteronormativity that I outlined above entangled with 

narratives of racial hierarchy, but so are the narratives around attractiveness and beauty (Herzig, 
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2016; Jha, 2016; Strings, 2019), violence and “masculine” behavior (Gutmann, Nelson, & 

Fuentes, 2021; Bederman, 2008), all of which are predicated on colonial, imperialist, white-

supremacist, capitalist, patriarchal systems (hooks, 2013). As I discuss in depth in Chapter 2, 

even the seemingly simple differentiation and re/production of gender and sex in human biology 

studies are necessarily coproduced together to maintain these oppressive systems.  

This review of the two most recent volumes of AJPA and AJHB is not exhaustive. 

Deciding at the start to concentrate on articles that included gender and sex, reproduction, 

development or life history, and violence or conflict in their titles influenced my conclusions. 

There are likely ways that cis and heteronormativity are re/produced in biological anthropology 

that are not so explicitly related to gender and sex and reproduction that this brief overview 

missed. With all of this said, however, I do think it is important to note that identifying and 

researching gender and sex differences is not inherently bad, especially when purposeful and 

attentive to the ways that cis and heteronormativity create/reinforce differences in lived 

experiences. There are still health disparities and issues that could be erased or ignored if sex and 

gender where simply not accounted for within a study. However, these differences should be 

critically engaged with and the a priori categorization of participants into binary sex, and 

subsequently binary gender, needs to be revised. Much of the research listed in the Appendix is 

not purposefully trying to create inequalities, erase variation, or uphold harmful cis and 

heteronormative systems but are instead trying to highlight previously missed variation. The 

research that they are conducting however is developed in and through a cis and heteronormative 

system and thus those normativities and assumptions are worked into the research design in ways 

that do not name them. In the following chapters of this dissertation, I make the case for and 
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provide examples of using difference types of analyses which do not rely on a priori 

categorization, which has the potential to combat assumptions of binary sex and gender.  

 

Chapter 2: Embodiment, plasticity and the re/production of gender, sex and race in human 

biology 

While the introduction has demonstrated some of the ways in which our current 

biological anthropology discourse re/produces cis and heteronormativity, Chapter 2 will continue 

the discussion started here and will expand on it. Chapter 2 will demonstrate how biological 

anthropology not only recreates these systems of harm through uncritically re/producing cis and 

heteronormativity, but also through the frameworks and concepts we use to study human 

variation. One of the possible reasons for this re/production is due to human biologists assuming 

that by switching their frameworks (for example from determinism and thus racist science to 

plasticity and thus, they hope, anti-racist science) they have done enough to combat systems of 

oppression. While deterministic frameworks are often the most criticized in biology for harmful 

racist and sexist understandings of race and gender, plasticity, biosocial/biocultural and 

environment X gene interaction frameworks are not completely without fault. However, Western 

science as a discipline/process/construct is used to reify and naturalize oppressive categories and 

hierarchies, regardless of framework.  

In chapter 2, I historically situate human biology research on embodiment, plasticity, 

gender and sex to show that even with large shifts in scientific understanding, in this case from 

determinism to plasticity, science is still a tool to create and maintain racist, patriarchal, cis and 

hetero normative systems. I begin by defining and problematizing embodiment and plasticity and 

review how and why these concepts have been taken up in human biology research. Next, I 
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engage the works of feminist, trans and queer scholars who have examined the connection 

between embodiment, plasticity and the creation of Western binarized sex and gender. Further, I 

present how the re/production of a sex and gender binary is entwined with the justification of 

racial hierarchies through plasticity and embodiment. While deterministic frameworks are often 

the most criticized in biology for harmful racist and sexist understandings of race and gender, 

plasticity, biosocial/biocultural and gene X environment interaction frameworks are not 

completely without fault.  I conclude with recommendations and possible pathways forward for 

embodiment and plasticity research in human biology, suggesting that human biology research 

should engage with feminist science and technology critiques to be mindful of the way in which 

our concepts might be re/producing harm. 

 

Part 2: Within population variation of common biomarkers of embodiment 

Given the current state of biological anthropology discourse, how can we go about 

conducting research that explores human variation while not unknowingly re/producing cis and 

heteronormativity? Chapters 3 and 4 offer imperfect examples on how to study human biological 

variation that is both legible to traditional human biologists while not actively or uncritically 

re/producing binary gender and sex. The goals of these quantitative chapters are twofold. First 

these analyses were initially conceived to better explore within population and individual 

variation of common biomarkers used in studies of embodiment, C-reactive protein and cortisol. 

This was to better incorporate biomarker data of gender diverse bodies without having to remove 

or exclude individuals who might not fit a normative pattern. Second, I sought to describe and 

explore human variation in ways that do not re/produce cis and heteronormativity.  
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In order to accomplish these goals, I explored the variation present in two common 

biomarkers, cortisol and C-reactive protein, in a population of people who experience menstrual 

cycles. There is evidence that sociocultural experiences and environment can be biologically 

embodied through various mechanisms such as the hypothalamic pituitary adrenal (HPA) axis 

and inflammatory responses to stressors (ex: Chida and Steptoe 2009; Johnson et al., 2013; 

Zannas et al., 2015). Both cortisol (Allison et al., 2019; Desantis et al., 2015; García et al., 2017; 

Legatzke & Gettler, 2020; Lewis et al., 2010; Thayer & Kuzawa, 2014) and C-reactive protein 

(Measelle et al., 2019; Dubois, 2012; Goosby et al., 2015; Inoue et al., 2016) are common 

measures of these mechanisms and are used in numerous biocultural studies. However, these 

biomarkers do not function in their own vacuums, disconnected from other systems in the body, 

and there is evidence in both human and animal studies that they are interacting with other 

biological systems, especially the HPA and hypothalamic pituitary gonadal (HPG) axis (Carey et 

al., 1995; Handa et al., 1994; Heck & Handa, 2019; Kirschbaum et al., 1996; Kirschbaum et al., 

1999; Kudielka and Kirschbaum, 2005; Viau, 2002). The HPA/HPG interaction might affect an 

individual’s cortisol or C-reactive protein expression, especially if that individual is menstruating 

(Clancy et al., 2013). Few studies identifying and describing HPA axis and inflammatory 

response variation across entire menstrual cycles have been conducted; many existing studies 

offer infrequent sampling methodologies (cortisol ex: Kirschbaum et al., 1999; Montero-López 

et al., 2018; Villada et al., 2017; CRP ex: (Jilma et al., 1997; Wander et al., 2008; Wunder et al., 

2006).  

This biological portion of the dissertation is just the first exploratory step that will help to 

guide future decisions about which biomarkers to collect to study embodiment, and will fill in 

gaps about cortisol and CRP across the menstrual cycle currently present in the literature. First, 
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biomarkers like cortisol and C-reactive protein are likely being affected by both external and 

internal factors. External effects are those like the sociocultural environment in which a person 

lives and a person’s lived experiences which impact concentrations of cortisol and CRP. Internal 

effects are the variables which are internal to a person’s body, meaning they are the individual 

biological systems with which biomarkers might be interacting with, like the interaction between 

the hypothalamic pituitary adrenal axis and the hypothalamic pituitary gonadal axis.  

Second, it is vital to acknowledge that different bodies experience and respond to external 

effects differently. Previous research on sex and gender suggests that there is a connection 

between our sex and gender lived experiences and our biological outcomes (ex: Fausto-Sterling 

et al., 2012; Gettler et al., 2013; Gettler et al., 2011; Joel et al. 2015; Kuzawa et al., 2010; van 

Anders et al., 2012), however each person has a different body and a unique way of being. 

Variation in biological embodiment due to the hypothalamic-pituitary-ovarian axis or menstrual 

cycle variation is important to describe and identify so studies of gender and biological 

embodiment can be as inclusive as possible. By better understanding, describing, and accounting 

for the internal effects, we will be able to compare the biomarkers of diverse bodies with more 

nuance, and better identify when variation is more attributable to lived experiences or internal 

variation.  

Finally, while chapters 3 and 4 are written in a way that follows the strict scientific 

research paper format and uses much of the language common to quantitative analysis there are 

important omissions. In neither of the articles do I use the following words or concepts: 

evolution, adaptation, reproduction, female, woman, or sex. Instead, I very specifically use and 

define the sources of variation I am actually exploring, the HPO axis and the menstrual cycle and 

maintain gender inclusive language throughout the articles. Additionally, I do not engage with or 
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make any assumptions about a priori sorting of individuals within my populations and utilize 

statistical methods that are not about “proving” difference of distributions between groups or 

showing a group is more different from the norm than the other. Instead, I explore within 

population differences to show how there is ample variation in C-reactive protein and cortisol 

across the menstrual cycle, and that there is likely no “normal” menstrual cycle pattern of these 

biomarkers. While subtle and done in a way that may not be obvious at first glance, I have 

attempted to not re/produce cis and heteronormativity in these ways.  

 

Chapter 3: Cycle effects are not universal: a case study of C-reactive protein 

concentrations in rural Polish and Polish American samples. 

This chapter examines why studies of C-reactive protein (CRP) concentrations across the 

menstrual cycle have been inconsistent, reporting either no menstrual cycle effects or variable 

timing of effects. I explore menstrual cycle CRP variation in two geographically diverse samples 

of Polish and Polish American individuals. First, I identify when the menstrual cycle is 

influencing CRP concentrations. Second, I examine whether CRP phenotypes are population 

specific. Analyses were conducted on 76 Polish and 22 Polish American daily first morning void 

urine samples starting on the first day of menstruation until the start of their next period. Urinary 

C-reactive protein, estrone-3-glucuronide, and pregnanediol-3-glucuronide were assayed. Cycles 

were aligned by ovulation and cycle lengths and hormone concentrations were scaled using 

geometric morphometric methods. We constructed sample specific linear mixed models to 

examine cycle effects and compared median CRP concentrations across cycle phases using 

Kruskal-Wallace and Dunn tests. The Polish and Polish American samples had distinct menstrual 

cycle CRP phenotypes. The Polish sample did not show any cycle effects. In the Polish 
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American sample, not menstruating had a negative effect on CRP (estimate -.17, t-value -5.2), 

and there were increased CRP concentrations during the early follicular (median .406, p<.05), 

specifically the first three days of menstruation (median .466, p<.01). Our paper suggests that 

menstrual cycle effects are not universal across populations. CRP concentrations do not change 

across the menstrual cycle in the Polish sample. However, in the Polish American sample, CRP 

is highest during the early follicular, specifically the first three days of menstruation.  

 

Chapter 4: Cortisol phenotype varies within a homogenous population of menstruating 

individuals 

In chapter 4, I explore that assumption that ovarian hormone effects on cortisol through 

the menstrual cycle are similar across spontaneously cycling, ovulating and generally healthy 

individuals. This chapter seeks to test whether menstrual cycle effects on cortisol are universal 

within a homogenous population, and to explore a potential source of menstrual cycle cortisol 

variation, hypothalamic-pituitary-ovarian axis function. Analyses were conducted on 76 Polish 

daily first morning void urine samples starting on the first day of menstruation until the start of 

their next period. Urinary cortisol, estrone-3-glucuronide, and pregnanediol-3-glucuronide were 

assayed. Cycles were aligned by ovulation and cycle lengths and hormone concentrations were 

scaled using geometric morphometric methods. I conducted a principal components analysis and 

cluster analysis to identify cortisol shape patterns in the sample and to determine if individuals 

sort into statistically significant phenotypes. Two block partial least squares were used to test if 

cortisol cycle shape was correlated with estrogen or progesterone cycle shape. Pairwise t tests 

with FDR correction were used to compare estrogen and progesterone area under the curve 

across cortisol phenotype groups. Overall average cortisol cycle shape appears to follow a cyclic 

pattern similar to ovarian hormone patterning, but this average obscures significant group 
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differences. I found 3 distinct cortisol phenotypes (p<.05). Progesterone cycle shape was 

correlated with cortisol cycle shape (r=.64, p<.05) and the consistent cortisol group had higher 

progesterone exposure compared to the other groups (AUC PdG =, p<.01). My study suggests 

that ovarian hormone effects on cortisol patterning through the menstrual cycle are not universal 

and may account for much of the disagreement in the literature. Individuals’ cycles appear to 

differentially impact cortisol curves across a cycle, with some showing very little cyclicity and 

others showing stronger cyclicity.  

 

Chapter 5: Conclusions 

The overarching question of how gender is embodied necessarily involves bringing 

together a number of different, seemingly disparate and disconnected theoretical perspectives 

and methods of both sociocultural and biological disciplines. Though as many feminist and queer 

scholars have pointed out these two are not and have never been separate; science does not 

happen in a cultural vacuum and our sociocultural spheres do not operate separate from or 

regardless of our physical bodies (ex: Haraway, 1988; Harding, 1986; Oreskes, 2019; Pigg and 

Adams, 2005). While this dissertation on the surface is keeping the sociocultural and the 

biological separate for now, it has critically and carefully engaged with the theories and methods 

of each so that future researchers can access feminist, queer, trans theoretical frameworks and 

quantitative methodologies. By demonstrating that current biological anthropology discourse is 

still actively re/producing gender and sex, I hope to bring awareness to the subtle ways that cis 

and heteronormativity are entrenched in our discipline and research. Additionally, by showing 

that human biology research, regardless of the popular framework of the day, has historically 

been invested in this re/production in order to maintain oppressive systems of harm, like race, I 
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invite human biologist to more critically engage with their own research. Describing in great 

detail the biological variation of cortisol and C-reactive protein, including considering both 

external (such as sociocultural environment) and internal (such has HPO and HPA interactions) 

effects, will help future researchers better incorporate biological variation from internal effects 

(i.e. accounting for menstrual cycle variation of cortisol and C-reactive protein in a population 

that has a diverse range of bodies) and tease apart variation from external effects, like my 

primary interest, gender and gendered lived experiences. Additionally, these analyses provide an 

example of how human biologists can conducted quantitative research in a way that tries to not 

uncritically re/produce gender and sex.  
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CHAPTER 2: EMBODIMENT, PLASTICITY AND THE RE/PRODUCTION OF 

GENDER, SEX AND RACE IN HUMAN BIOLOGY 

 

Introduction 

Biological determinism is the framework that posits that an organism’s biological 

structures (like, hormones, genotypes, neurological organization, etc.) determines everything 

about phenotype, including behavior and social position. Even seemingly more benign 

manifestations of determinism, such as the Genome Wide Association Studies of the last 15 years, 

still attempt to map complex, culturally specific, behaviors to specific alleles (e.g. de Vries et al., 

2020; Kong, et al., 2017). Biological determinism has rightfully been critiqued as a framework 

that produces racist and sexist science because it assumes organisms have essential traits, that these 

traits cannot be changed, and there are stark demarcations between groups with and without 

particular traits (e.g. Graves, 2015; Lewontin, 1980; Miller and Costello, 2001). In contrast and 

often positioned as the remedy to determinism, is plasticity. Plasticity refers to the ability of an 

organism to express or change their phenotype to respond to an environmental change, with 

different phenotypes in different environmental circumstances (Mascie-Taylor and Bogin, 2011; 

Nettle and Bateson, 2015; Sultan, 2021; West-Eberhard, 2021) and is a central assumption of 

embodiment in human biology research. That is, without an organism’s ability to respond to 

environment, there would be no embodiment of environment. However, plasticity, like 

determinism, is not cut off from the sociocultural and political world within which we conduct 

research.  

Many anthropologists have written about the shortcomings and pitfalls of plasticity as a 

solution to or progression from determinism, especially in the realm of epigenetics (ex: Lock, 
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2013; Meloni, 2016; Niewohner, 2011; Warin, Kowal, and Meloni, 2016), however plasticity is 

still often situated as an “after” to determinism, the natural step forward in scientific progress, and 

little attention is paid to how plasticity has historically been used to re/produce1 not only racial and 

socioeconomic hierarchies, but also gender and sex. Even with large shifts in scientific 

understanding, in this case from determinism to plasticity, human biology must be aware of its 

part in the re/production of these systems and that science itself is a component of these systems.  

This paper explores how embodiment research, through its use of plasticity, has historically been 

used as a tool to create and maintain colonial, imperialist, white-supremacist, capitalist, patriarchal 

systems (hooks, 2013), particularly through the biological study of sex and gender.  

 Through critically engaging with plasticity, we can further challenge our understanding of 

it as an antithesis to determinism and better conceptualize and study embodiment. This is 

particularly applicable to the study of gender and sex.  Despite ample biological evidence to contest 

these categories (ex: Fausto-Sterling 1993; Fausto-Sterling, 2008; Jordan-Young, 2011; Shattock-

Heidorn and Richardson, 2019; Joel et al., 2012; Joel et al., 2015), gender and sex are often 

conflated with each other, taken as given, immutable categories (for example, binarized in 

statistical analyses), and determined sex at birth is assumed to determine current gender or sex 

(through questions such as “are you male or female”). Because of the potential harm human 

biology work can have, we must be exceedingly mindful of how our research might be taken up 

to reinforce rigid binaries of sex and gender and in turn, hierarchal categorizations of race.  

To better interrogate why embodiment and plasticity as concepts fall short of being the 

cure all to racist and deterministic human biology research that many view them as being, I will 

 
1 The terms re/produce and re/production are used throughout this article to highlight how gender and sex are 
both reproduced within and through a historical and cultural context and actively produced, tweaked and changed 
to seem both natural and ahistorical.  
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begin first with a discussion of what embodiment and plasticity mean and how they are used and 

problematized in human biology research. Next, I situate plasticity historically and I engage more 

specifically with feminist, trans and queer scholarship to better understand why simply adopting a 

plasticity framework is not enough to separate our research from reproducing harm. I do this by 

examining how plasticity has been historically used in the re/production of gender and sex, with 

an emphasis on how these categories are intertwined with the categories of race in Western 

sciences. Finally, I conclude with a discussion of current human biology research that is utilizing 

feminist, queer and trans perspectives and suggest that human biology research should engage with 

science and technology critiques to be mindful of the ways in which our definitions and 

frameworks might be re/producing harm. 

 

Embodiment 

 Embodiment and embodying refer to the process of a person or group incorporating and 

internalizing the physical and sociocultural world around them (Csordas, 1990; Kimmel, 2008). 

This process is not unidirectional, meaning that embodying does not act on only on a passive object 

but also that a subject embodies and in turn recreates and changes that which they are embodying 

(Csordas, 1990; Saboowala et al., this issue). Embodiment is also not solitary nor is it only between 

a person or group and the outside world but is an interpersonal and social process (Csordas, 1990; 

Kimmel, 2008). There is much more beyond biological mechanism that can be considered modes 

of embodiment, including, dance, vocalization, movements, behaviors, and clothing (e.g. Jones, 

2002; Reed, 1998; Rees, 2017; Weidman, 2014; Zimman and Hall, 2009).  
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The definition most commonly used in human biology, medical, clinical and public health 

disciplines comes from Krieger (2005) and emphasizes potential biological mechanisms for 

embodiment. In her paper, Krieger defines embodiment as: 

 “A concept referring to how we literally incorporate, biologically, the material 

and social world in which we live, from in utero to death; a corollary is that no 

aspect of our biology can be understood in the absence of knowledge of history 

and individual and societal ways of living… ‘‘embodiment’’ for epidemiology is 

best understood: (a) As a construct, process, and reality, contingent upon bodily 

existence; (b) As a multilevel phenomenon, integrating soma, psyche, and society, 

within historical and ecological context, and hence an antonym to disembodied 

genes, minds, and behaviours; (c) As a clue to life histories, hidden and revealed; 

and (d) As a reminder of entangled consequences of diverse forms of social 

inequality” (p.352).  

 

While Krieger’s definition pays necessary attention to the multidirectional, historically and 

ecologically situated entangled processes of embodiment, it removes the possibility for 

embodiment beyond biological mechanism. As such, much of the subsequent literature of 

embodiment in human biology is concerned only with biological outcomes through biological 

mechanisms and has operationalized this definition in ways that imply a unidirectional cause and 

effect (Saboowala et al., this issue). This move is likely a response to the absence of the body in 

medical and sociocultural theories of embodiment, which saw biological anthropologists 

attempting to bring the “body” back to embodiment (Lock, 2013).   

While the move to consider the body of the embodiment is important, the current swing 

towards only considering biological mechanism, biological outcomes, or health outcomes is an 

over correction. The assumptions that embodiment can only happen through biological means and 

results in differential health outcomes, negative health outcomes are primarily experienced by 

marginalized communities and individuals, and that a person’s life can be fully known by teasing 

apart specific biomarkers should be critically engaged with. Our current mode of researching and 

understanding embodiment has the potential to cause additional harms by upholding the oppressive 
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systems which we study (Saboowala et al., this issue). Numerous biological and biocultural 

anthropologists have begun to problematize this unidirectional and biologically oriented view. For 

example, Hokes and McDade (2014), discuss the framework of biosocial inheritance, which is “the 

process through which social adversity or advantage is transmitted across generations through 

mechanisms both biological and social” (p.194), as a form of embodiment. Biosocial inheritance 

is useful for reentangling the biological with the social, however, the main outcome of interest is 

health, and the study of the biological mechanisms which lead to differential health outcomes 

(Hoke and McDade, 2014).  

This single-minded focus on biological and health outcomes has two potential 

consequences. The first is that it connects embodiment to mainly negative health outcomes through 

marginalization and social inequalities, seen in point “d” of Krieger’s definition. This connection 

between negative health outcomes and marginalized lived experiences, while an important 

addition to highlight the necessity of considering sociocultural inequalities when interrogating 

health outcomes, has an unspoken, though likely unintended, effect. Namely, in only naming social 

inequalities as a source of embodiment and differential health outcomes, it masks normative 

experiences (that is, white, male, cisgender and heterosexual) as invisible and makes them the 

default. Clancy and Davis (2019) have pointed out through their interventions for the use and 

definition of WEIRD populations in human biology research, that WEIRD really means white, and 

that human biology positions research comparisons specifically between white and non-white 

populations, furthering distance between groups and constructing white as the normative, invisible 

experience and everyone else the nonnormative experience. By only naming social inequalities 

and by embodiment and plasticity researchers often only studying the health of non-white or 

marginalized groups in comparison or contrast to the health of white groups (explicit or otherwise), 
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our current framework of embodiment produces the same binary. For example, within this journal, 

articles which include the words “embody” or “embodiment” are all about race, racism, and racial 

inequalities. There is little attention paid to positive embodiment or embodiment that is associated 

with positive lived experiences further associating negative health disparities with the embodiment 

of race (Torres and Torres Colon, 2020) and pathologizing whole groups of people as impaired 

(Meloni et al., 2022).  

Second, this definition implies that an individual’s lived experiences and life history, as 

Kreiger writes both “hidden and revealed,” can be read or known through their biology. An 

overemphasis on health reinforces this view. That is, an individual’s (or group’s) phenotype is a 

direct outcome of their environment and lived experience and through these phenotypes 

researchers can know their experiences. A biological phenotype makes real the otherwise unknown 

lived experience. Fassin (2009) terms this framing of life being reduced to biology as 

“biolegitimacy” (p.49-51). That is, through suffering bodies (e.g. people who use drugs and 

through their suffering gain legitimacy/importance for social programs, Larocque and Foth, 2021) 

or identified biological characteristics a group is recognized by the state (Fassin, 2009).  A major 

consequence of this is that if biological evidence cannot be found for a lived experience, then this 

lived experience is assumed to be not meaningful or that this experience must not exist in the way 

researchers thought important. Just because there is no biological evidence for something doesn’t 

mean that it is not meaningful or important to the individuals or groups that human biologists are 

researching. These results could have material consequences in terms of access to and types of 

funding, biomedical interventions, and social programs that end up doing more harm through 
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biopolitical2  and state surveillance (Warin et al., 2020). For example, Murray (2018), working 

with Indigenous children in British Columbia, argues that a popular epigenetic survey the Early 

Development Instrument is based on the eugenics era classification of “vulnerable Aboriginal 

children” (p.225). Through the use of this instrument, there is more justification for state 

intervention and control of Indigenous groups, like through the forced relinquishment of children 

(Murray, 2018). Additionally, the phrasing “hidden and revealed” implies a certain level of 

knowability of a person’s past, regardless of whether that person or persons may want those things 

to be known. While this understanding of embodiment is currently being framed to identify 

assumed-to-be beneficial intervention programs (and through these increased state control), it has 

terrifying potential to be utilized in more overtly violent ways through bio surveillance.  

A more expansive way of conceptualizing embodiment is the multidimensional, dynamic, 

and varied process of incorporating and impacting the material and social world through many 

different means (Saboowala et al., this issue). This conceptualization of embodiment is similar to 

Torres and Torres Colon (2020) who argue, “since all experience materializes as real, embodiment 

occurs with every instance of sensed collective bodily distinction” (p.183). That is, embodiment 

can include all forms of bodily experience. How we can embody these experiences is only confined 

by what a person or organism can be/do/experience/become/perceive/imagine (which can and does 

change over time). This kind of conceptualizing of embodiment is vast and expansive. Considering 

embodiment in this way does not put any judgment on an individual or group for any kind of 

 
2Foucault’s concept of biopolitics shows where the State, concerned with population control and 

surveillance, seeks to describe, define, categorize, and mark specific bodies as normative (and 

thus residing within the State sanctioned structure) or nonnormative. These defining categories 

are produced, naturalized, and reinforced within scientific discourse and, through their 

naturalization, work to establish differences that seem inherent and unchanging between other 

categories, especially racial difference (Foucault, 1976). 
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embodying, does not privilege mechanism or health over all else, and does not assume that a 

person’s life and being can be uncovered through a biological sample. Biological mechanism is 

only one potential mode through which we, as beings who are constantly becoming, experience, 

internalize, interpret, and produce and reproduce ourselves and the world around us. This mode of 

theorizing embodiment, which emphasizes multidirectional and expansive potential pathways, 

helps to combat some of the unintended interpretations of Krieger’s definition (2005). Like Krieger 

(2005), it still relies on the assumption of plasticity. Plasticity and the process of plastic responses 

to environment are not inherently negative, and many argue that plasticity has the potential to be 

the connecting line between the sociocultural and biological realms (Hicks and Leonard, 2014; 

Krieger, 2011; Meloni, 2015). However, plasticity, as the next section will demonstrate, needs to 

be considered critically and as part of a larger socio-historical context.  

 

Plasticity 

Krieger’s and my own definitions, though never explicitly saying so, depend greatly on the 

assumption of plasticity. Plasticity, broadly speaking, refers to the ability of an organism to express 

or change their phenotype to respond to an environmental change, with different phenotypes in 

different environmental circumstances (Mascie-Taylor and Bogin, 2011; Nettle and Bateson, 

2015; Sultan, 2021; West-Eberhard, 2021). The assumption of plasticity is ubiquitous in much of 

the literature published on human biology.  For example, a quick search of “plasticity” in the 

American Journal of Biological Anthropology yielded 1,135 articles and chapters, 561 articles in 

the American Journal of Human Biology, and 137 articles in Human Biology. Studies of 

embodiment through biological mechanisms, while they may not explicitly name plasticity, work 



35 

 

on the underlying assumption that organisms respond to their environments and incorporate that 

response; it is their bodies responding to, internalizing, and embodying their environment.  

The popularity of plasticity of a concept has ebbed and flowed in human biology research 

since the mid 1800s (more on this in the next section). Hicks and Leonard (2014) outline a brief 

history of human biology research since the publishing of Darwin’s On the Origin of Species, and 

argue that plasticity (in this case specifically developmental plasticity, or the plasticity of an 

organism during development both in utero and as the organism grows), is a useful concept to 

study the process of inequality while not removing evolution and adaptation from our work. West-

Eberhard (2003) argues that plasticity is itself an adaptive trait impacted by evolutionary forces 

and can lead to evolution through genetic accommodation, or the process where novel traits 

expressed during development are shaped by selection. Hicks and Leonard (2014) rightly caution 

against and point out that human biology research runs the risk of teleological thinking but that by 

adopting plasticity as a grounding framework and utilizing sociocultural and mixed 

methodologies, human biologists can avoid this trap.  

However, plasticity in practice has not been the answer to teleological, racist, or genetic 

determinist science that many human biologists hope or want it to be. Many human biologists 

working in and examining the field of epigenetics, a field that is at the forefront of plasticity 

research, have noted the shortcomings of plasticity as a potential way forward. While the current 

iteration of plasticity, particularly through epigenetic research, is positioned as a corrective to 

determinism and solution for human biologists in the postgenomic world (Meloni, 2015; Meloni 

2016), it instead has a risk of switching the determinism from a genetic source to an environmental 

or historical source (Meloni, 2017; Meloni et al., 2022; Warin et al., 2020). Additionally, Lock 

(2013) cautions about wholly accepting epigenetic research at face value, as doing so will likely 
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lead to a tendency to reduce studies of human experience and health outcomes to easily measurable 

variables, thus leaving oppressive social and political systems unexamined. Researchers also point 

out that epigenetic research, like much of molecular biology, may reduce historical and 

intergenerational processes to singular moments in time, shifting attention to individual and one-

off interventions instead of addressing the oppressive systems that are the root cause of health and 

wellbeing disparities (Lock, 2013; Niewohner, 2011; Saboowala et al., this issue). Furthermore, 

the plasticity of epigenetics has often been positioned as both mechanism and cure when it comes 

to health disparities from inequalities through individual intervention (Meloni and Testa, 2014; 

Meloni, 2016; Saboowala et al., this issue). For example, the assumption that individuals can make 

their own personal intervention in cancer prevention by increasing their green tea polyphenol 

epigallocatechin-3-gallate (EGCG) intake (for review on epigenetic research on EGCG see Li, et 

al., 2022). However, as discussed above, plasticity (and embodiment) is itself likely to be used as 

a form of biopolitical surveillance and control by means of state or government-controlled 

intervention programs (Meloni, 2016; Meloni, 2019; Warin et al., 2020).  

Despite these timely critiques within the realm of epigenetics, plasticity is often still 

positioned as a response to either past sociocultural research on embodiment that neglected the 

body (Hoke and McDade, 2014; Lock, 2013) or to the harmful, deterministic narratives around 

gender, sex, and race that can pervade the sciences (Gills-Peterson, 2018; Pitts-Taylor, 2016; 

Richardson, 2017; Schuller, 2018; Schuller and Gills-Peterson, 2020; Weasel, 2016). Many of us 

who use the concept of plasticity, either explicitly or implicitly through the study of embodiment, 

have not considered its historical use in the study of human biology. Instead, we frame it as a 

response or a way of connecting the biological and social (Hicks and Leonard, 2014). Many 

feminist scholars have called for a more critical understanding of embodiment and plasticity, one 
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that historically situates these concepts not as a brand new and an ahistorical way to combat racism 

and sexism in the sciences but as frameworks which have been historically used to create and 

uphold racism and sexism (Pitts-Taylor, 2016; Richardson, 2017; Weasel, 2016). Interrogating this 

history of how plasticity has been used to reproduce gender and sex could help to elucidate why 

its current iteration falls into the same traps as determinist frameworks and is not the cure all we 

hope it to be.   

 

The plasticity of gender and sex historically situated 

 

Feminist, queer, and trans scholars have made incredibly important interventions into how 

gender and sex are defined and conceptualized and have shown both categories to be unstable and 

mutable over time (see table 1.1 for expanded definitions and discussion). This critical scholarship 

has shown that gender, sex, and race are not natural, inherent, or monolithic things, but are instead 

naturalized, constructed, and reinforced to appear concrete and normal (e.g. Cipolla et al., 2017; 

Fuentes, 2019; Gill-Peterson, 2018; Gupta and Rubin, 2020; Schuller, 2018; Snorton and 

Haritaworn, 2014; Somerville, 2000; Stryker and Aizura, 2013; Tallbear, 2019). Gender and sex 

especially have historically been tied together to define what an acceptable, normal (that is, white, 

cisgender, heterosexual) body looks and acts like (Gill-Peterson, 2018; Schuller, 2018; Spillers, 

1987; Wynter, 2003). These scholars have also made pertinent interventions into the study of 

human biology, interrogating how it is conceptualized, how scientific work is understood and 

positioned within and outside of the academy, how it is conducted, and what kinds of scientific 

inquiry produces/reproduces and naturalizes categories of sex, gender, and race. This section will 

show how human biology research, whether utilizing a deterministic or plasticity model, has 

historically been used as a tool to re/produce and bring legitimacy to these constantly changing 

and unstable categories.  
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Scientific definitions of a male versus a female body and who is designated male/man, 

female/woman, and other, have been coproduced with creating racial difference. Sylvia Wynter 

(2003) traces the colonial project of the creation of Man in Western culture as a white, male, middle 

class, and heterosexual. Wynter discusses how in modernity, Man has come to be defined through 

biological means, and that through biological sciences, Man becomes the only representative of 

humanity. Wynter’s analysis of the creation of Man and Western culture’s attempts to define what 

it means to be human/man demonstrates how sex, gender, race, and also class are defined by and 

created through biological and scientific discourse. Those who are not Man but instead defined as 

Other, thus are not human and are denied the categories of Man (such as gender). For example, 

Spillers (1987) argues that black women and men are “ungendered” (specifically ungendered from 

gender which is defined as white and patriarchal) so that they become flesh, a commodity for 

white, capitalist consumption (p.68).  

This process of defining (and assigning and denying and rejecting) gender in terms of 

whiteness is upheld and bolstered by Western scientific thought. In her book Biopolitics of Feeling, 

Schuller (2018) builds upon Wynter (2003) and Spillers (1987) and focuses in specifically on 

embodiment and plasticity frameworks used by science to uphold and recreate sex, gender and 

race in the 19th century. Schuller (2018) discusses in depth how distinct, binary sexes and gender 

stereotypes were created through scientific studies in order to reconcile the racist, hierarchal views 

of the 19th century United States, placing white male bodies as the peak of evolution. Through her 

discussion of the biopolitics of feeling and sentimentality, Schuller (2018) shows that white men 

and women are distinguished not just by their genitals but also by their capacity for feeling. White 

people in 19th century America were considered superior because of their “impressibility” or their 

ability to be impressed upon and molded by their civilized cultures, that is they are more malleable 
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(literally can be pressed on and formed by culture), responsive and plastic to cultural environments 

and biologically embody civilization more thoroughly (p.7). In contrast to white impressibility, 

people of color were not able to evolve past a “primitive state” because they lacked the capacity 

to be impressed upon by civilizing forces (p.8). This social construction presented a problem 

however, in that being full of sentiment, sentimentality and impressionability could possibly cause 

a species to be weak or over influenced. So, how does white supremacy reconcile this? By further 

delineating sex and gender. That is, white women came to embody the “sentimental” sex, while 

white men came to embody the rational, impressing sex. The language of impressionability and 

plasticity used by the scientists in the 19th century that Schuller (2018) describes would not look 

too out of place in the more current biosocial/biocultural and environment x gene interaction 

frameworks of embodiment that have become more popular. For example, Meloni et al., (2022), 

in their review of epigenetic and Developmental Origins of Health and Disease studies of 

race/ethnicity and health, found that 58% of their sample reported “a ‘multifactorial combination’ 

or ‘complex interplay’ between genetic and environmental exposures,” and another 23% 

referenced the environment as a direct source of phenotypic difference (n=49) (p.12).  

Gill-Peterson’s (2018) book, Histories of the Transgender Child, situates another subject 

within a biological, medicalized, racialized history of embodiment and plasticity, the transgender 

child during the mid-20th century. The transgender child, Gill-Peterson (2018) argues, is currently 

spoken about as an invention of the 21st century with no history at all. As Gill-Peterson (2018) 

argues this is not the case. What’s more, the medicalized and scientific narratives around trans 

children are set within assumptions of racial difference, especially racialized difference in 

plasticity. For example, Gill-Peterson (2018) states,  

“far from being a progressive vector of malleability or change, the racial plasticity 

of sex and gender was a decidedly disenfranchising object of governance from the 
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perspective of trans children. At its institutional best, it granted access to a rigid 

medical model premised on binary normalization. At its institutional worst, it 

allowed gatekeeping clinicians to reject black and trans of color children as not 

plastic enough for the category of transsexuality, dismissing their self-knowledge 

of gender as delusion or homosexuality” (p.4).  

 

Gill-Peterson, like Schuller, identifies plasticity as a specifically white characteristic, one through 

which a person’s self-knowledge of gender and sex (and the concomitant qualities of the binarized 

sexes and genders, like feeling) are considered valid only for those who also possess whiteness. 

Gill-Peterson (2018) further traces how “in the late nineteenth- and early twentieth-century life 

sciences, sex underwent two key transformations: sex became synonymous with a concept of 

biological plasticity that made it an alterable morphology, and, through experiments by largely 

eugenic scientists, it was racialized as a phenotype” (p.35). Sex became plastic through the studies 

of animal experiments, endocrinology, embryology, and later childhood development. However 

only white bodies were able to access that plastic response and embody the “binary normalization” 

of male and female, while black and trans of color children were “not plastic enough’’(p.4). Sex, 

being plastic, could be impressed upon, manipulated, and guided by scientists in childhood in order 

to achieve what the clinicians of the era considered to be the optimal body; white, able, and 

binarized.   

 Schuller and Gill-Peterson (2020) continue their discussion of plasticity, in their special 

issue of Social Text, The Biopolitics of Plasticity. They explicitly name plasticity as “a central axis 

of biopolitical governance” (p.1). That is, plasticity as a concept uses the potential malleability of 

a body and enforces state power onto the body in order to “engineer an individual and population” 

(p.2). Thus, plasticity is used to further delineate populations. In this case, plasticity is read as 

whiteness, while Blackness is denied plasticity and the ability to embody and self-transform. 

Historically, plasticity has been used to ascribe Man (Wynter, 2003) with the ability to be formed 
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by his experiences and environment, and the greater the ability to be formed and embody, the more 

personhood and thus more human an individual is. This type of forming and reforming, however, 

is only possessed by individual white bodies, and bodies of color are instead denied this humanity. 

This plasticity on the individual scale is used to differentiate between racial categories. During the 

eugenics movement, the concept of plasticity was applied instead to the population level, with 

entire populations being able to be manipulated and changed through eugenics programs. 

However, as individual plasticity was still a characteristic of whiteness, the ability to influence a 

population’s movement progressively forward through time towards an idealized form was only 

available to a white population, while Black populations remained defined by their formlessness 

(Schuller and Gill-Peterson, 2020).  

Table 2.1: Key definitions 

Gender 
Gender is difficult to define and numerous scholars and disciplines have attempted to better understand 

and operationalize the concept. Trans and queer scholars (Halberstam, 2014; Stryker 2008) define gender 

as a marker of social difference that results in social organization. Gender is a historical category that 

changes from place to place, through time, and as a category it depends on a lot of different things coming 

together to make it “real”. With that, gender is perceived to be organic or ingrained and is invisible and 

immutable, especially to the normative gender(s). Importantly, these scholars include gender as a form 

of oppression in their definitions. Gender is used to sort bodies into binary (in the United States) 

categories that are subject to various forms of social control. Gender, though not necessarily connected 

to the physical form, is assigned into one of two types of genders based on genital sex identified at birth. 

Gender has been further defined and broken down into multiple different levels and dimensions in the 

social sciences. Gender and how gender is experienced is social, interpersonal, structural and individual 

and can change over time (Connell, 2012; Fausto-Sterling, 2012; Fausto-Sterling, 2019; Hyde et al., 

2019; Shattuck-Heidorn and Richardson, 2019; Tate et al., 2014). Gender can be a set of social norms 

about what it means to be a certain gender. Gender can be individual in that a person has a gender and a 

set of internalized beliefs which they use to interpret, interact with, and participate in social norms about 

gender. Gender can be experienced and re/produced through structural, institutional, and societal norms 

and systems. Gender is a learned, cultural, political, porous, and changing category/process of 

categorization/organization that can mean different things at different times in different locations. In the 

patriarchal, racist, and colonial context of the United States, a person’s gender is understood through 

their sex which was identified/categorized at or before birth. That is, our society relies heavily on the 

binarization and subsequent identification of sex by genitals in order to forcibly sort bodies into a specific 

gender category.  

 

Sex 
The concept of sex itself is a construction and not a biological truth or universal (Fausto-Sterling, 1993; 

Fisher, 2011; Joel et al., 2012; Pigg and Adams, 2005; Richardson, 2017; Somerville, 1994). Most 
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definitions of sex specify karyotype, however, genital phenotype is used to assign a human body either 

male or female. While a person’s phenotype is related to their genotype, it can vary greatly from person 

to person. For example, Fausto-Sterling (1993) theorized sex as not being binary, but instead as having 

as many as five different sexes, depending on different arrangements of phenotypic traits. Joel et al., 

(2012), considered as many as 9 possible sexes, depending on a person’s gonadal, genital, and genetic 

makeup. Many critical scholars have talked in depth about how sex, like all other social categories, is 

constructed and given meaning that is then naturalized or considered innate (e.g. Fausto-Sterling, 1993; 

Fisher, 2011; Joel et al., 2012; Pigg and Adams, 2005; Richardson, 2017; Somerville, 1994). When 

human biology studies start with sex without defining what they mean by this category and how they are 

categorizing participants, they are at risk of perpetuating the assumption that sex is rigid, binary, natural 

and unchanging. Sex is often difficult to define, and the definition and traits of particular sexes are 

changing and overlapping. Despite this, scientists often assume that every reader knows exactly what 

they are talking about when using a male and female category, without considering how this assumption 

is incorrect and works to try to stabilize sex as a rigid category. The category of sex is a culturally 

meaningful category that is itself gendered. While sex greatly influences how a person is socialized in 

the US, gender also influences our understanding of sex (Fausto-Sterling, 1993; Jordan-Young, 2011). 

Sex does not determine gender, but sex impacts where and how bodies are attempted to be categorized 

in this society. In this way, gender and sex, while describing two different categories that can and should 

be uncoupled, are linked together.  

Table 2.1 (cont.).  

The Past and Present of Human Biology 

 What this history demonstrates is that human biology research and Western science as a 

discipline is founded on white, patriarchal, colonial ideals and that no matter the framework du 

jour, we as human biologists are still reckoning with and in many cases, reproducing the structural 

inequalities that we study. Given this critique of the concept of plasticity, how might human 

biology, biological anthropology, and biocultural studies of human embodiment especially, engage 

plasticity? Gill-Peterson and Schuller’s work, summarized above, show how plasticity has 

historically been used as a biopolitical tool to uphold state power and is not the ahistorical foil to 

the racist and sexist determinism framework of yesteryear. While Schuller and Gill-Peterson 

(2020) are more so addressing other critical scholars, they state that, “despite a critical pessimism 

about its amenability to any dissent from its deeply entrenched biopolitical function, [scholars] 

also make a case for the productivity of plasticity. While the historical baggage attendant to 

thinking with plasticity is immense — and perhaps nowhere more so than in its racialized forms 

— the concept is for the same reason essential to thinking corporeal change across a range of 
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scales” (p.11). Schuller and Gill-Peterson (2020) are not calling for the throwing away of the 

concept and framework of plasticity, but instead, considering its formulations and instances both 

outside of science discourse and within it can call attention to the ways in which race, sex and 

gender are (co)creating and reinforcing each other. Their argument instead is that plasticity should 

not be uncritically embraced and championed as a tool to dismantle racist structures and that, 

“understanding plasticity to be a tool of biopolitical power can help us identify moments when 

Left frameworks themselves are invested in valorizing bodily capacity and potential and thereby 

fall into the logics of racialization and debilitation rather than subverting them” (p.13). 

 This last point, that Left frameworks, but also, I would argue, human biologists, should 

“identify moments…invested in valorizing bodily capacity and potential,” is vital for our work. 

Schuller and Gill-Peterson (2020), through their analysis are inviting not just science studies 

scholars to think critically about plasticity, but also human biologists and other scientists invested 

in the narrative of plasticity. The narrative of plasticity especially would be better addressed by 

reflecting on the language that we as human biologists use to introduce, describe, and interpret our 

data. Are we inherently placing a value judgement on the malleability of the body? Is this 

malleability being situated within a broader framework of natural selection and how? Importantly, 

what bodies are now included in a plasticity narrative when many biological anthropology studies 

draw from and reproduce research conducted by white scientists? Which bodies are positioned as 

healthy and which as unhealthy?  

These questions are particularly important when thinking about which bodies are plastic in 

the current discourse of embodiment. Many human biology studies on embodiment are either 

conducted on non-white or marginalized populations, are investigating biological or health 

outcomes that are perceived as negative or are investigating these negative outcomes in 
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marginalized populations (Saboowala et al., this issue) often in contrast to white, cis, 

heteronormative and WEIRD groups who are studied or positioned as the control (Clancy and 

Davis, 2019). In our current discourse, it is often bodies of color and bodies which are marginalized 

that are ascribed plastic responses, the opposite of the historical scientific discourse that Schuller 

and Gills-Peterson (2020) describe. These plastic responses often are tied to negative, non-normal 

(i.e., white), or unhealthy outcomes through perceived negative biological responses (e.g., 

increased baseline cortisol). Plasticity in our modern research is positioned and used in ways that 

appear to be in opposition to plasticity at the turn of the 19th century – that is, plastic responses are 

the realm of white bodies versus bodies of color, plasticity results in positive versus negative 

responses, and plasticity is the framework of racial difference versus the framework of antiracist 

science. However this framework is still being used in a binarizing and differentiating way. What 

implicit narratives are being constructed when only bodies of color are susceptible to negative 

health outcomes? What does it mean that plasticity is only considered within negative contexts, 

what judgement on those who embody and have plastic responses does this imply? How is 

plasticity still being used, if not in more subtle ways, to create and maintain gendered and racial 

difference?  

Embodiment, plasticity, gender and sex are all interconnected and used in human biology 

discourse in tandem with the re/production of racial difference. When considering embodiment, 

plasticity, gender and sex as topics of study, we cannot think of them as a well demarcated, wholly 

separate, unbiased, ahistorical categories outside of racism. We as human biologists need to attend 

to these frameworks’ and categories’ re/production of racial, cis, and hetero normative 

assumptions and their use to maintain and reinforce racial difference and hierarchy. Gill-Peterson 

(2018) wrote, “sex and gender were reconceived as plastic phenotypes during the twentieth 
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century, which makes all human embodiment, including cisgender forms, a racial formation” (p.27, 

emphasis my own). In any projects that are directly interested in embodiment and, especially the 

embodiment of gender, Gill-Peterson’s (2018) argument that all embodiment is a racial formation 

should be a starting point for how we conceive of embodiment and plasticity. Gill-Peterson’s 

argument follows, as many have pointed out that the positivist and “objective” position of Western 

Science is a tool used to legitimize and make “natural” a white and white supremacist reality 

(Harding, 1995; Fleming, 2018; Melville et al., 2022; Wynter, 2003). By being aware of where 

our scientific inquiry fits within the historical scientific discourse, we can then be more attentive 

to the language we use, the research design we implement, and the interpretation of our results.  

 

Potential futures 

 Anthropologists working within both the biological and sociocultural disciplinary realms 

have begun to put forward new ways of theorizing embodiment, plasticity, and evolutionary 

processes that aim to not binarize social versus biological, sociocultural variables versus biological 

outcome, plasticity versus determinism (Ingold and Palsson, 2013; Niewohner and Lock, 2018). 

Ingold and Palsson (2013) suggest understanding humans and our study of ourselves as “biosocial 

becomings,” which emphasizes the “processual, developmental, and relational” biological and 

social processes that are entangled together in the becoming of life (Inglold and Palsson, 2013, p.9 

and p.20). Niewohner and Lock (2018), introduce the concept of “situated biologies” with the 

intent of emphasizing not only the biological and differential health outcomes most often of 

interest to human biologists but to also incorporate the richness of ethnographic research which 

emphasizes how co-constructed humans’ biologies, experiences, cultures, and histories are. They 

argue that situated biologies help to bring attention to how the boundaries between material, 
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culture, environment, and body are constantly disintegrating and being rebuilt. Importantly, they 

state that incorporating sociocultural theory and ethnographic methodologies into our studies of 

human biology are necessary for interrogating human lived experience. Clancy and Davis (2019), 

along with emphasizing ethnographic and qualitative methodologies, also make the point that 

human biologists will likely need to move away from prioritizing statistical significance, 

replicability, and rigid categorizations in order to better encompass all forms of human variation.  

 Many biological anthropologists are also incorporating humanistic and queer theoretical 

perspectives into their work to propose alternate ways of doing human biology that also bring 

attention to the ways in which human biology re/produce categories of oppression through our 

research. Feminist, queer, and trans scholarship is important to incorporate to show how the 

re/production of a sex and gender binary is entwined with the justification of racial hierarchies 

through plasticity and embodiment. Smith (2021) argues that scientific knowledge should be 

brought under the purview of this thinking. That is, scientific knowledge production should be 

grounded in and analyzed through theoretical frameworks beyond evolutionary theory and white, 

capitalistic, patriarchal cis and heteronormative ways of knowing. Recent work by numerous 

biological anthropologists have begun to problematize the binaries of gender and sex and utilize 

queer theory to think beyond the normative (e.g. Astorino, 2019; Dubois, Puckett and Langer, 

2022; Dubois and Shattuck-Heidorn, 2021; Dubois et al., 2021; Meredith and Schmitt, 2019; Smith 

and Archer, 2019). For example, Dubois and Shattuck-Heidorn (2021) critically engage with the 

ways in which the emphasis on biological normalcy as the level of analysis, with common 

statistical analyses that binarize, normalize, and categorize gender/sex, continues to reproduce 

these categories. What is critical moving forward is to make sure that these researchers and 

perspectives are taught not only at a graduate or independent study level, but as foundational to 
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our discipline. What would future biological anthropology and human biology research look like 

if introduction to biological anthropology textbooks had chapters that included critical historical 

perspectives on evolution, adaptation, and plasticity and sociocultural theory and methods as part 

of the study of human variation?  

In the meantime, while we work towards teaching and incorporating these perspectives as 

foundational for our discipline of biological anthropology and work to dismantle systems of 

oppression more broadly, there are some ways that we can mitigate our reproduction of these 

systems of oppression. Gender and sex are complicated and unstable as categories and can mean 

very different things to different people and disciplines (see Table 2.1). While both are complex 

and in flux, these categories have very real effects on how people live, experience, move through 

the world, and understand themselves and their positions. For human biologists interested in 

embodiment, combining the extremely varied lived experiences related to gender and sex would 

only erase this variation. Instead, researchers should be explicit about what they mean by, how 

they are defining, and how they are determining the sex and gender of participants (see Dubois 

and Shattuck-Heidorn, 2021, for an example of a gender and sex inclusive questionnaire). 

Researchers need to be sure not to conflate gender and sex (for example, using self-reported gender 

as a proxy for sex) and not to limit gender and sex to only man and woman or male or female.  

Along with this, we can also interrogate the study design and methods that we use. First, 

human biology researchers should conduct their work from a place of mixed methodology (Clancy 

and Davis, 2019; Neiwohner and Lock, 2018), which incorporates ethnographic and qualitative 

data not just for creating surveys and population specific categories, but as an equal unit of analysis 

to examine human variation. If unable to incorporate mixed methods and qualitative data, human 

biologists can try to ask questions and choose methods that do not reproduce scientific narratives 
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of difference but instead attempt to blur the lines between categories and refuse 

normal/average/mean identification. For example, considering how sex and gender are defined 

from the start of a project and why these categories might even be necessary for the research project 

are all simple actions researchers can take to not further re/produce sex and gender. Furthermore, 

researchers can explore statistical methods that do not rely on a priori group identification which 

then produce normative groupings or situate one group over the other (for example, “group A has 

greater inflammation than group B and thus is more stressed”). My own work on the embodiment 

of gender is committed to exploring alternative forms of statistical analysis such as generalized 

linear mixed models (Bates et al., 2015; Bolker et al., 2009; Bolker and others, 2022), geometric 

morphometrics (Ehrlich et al., 2022; Dryden and Mardia, 2016; Rohlf, 1999), and latent class 

analysis (McCutcheon, 1987; Nylund-Gibson and Choi, 2018) as ways of moving beyond group 

A versus group B hypothesis testing. All of these suggestions are relatively easy to implement at 

the research design phase and will help elucidate more nuance when studying embodiment. 

 

Broader impacts and conclusions 

Maintaining and reproducing racist, colonial, capitalist, patriarchal, cis and hetero 

normative systems is harmful to anyone who isn’t white, male, middle-upper class, cisgender and 

heterosexual. For example, LGBTQIA individuals have a higher risk of experiencing physical 

violence, challenges accessing healthcare and poorer treatment, mass incarceration, surveillance, 

and police brutality. People of color are even more likely to face these problems (James et al., 

2016). In 2021 and 2022 we witnessed a serious increase in anti-trans legislation in the United 

States and acts of physical violence against trans and non-binary women of color (Ronan, 2021). 

At the time of this writing, there are currently 387 anti- LGBTQ bills being proposed, many of 
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which have or would ban and criminalize trans healthcare and dressing in drag and drag show 

performances (ACLU, 2023). Many of these bills are justifying these bans under the guise of 

“biology,” arguing that they are maintaining a natural order protecting the healthy mental and 

physical development of children (ex: Arkansas SB43; Mississippi HB1125; Tennessee SB1; 

Tennessee SB 3). These trans and drag bans are a case study of how both embodiment and 

plasticity and determinism are being used in ways to uphold a hetero and cis normative system by 

claiming they are protecting children from possible exposure to persons that could influence their 

own mental, emotional, and physical development. Though plasticity has been taken up as a foil 

to determinism by human biologists, sociopolitical usage shows how both concepts can be used to 

maintain racist, colonial, capitalist, patriarchal, cis and hetero normative systems. By claiming 

these bills will protect the “immutable characteristics…determined by anatomy and genetics” of 

children from becoming influenced by “prurient” external influence, proponents for these bills tap 

into the biological language of both determinism and plasticity, lending themselves legitimacy (ex: 

Tennessee SB1; Tennessee SB 3).  

Especially because the current harm being enacted through the language of human 

biology, plasticity and determinism, biological anthropologists and human biologists have a 

responsibility to not reproduce but to actively dismantle harmful systemic hierarchies of 

oppression based on categories like gender, sex, and race. Embodiment and plasticity are 

positioned as a solution to racist and sexist deterministic science but as many scholars have 

discussed, embodiment and plasticity often fall short of true change, switching the determinism 

from genes to environment and continuing to uphold categories of oppression within and outside 

of our disciplinary realms. This re/production of categorization can be seen in our historical and 

current study of gender and sex, which have far reaching consequences. For example, in political 
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discourse around gender and sex both plasticity and determinism are used in tandem to enact 

violence against LGBTQIA groups. Through examining the historical context of plasticity in 

human biology, especially as it is used to re/produce gender and sex, we can see that like gender 

and sex, the frameworks that we use are unstable and changing, often in service to maintaining 

the status quo. Simply changing the frameworks that we use is not enough as science itself is a 

structure enmeshed in the broader sociocultural and political systems at work. Swinging too far 

into the biological realm, seeing the sociocultural as only another variable to be studied, and 

viewing embodiment only through the terms and mechanisms of plasticity will always fall short 

of creating meaningful change through our scientific endeavors. Through interrogating our use of 

plasticity in embodiment research, with special attention paid towards the re/production of 

gender, sex and race, I hope to bring our own scientific inquiry under the purview of critical 

scholars and theorists. By being aware of the historical context of our own frameworks and of 

the assumptions about what a priori categories (like gender, sex, and race) mean, we can begin 

to imagine new ways of questioning, studying and interpreting embodiment in human biology.   
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CHAPTER 3: CYCLE EFFECTS ARE NOT UNIVERSAL: A CASE STUDY OF C-

REACTIVE PROTEIN CONCENTRATIONS IN RURAL POLISH AND POLISH 

AMERICAN SAMPLES 

 

Introduction 

 

C-reactive protein (CRP) is an acute phase protein and inflammatory biomarker that has 

the potential to be impacted by physiology of menstrual cycle variation, such as from cyclical 

changes of ovarian hormones (Clancy et al., 2013). This can introduce noise into the measure of 

concentration of this protein, which can be a problem when it is only measured a handful of 

times, as is common in many biocultural studies (e.g., Inoue et al., 2016; Konishi et al., 2014; 

Kranjac et al., 2022; Shattuck‐Heidorn et al., 2021). Some studies examined variation in CRP 

across an entire menstrual cycle, usually with less than daily sampling methods (e.g., Jilma et al., 

1997; Wander et al., 2008; Wunder et al., 2006). These studies have variable findings, which 

could be a result of sampling, population, or other sources of variation. Therefore, the question 

remains as to whether CRP varies through the menstrual cycle, and whether this variation results 

from sampling methods or characteristics of a population (e.g., geographic location, subsistence 

behavior). This study seeks to address this question, exploring in detail CRP variation across an 

entire menstrual cycle in two samples of menstruating individuals from Poland and the United 

States.  

CRP is a measure of general inflammation in the body, is synthesized in the liver, and is 

highly responsive and sensitive to trauma, infection and external stressors (Pepys & Hirschfield, 

2003). CRP is a measure of current stressors or states, reaching peak values within 48 hours of 

the stressor or infection and has a plasma half-life of 19 hours, thus quickly falling to pre-stressor 
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levels after the stressor has been resolved (Pepys and Hirschfield, 2003). CRP is often used to 

identify and understand embodiment of sociocultural stressors, such as interpersonal stress, 

socioeconomic status, racial discrimination, childhood adversity, and employment stress (e.g., 

Danese et al., 2009; Johnson et al., 2013; Kiecolt-Glaser et al., 2011; McDade et al., 2006; 

Nazmi & Victora, 2007; Owen et al., 2003). For instance, perceived discrimination and self-

reported discrimination are associated with increased CRP concentrations (Flores et al., 2008; 

Guthrie et al., 2002; Lewis et al., 2010; Pascoe & Richman, 2009). Additionally, CRP has been 

associated with gendered lived experiences. For example, increased CRP was associated with 

transition-specific stressors among transgender men. In particular, those participants who 

reported higher levels of stress related to “passing” as someone who is assigned male at birth had 

higher CRP concentrations (Dubois, 2012). 

CRP does not follow a seasonal cycle (Pepys and Hirschfield, 2003), nor is there a 

pronounced diurnal cycle, except for a slight increase at awakening (Izawa et al., 2013). 

However, CRP could be affected by both external and internal factors. External factors include a 

person’s environment, like their socioeconomic status, where they live, and their lived 

experiences. These external variables are often the variables of interest to biocultural 

anthropologists. Internal factors are the variables which are internal to a person’s body, meaning 

they are the individual biological systems with which biomarkers might be interacting. One 

possible source of internal factors comes from the hypothalamic-pituitary-ovarian axis, which 

regulates cyclical menstrual changes of ovarian hormones like 17-beta estrogen and progesterone 

(Mikael et al., 2019).  

Additionally, CRP is a very sensitive marker of tissue damage and inflammation and, as 

such, tissue remodeling during the menstrual cycle could affect CRP (Clancy et al., 2013). For 
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instance, CRP could be elevated at the start of menses: right before menstruation there is a 

decrease in progesterone levels (an anti-inflammatory hormone) and an increase in pro-

inflammatory markers, leading to tissue breakdown and bleeding (Azlan, et al., 2020; Evans and 

Salamonsen, 2012). Previous research on regularly cycling, generally healthy participants have 

had mixed results, with some studies finding increased CRP in the luteal phase compared to 

follicular phase (Jilma et al., 1997) or no differences across the menstrual cycle (Wunder et al., 

2006). Other studies found increased CRP in the follicular phase (Blum et al., 2005; Gaskins et 

al., 2012; Vashishta et al., 2017; Wander et al., 2008). Additionally, when examining ovarian 

hormones, estrogen levels has been negatively associated with CRP concentration (Blume et al., 

2005; Clancy et al., 2016; Clancy et al., 2013; Gaskins et al., 2012; Wander et al., 2008), 

however, there are also studies that find no associations between estrogen and CRP (Wunder, et 

al., 2006). Progesterone has also been tied to CRP, though in the opposite direction as estrogen, 

with increased progesterone in some cases associated with increased CRP (e.g., Wander et al., 

2008; Jilma et al., 1997). It is important to note that these studies focused on endogenous 

hormones, whereas studies examining exogenous hormones, in the form of birth control pills or 

hormone replacement therapy, find reversed associations, with exogenous estrogens associated 

with increased CRP (Walsh et al., 2000; Dreon et al., 2002; Kluft et al., 2002; Kovacs et al., 

2005) and exogenous progesterone associated with decreased CRP (Skouby et al., 2002; Gol et 

al., 2006).  

In this study, we analyzed daily first morning void urinary CRP concentrations across one 

full menstrual cycle in two separate populations: from Poland (n=76) and from the United States 

(n=22). We have attempted to account for several physiological and methodological 

confounders. To address the possibility that CRP is elevated due to tissue remodeling at menses, 
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we need to consider whether prior to menses, during the duration of menses, or the most 

physiologically active part of menses is where we might see this effect. Taking the above points 

together, we identify the first three days of menses as most relevant to study as this is a day or so 

after an increase in pro-inflammatory biomarkers (Evans and Salamonsen, 2012), thus when 

CRP is likely reaching its peak (Pepys and Hirschfield, 2003) and when tissue remodeling is 

occurring (Clancy et al., 2013). Another frequent issue is that variable menstrual cycle lengths 

pose challenges for exploring variation at the very start or end of cycles, such as at menses, since 

most collection protocols are from first day of first menses to first day of next menses. To 

address this, we use aligning and scaling methods to investigate relationships present at these 

times in the cycle.  

We propose two main hypotheses. First, we hypothesize that menstruation is an 

inflammatory state that drives an increase in CRP in menstruating people. We predict that the 

first three days of the menstrual cycle will have higher CRP than other days of the cycle, 

however CRP across the remainder of the cycle will be non-cyclical. Second, we hypothesize 

that how affected CRP is by menstrual cycle factors in an individual is population specific. 

Exploring variation in CRP concentration across menstrual cycle could help researchers design 

optimal collection timing and will likely impact methodological considerations for future 

research. It is vital that we better explore cyclical variation that could be impacting results in 

menstruating individuals, in a way that recognizes that even when we can document them, these 

cycle effects are not universal across populations or people.  
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Materials and Methods 

Data collection and population 

Data were collected over 2014-2017 at the Mogielica Human Ecology Study Site in the 

Beskid Wyspowy region of southern Poland (Jasienska and Ellison, 2004) and the University of 

Illinois, Urbana-Champaign. 98 individuals who were ovulating, not pregnant (determined with 

by presence/absence of HGCB) and completed collection across one entire menstrual cycle were 

included in this analysis.  Of those 98, 76 were Polish participants whose data were collected at 

the Mogielica Human Ecology Study Site and 22 were Polish American participants whose data 

were collected primarily in the Chicago and Urbana-Champaign areas of Illinois. Participants 

were healthy, regularly menstruating, non-smoking, not breastfeeding, not on any form of 

hormonal birth control, and ranged in age from 18-46. Participants collected daily first morning 

urine samples starting on the first day of menstruation and kept collecting until the start of their 

next period. Samples were stored in participants’ freezers until samples could be dropped with 

researchers.  

Both populations are generally homogenous and are of white European ancestry, with the 

main difference being geographic location. The Polish population consists of a transitioning 

subsistence agricultural environment and women have moderate levels of physical activity 

(Colleran, 2014; Jasienska et al., 2006; Lee et al., 2019). In contrast, the Polish American sample 

is mainly urban and suburban, does not engage with subsistence farming and has a more 

sedentary lifestyle with bouts of intentional exercise (Lee et al., 2020). The Polish population is 

an ethnically and religiously homogenous group (around 98% practicing Catholics) from a small, 

insular, region in Southern Poland (Colleran and Mace, 2015). The Polish American population 

was recruited from across Illinois and Polish ancestry was an eligibility criterion. As such, the 
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Polish American sample population is likely more ethnically diverse than the Polish sample. 

Analyses were first conducted on the sample as a whole (combining the Polish and Polish 

American populations) and results are similar to the Polish results (supplemental). However, we 

decided to sort participants into population group to explore potential effects of incredibly 

different lived experience, i.e. growing up in rural Southern Poland versus growing up in the 

United States. Research protocols were approved by the University of Illinois at Urbana-

Champaign Institutional Review Board (UIUC IRB #13856), and all participants provided 

informed consent. 

 

Laboratory analysis 

 Urine samples were stored in -20 freezers at the University of Illinois, Urbana-

Champaign until samples could be assayed. Samples were aliquoted into 1 ml tubes for assays to 

avoid numerous freeze/thaw cycles and specific gravity was measured to adjust for hydration 

levels (Miller et al., 2004). Urinary estrone-3-glucuronide (E1G, a metabolite of estradiol), 

pregnanediol-3-glucuronide (PDG, a metabolite of progesterone), and CRP were assayed using 

the Quansys BioSciences ELISA multiplex system at the Clancy Lab at the University of Illinois, 

Urbana-Champaign. Lab work followed protocol described in Salvante et al. (2012) and assay 

specific dilution values were determined in conversations with Quansys. Biomarker data were 

cleaned and compiled using R code developed and written by Lee, Rogers, and Wilson. Only 

samples with CVs <30% are included in analyses, however, samples with CVs greater than 20% 

were rerun when able. See supplemental for inter- and intra-assay CV information. 

 

Aligning and scaling menstrual cycle data 
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Hormone concentrations were aligned across the menstrual cycle by mid-cycle drop date 

as described in Lipson and Ellison (1996). To incorporate all cycle day data from all participants, 

we scaled cycle day (Ehrlich et al., 2022). Unscaled data has a variable number of days in each 

cycle (range 24-32), and we cannot assume that one person’s day 10 of 24 is the same or 

homologous to another person’s day 10 of 32. Cycle days were scaled under a geometric 

morphometric framework outline in Ehrlich et al. (2022), which does not rely on 24-hour days. 

Rather, this method works by identifying three “fixed landmarks,” that can be reliably identified 

across individuals and truly considered homologous. These landmarks are first day of menses 

(day -1), day of ovulation (day 0), and first day of next menses (day 1). The remaining days are 

allowed to “slide” along this scale converting to values between -1 and 1. Missing data was 

inputted using the k=3 nearest-neighbors and all menstrual cycles were scaled to 28 days, which 

is the average cycle day length of the total sample (n=98). CRP was quantified for all days across 

the menstrual cycle for most (n=68) individuals. Many cycles (n=41) were missing only 1-4 days 

of CRP concentrations, and few (n=8) were missing 5+ days of CRP concentrations. The 

majority of cycles were missing the first or second day of collection (64%), however our method 

of imputation of k=3 nearest-neighbors is appropriate for our data (Beretta and Santaniello, 

2016). Using k nearest neighbors is appropriate for inferential statistics but the structure of the 

dataset may change with increasing k. A PCA shows us the structure of our data: similar spreads 

of individuals despite data missingness tells us that for our specific analysis, k=3 does not alter 

the structure of the data (see supplemental for more information on the PCA analysis and 

missingness). This type of scaling ensures that observations are homologous and allows us to 

include total cycle data instead of truncating some individuals’ cycles. Phases derived from the 

scaled cycle days are defined as early follicular (days <-.7), follicular (days >-.7 to -.2), 
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periovulatory (days -.2- .25), luteal (days .25 to .52) and late luteal (days >.52); the values for 

each day correspond to early follicular, follicular, periovulatory, luteal and late luteal definitions 

of days before -10, days -10 to -3, days -3 to 3, days 3 to 6,  and days after 6 respectively (Lipson 

and Ellison, 1996; Barrett et al., 2013; Clancy et al., 2013). For more information on hormone 

and cycle day scaling see Ehrlich et al., 2022.  

In addition to x axis scaling, we also scaled CRP (48.1ng/ml-1 091.5 ng/ml), E1G 

(3.9ng/ml-847.5ng/ml), and PdG (363.8ng/ml-244 832.4ng/ml) values to account for the 

incredibly wide range in hormone concentration. We apply min/max scaling; min/max scaling is 

similar in concept to z-scores or log transformations, to make massive ranges in a dataset more 

comparable. However, it is different in that it removes almost all variation due to these disparate 

ranges. This type of scaling is more sensitive to possible patterns across the menstrual cycle that 

might have otherwise been hidden by using raw or z score values. This method allows us to 

control for inter-individual differences in amplitude (concentration), while preserving relative 

differences in amplitude for each individual. We could then identify patterns across a menstrual 

cycle that would otherwise be covered by the noise of massive concentration ranges. All analyses 

were conducted on both the unscaled CRP values and the scaled CRP values, however only 

scaled will be discussed in depth. The unscaled results can be found in the supplemental. Only 

scaled E1G and PdG values were used as predictive variables in models, as the ranges of both 

were too large for unscaled values to be included in models.  

 

Menstrual cycle effects 

To test our first and second hypotheses, we developed linear mixed (effects) models 

(LMM) in order to better understand how menstrual cycle effects (the first three days of menses, 
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day of cycle, E1G, and PdG) and individual effects might be associated with CRP in each of the 

studied populations. The first three days of menses were chosen instead of the full number of 

days an individual was actively bleeding because previous research suggests in the days leading 

up to menses there is a decrease in anti-inflammatory markers but an increase in 

proinflammatory biomarkers up until bleeding (Azlan, et al., 2020; Evans and Salamonsen, 

2012). CRP generally reaches peak 48 hours after stimulus (Pepys & Hirschfield, 2003) thus, 

CRP may not be higher in the entire menstrual or follicular phase. Additionally, the first three 

days of the menstrual cycle are when menstrual repair mechanisms are most active (Clancy et al., 

2013). For each sample, from the Polish and Polish American populations, there are two sets of 

models, one set using unscaled CRP data and one set using scaled CRP data. In these models, 

CRP is the dependent variable, the first three days of menstruation is a main effect, and the 

individual is a random effect. We then added day of cycle, E1G and PdG to the models to 

examine possible full cycle or ovarian hormone effects. Possible cofounders, such as age, body 

fat percentage and waist to hip ratio are next included in the models. The model sets were 

constructed adding variables in a step-wise manner.  

Conditional Akaike's Information Criteria was used to determine model of best fit: cAIC 

as opposed to traditional AIC is considered more appropriate for mixed model choice (Saefken et 

al., 2021; Saefkin et al., 2014; Greven and Kneib, 2010). In contrast to linear regression, which 

makes many assumptions about data normality and distribution, LMMs are more flexible and 

account for random individual effects that might be associated with CRP concentrations, making 

them better suited to these data, which are not normally distributed (Bates et al., 2015; Bolker et 

al., 2009; Bolker and others, 2022). Finally, confidence intervals and partial R2 were computed 

to better interpret the results of the best fitting LMM (Edwards et al., 2008; Jaeger et al., 2016, 
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Nakagawa and Schielzeth, 2013). P-values are not computed for this type of mixed modeling and 

are thus not included in results (Bates et al., 2015; Bolker and others, 2022). 

 

Cycle phase and menstruation differences 

In addition to the LMMs, to test both of our hypotheses, we also assessed whether or not 

there are any phase differences of unscaled and scaled CRP concentrations for both the Polish 

and Polish American samples. We defined phases as early follicular (<-10 days), follicular (-10 

to -3), periovulatory (-3 to 3), luteal (3-6) and late luteal (>6) (Lipson and Ellison, 1996; Barrett 

et al., 2013; Clancy et al., 2013). Data were found to be non-normally distributed, so phase 

difference was examined by first conducting a Kruskal-Wallace test, which identifies if there are 

any differences in distribution between all phases but does not tell us which individual phases are 

different from others. If there was a significant Kruskall-Wallace test, a post-hoc Dunn Test with 

Bonferroni correction was then performed to identify which groups are different from one 

another. In order to assess whether the very beginning of the menstrual cycle (defined as the first 

three days of menses or bleeding) exhibits higher levels of inflammation compared to the rest of 

the menstrual cycle, we conducted additional Kruskal-Wallace tests for both the Polish and 

Polish American samples. Alpha was set at .05 for Kruskal-Wallace tests and .05/2 for post-hoc 

analyses. 

Results 

 

Descriptive statistics  

 The average age of the Polish population was 34 years, with ages ranging from 24-46 

years (Table 1). The average age of the Polish American population was considerably younger at 

24, with a larger range of 18-42 years (Table 3.1). There are very large ranges and standard 
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deviations for all of measured hormones in both populations. The Polish population had slightly 

higher concentrations of C-reactive protein, with an average of 229.2 (ng/ml), compared with the 

Polish American population, with an average of 205.6 (ng/ml).  

 

Table 3.1: Descriptive statistics for Polish and Polish American samples. 

 

 Polish participants (n=76) 
Polish American participants 

(n=22) 

 Average (sd) Range Average (sd) Range 

Unscaled C-

reactive protein 

229.2 ng/ml 

(169.0) 

48.1-1091.5 

ng/ml 

205.6 ng/ml 

(36.9) 

97.8- 426.4 

ng/ml 

Unscaled E1G 
105.8 ng/ml 

(102.2) 

4.0- 776.4 

ng/ml 

95.8 ng/ml 

(104.0) 

10.6-847.5 

ng/ml 

Unscaled 

progesterone 

13873.0 pg/ml 

(20,836.5) 

412.2-

244,832.4 

pg/ml 

15, 126.0 pg/ml 

(24,624.1) 

363.8- 

176,371.1 

pg/ml 

Cycle length 28 days (3.0) 20-38 days 29 days (4.8) 19-42 days 

Age 34 years (8) 19-46 years 24 years (8.1) 18-42 years 

Body fat % 28.9 (7.7) 8.7-44.5 28.3 (7.0) 16.6-45.5 

Waist to hip ratio .77 (.07) .67-.95 .75 (.07) .64-.99 

 

Visually assessing menses and menstrual cycle effects  

To first assess the impact of the menstrual cycle and menses on CRP, we graphed both 

unscaled and scaled CRP data. When cycle day is unscaled CRP does appear to have some 
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variation through the menstrual cycle (Figure 3.1a). However, the significant variation at the start 

and end of the cycle could be attributed to cycle effects, to low sample sizes at each end, and/or 

to different cycle lengths. We scaled cycle day to help solve these problems; when doing so, 

CRP appears relatively invariant through the menstrual cycle in the Polish population, indicating 

that linear modeling is appropriate, and that menses or cycle day may not be associated with 

CRP concentrations (Figures 3.1b and 3.1c).  

 

 
Figure 3.1: Figures showing comparison of unscaled day and unscaled CRP concentrations (1a), 

scaled day and unscaled CRP concentrations (1b), and scaled day and scaled CRP 

concentrations(1c). Individuals are Polish and aligned by ovulation (day 0). Red dots represent 

the first day of bleeding at the start and end of each cycle. 

 

 Next, we compared how CRP changes across the menstrual cycle with the different 

scaling methods for the Polish American population. In this sample, both unscaled day/CRP and 

scaled day/unscaled CRP suggest no cycle day effect (Figures 3.2a and 3.2b). It is only when 

both day and CRP are scaled that we see a different pattern in the Polish American sample 

(Figure 3.2c). CRP is higher at the beginning of the menstrual cycle, with an additional spike and 
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decrease in the periovulatory period, and a third increase at the very end of the menstrual cycle, 

suggesting both menses and cycle day effects.  

 

 
Figure 3.2: Figures showing comparison of unscaled day and unscaled CRP concentrations (2a), 

scaled day and unscaled CRP concentrations (2b), and scaled day and scaled CRP 

concentrations(2c). Individuals are Polish American and aligned by ovulation (day 0). Red dots 

represent the first day of bleeding at the start and end of each cycle. 

 

 

Assessing first 3 days of menstrual cycle effects and population difference   

The models of best fit for both the Polish and Polish American samples were model 4 for 

the scaled analyses, which in included first three days of menses, cycle day, scaled E1G, and 

scaled PdG (Table 3.2). Our first hypothesis, that CRP will be higher during menstruation is only 

partially supported. The Polish scaled model (Table 3.3) explains almost no CRP variation in the 

population (r2beta=.01) and shows a negligible, negative effect of after the first three days of 

menstruation on CRP concentrations (estimate -.02, t value -1.1), meaning there is little to no 

evidence that menses and tissue remodeling is affecting CRP concentrations. This contrasts with 

the Polish American sample model (Table 3.4), which explains slightly more variation 
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(r2beta=.07) and shows a larger negative effect of not menstruating on CRP concentrations 

(estimate -.17, t value -5.2).  

 

Table 3.2: cAIC results for the Polish and Polish American scaled CRP models. *model 4 chosen 

by cAIC for both samples. CRP - C-reactive protein; E1G - estrone-3-glucuronide, PdG - 

pregnanediol-3-glucuronide  

 

  cAIC for 

Polish 

Sample  

cAIC for 

Polish 

American 

Sample 

Model 0 scaled CRP ~ 1+ (1|id) 139.2 -74.9 

Model 1 scaled CRP ~ menses + (1|id) 140.8 -98.5 

Model 2 scaled CRP ~ menses + cycle day + (1|id) 142.1 -96.5 

Model 3 scaled CRP ~ menses + cycle day + scaled E1G + (1|id) 129.0 -112.0 

*Model 4 scaled CRP ~ menses + cycle day + scaled E1G + scaled 

PdG + (1|id) 

128.5 -113.5 

Model 5 scaled CRP ~ menses + cycle day + scaled E1G + scaled 

PdG + age + (1|id) 

128.7 -113.4 

Model 6 scaled CRP ~ menses + cycle day + scaled E1G + scaled 

PdG + age + body fat % (1|id) 

128.9 -113.2 

Model 7 scaled CRP ~ menses + cycle day + scaled E1G + scaled 

PdG + age + body fat % + waist to hip ratio + (1|id) 

129.1 -113.1 

 

 

Table 3.3: LMM results for the Polish scaled CRP model 4. E1G - estrone-3-glucuronide, PdG - 

pregnanediol-3-glucuronide  

 

 Estimate Std. error t value 95% CI r2beta 

Intercept .39 .02 15.8 .34 - .44 .01 (full 

model) 

After menses -.02 .02 -1.1 -.06 – .02  .001 

Scaled day -.001 .01 -.10 -.03 – .02 .000 

Scaled E1G .08 .02 3.8 .04 – .13  .009 

Scaled PdG -.03 .02 -1.4 -.08 – .01  .001 

 

 The Polish and Polish American LMM results support our second hypothesis that 

menstrual cycle CRP phenotypes are influenced by population-specific variables in an 

individual. Not only is the effect of menstruating more pronounced in the Polish American 
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population (Table 3.4), but E1G concentrations have a larger positive effect on CRP 

concentrations (estimate .15, t value 4.3) when compared to the Polish sample (estimate .08, t 

value 3.8). Unscaled results can be found in the supplemental and complement the scaled results 

(Supplementary Table C.2). 

 

Table 3.4: LMM results for the Polish American scaled CRP model 4. E1G - estrone-3-

glucuronide, PdG - pregnanediol-3-glucuronide  

 

 Estimate Std. error t value 95% CI r2beta 

Intercept .52 .04 13.0 .44 – .59 .07 (full 

model) 

After menses -.17 .03 -5.2 -.24 – -.11 .04 

Scaled day .01 .02 .66 -.03 – .05 .001 

Scaled E1G .15 .04 4.3 .08 – .22  .03 

Scaled PdG -.07 .04 -1.7 -.14 – .01  .005 

 

 

Testing cycle phase differences between populations 

 

 We further tested whether menses or menstrual phase had any effect on CRP 

concentrations by comparing the medians and distributions of CRP across different cycle phases, 

as well as a comparison of early menses versus the rest of the cycle. The Polish sample had no 

significant phase differences for the scaled analyses (Figure 3.3 and Table 3.5). Additionally, 

there were no significant differences between the first 3 days of menstruation to the rest of the 

cycle in the Polish sample (Figure 3.4 and Table 3.5). For the Polish sample, there is no evidence 

that the beginning of menstruation is a time of elevated CRP concentrations or that there are any 

cycle phase CRP concentration differences. These results complement the linear mixed model 

results above but do not support our first hypothesis that menstruating is an inflammatory event.  
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Table 3.5: Medians of cycle phases and the first three days of menses for the Polish population 

for the scaled data. No significant differences were found. 

 

 Median scaled CRP 

concentrations 

Early follicular .343 

Follicular .341 

Periovulatory .330 

Luteal .342 

Late luteal .335 

First three days of menses .365 

Rest of the cycle .335 

 

 

 
Figure 3.3: Box plots of Polish scaled CRP by cycle phase. No significant differences were 

found.  
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Figure 3.4: Boxplot of Polish scaled CRP between the first three days of menses and the 

remainder of the cycle. No significant differences were found.  

 

 Like the linear mixed model results, the Polish American sample again demonstrated a 

different pattern compared to the Polish sample, supporting our second hypothesis that there 

would be population specific menstrual cycle CRP phenotypes. Early follicular phase CRP was 

higher than periovulatory and luteal phase CRP (Figure 3.5 and Table 3.6). Additionally, we 

found CRP concentrations from the first three days of menstruation were significantly higher 

than CRP from the rest of the cycle in the Polish American sample (Figure 3.6 and Table 3.6). 

These results support our first hypothesis that the first three days of the menstrual cycle will have 

higher CRP than at other points in the cycle. Unscaled results can be found in the supplemental 

and complement the scaled results.  
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Table 3.6: The median scaled CRP values for the Polish American population.  *denotes 

significant group difference by Dunn Test (p<.05) and ^ significant difference by Kruskal-

Wallace (p<.01).  

 

 Median scaled CRP 

concentrations  

Early follicular .407* 

Follicular .355 

Periovulatory .328* 

Luteal .277* 

Late luteal .364 

First three days of menses .466^ 

Rest of the cycle  .340^ 

 

 

 
Figure 3.5: Box plots of Polish American scaled CRP by cycle phase. A Kruskal-Wallace test 

showed significant differences between groups (p<.05) and post hoc Dunn Test showed that the 

early follicular was significantly higher than the periovulatory and the luteal phase (p<.05). * 

denotes significant (p<.05) group differences.  
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Figure 3.6: Box plots of Polish American scaled CRP comparing the first three days of menses 

(median = .466) with the rest of the cycle (median = .340). A Kruskal-Wallace test showed 

significant group difference (p<.001).  

 

Discussion 

 

We sought to better explore and understand CRP variation across the menstrual cycle in 

two different samples of Polish and Polish American individuals. As mentioned above, CRP 

could be affected by both external and internal factors. Two possible internal effects derive from 

ovarian hormones and the tissue remodeling inherent in menstrual bleeding. By examining cycle 

day effects and cycle phase difference by proxy, we examine both possible internal sources of 

variation. We tested hypotheses regarding cycle day effects and cycle phase difference in both 

samples: first, we hypothesized that the start of menses would increase CRP concentrations but 

that CRP across the rest of the cycle would be non-cyclical, and second, that population-specific 

variables influence how affected CRP is by menstrual cycle factors in an individual.  

Supporting our first hypothesis, the Polish American sample have elevated CRP 

concentrations at the very beginning of menses, and while there is slight additional cycle 
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patterning beyond the beginning of menses in the scaled sample, these cycle day effects and 

phase difference are not statistically significant. Our first hypothesis is only partially supported 

with the Polish sample, where there were negligible menses and cycle day effects, no significant 

cycle phase differences, and no significant difference between the beginning of menses versus 

the rest of the cycle. These pattern differences between the two samples supports our second 

hypothesis that population has a mediating role in determining cyclicity of CRP.   

Visual assessment of the unscaled and scaled CRP for the Polish sample supports the 

interpretation that menstruating and cycle day effects are not strong or meaningful (Figures 1b 

and 1c). Both CRP average lines are generally horizontal, and become even more so with the 

scaled CRP data that allows us to see shape changes without their being overshadowed by 

amplitude changes. When a linear relationship is near or essentially horizontal, we can 

hypothesize that the y axis effect is near zero, suggesting that timing of menstrual cycle is not 

impactful on individuals’ CRP concentrations in our Polish sample.  

This is in contrast to our Polish American sample. While cycle day still explained a very 

small amount of variation, included in this model was the first 1 to 3 days of menses, which 

explained a greater fraction of variation and had a larger estimate. The scaled cycle phase 

analysis showed that the first three days of the menstrual cycle had significantly higher 

concentrations of CRP than the rest of the cycle, suggesting that CRP concentrations tend to be 

higher at this point in the cycle among participants in this sample. This interpretation is 

supported by our visual assessment of the min/max CRP across the menstrual cycle (Figure 2c), 

which shows a recognizable increase in CRP at the very beginning of the menstrual cycle. The 

visual assessment also reveals a possible slight increase right before, and drop right after 

ovulation, however this cycle day effect might be too small or too short for the linear mixed 
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model to pick up on or for there to be significant phase differences. The Polish American sample 

shows a distinct CRP menstrual pattern that likely implies time of sample collection across 

menstrual cycle should be considered depending on population.  

These results support previous findings that suggest that the very beginning of the 

menstrual phase is likely an inflammatory event that can be picked up by systemic inflammation 

biomarkers (Azlan, et al., 2020; Clancy et al., 2013; Evans and Salamonsen, 2012). Additionally, 

they show the usefulness of complete daily menstrual data, as just comparing broad cycle phases 

was not enough to see this short-term effect. In our scaled Polish American cycle phase analysis, 

we found that the early follicular phase was significantly higher than the periovulatory and luteal 

phase, likely driven by the increased CRP concentrations of the first three days of menstruation. 

These results demonstrate that there are population specific differences in how CRP looks across 

the menstrual cycle, and that the very beginning of menstruation exhibits higher levels of 

inflammation in the Polish American sample but not in the Polish sample.  

Previous research of cycle differences of CRP has been mixed, with results showing 

higher follicular CRP (Blum et al., 2005; Gaskins et al., 2012; Vashishta et al., 2017; Wander et 

al., 2008), higher luteal CRP (Jilma et al., 1997), and no phase differences (Wunder et al., 2006). 

One possible reason for these discrepancy in results could be population specific differences, and 

there is clear evidence of average CRP concentration differences between populations (see 

Shattuck-Heidorn et al., 2020 for summary table). Our paper supports the possibility of there 

being distinct population differences in how or whether components of the menstrual cycle (e.g., 

estrogen or progesterone concentrations, endometrial remodeling) impact CRP concentrations.  

There are several possible sources of variation that could account for the different 

relationships found in these two samples. One might be age, as CRP is known to be age 
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dependent, with CRP increasing as we age (Hutchinson et al., 2000; Pepys and Hirschfield 

2003). Additionally, in tests of CRP response and sensitivity, a lower CRP baseline resulted in an 

increased CRP response to vaccination (McDade et al., 2015), suggesting individuals with lower 

baseline CRP might have a more sensitive inflammatory response and thus might be more 

sensitive to changes across the menstrual cycle. The average age of the Polish sample is 34, 

whereas the average age of the Polish American sample is 24 years, and the Polish sample has a 

higher average CRP concentration than the Polish American sample. However, when combining 

the samples and splitting into a young and older group, cycle effects disappeared and both 

samples resembled the Polish results (see Supplemental section 3), suggesting age is not driving 

the sample-dependent cyclical patterning observed here. Another possible source is body 

composition, as higher abdominal adiposity and body fat is associated with higher CRP 

concentrations (Brooks et al., 2010; Pannacciulli et al., 2001; Tchernof et al., 2002). However, 

we did not find any cycle day effects or cycle phase differences associated with measures of 

body fat, including a bioimpedance measure of body fat percentage as well as waist to hip ratio 

(see Supplemental section 4 and 5).  

While population differences may account for some of the variability in menstrual cycle 

CRP concentration results, another possible reason for the discrepancies we see in the literature 

is sampling methodology. The studies cited do not have daily sampling across a full cycle, nor 

are they able to differentiate between early follicular, follicular, periovulatory, luteal and late 

luteal phase differences (including our own lab’s earlier analyses of CRP, see Clancy et al., 

2013). Our study includes daily CRP measures across one full menstrual cycle and employs a 

novel GM approach so that we can include all days of collection. This is in contrast to typical 

methods of truncating the days analyzed within a cycle in order to account for methodological 
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issues around variable cycle length and therefore very low sample sizes at either tail of the cycle. 

Scaling cycle day rather than not analyzing those days (or risking low powered analyses because 

of aforementioned low samples at those points in the cycle), we now see variation at the very 

beginning and the very end of the cycle. With scaling of day, we can also now be confident that 

one person’s first three days of menses is homologous to the next person’s as opposed to 

knowing that day 3 in a 12 day follicular phase may not be homologous to another person's day 3 

in a 15 day follicular phase. Because of the cycle day scaling method that we used and because 

we have daily hormone data for an entire menstrual cycle in our sample, we were able to include 

early follicular (including menses), follicular, periovulatory, luteal and late luteal phases in our 

analysis with more confidence.  

An additional benefit of the GM scaling method is how we scaled CRP using min/max 

scaling. With this scaling, we are able to uncover sources of variation obscured by large 

concentration differences. Previously, Ehrlich et al., (2022) demonstrated how a geometric 

morphometrics approach could help elucidate previously obscured menstrual cycle variation and 

patterning of ElG. The same geometric morphometric scaling and methods were used to analyze 

CRP in this paper. This benefit is particularly noticeable when considering the differences 

between the unscaled and scaled Polish American results (Figures 2b and 2c). Taken together, 

these results demonstrate how controlling for hormone concentration can provide a more 

sensitive tool to detect patterns between individuals that might otherwise be obscured by large 

concentration ranges. This is expected under the principles of geometric morphometrics, which 

considers size and shape to be two independent factors contributing to the overall form of an 

object (Dryden and Mardia, 2016; Rohlf, 1999). In other fields of biology, we see how size can 

be a confounding factor (e.g., allometry) (Jolicoeur, 1963; Jungers et al., 1995).  
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One last surprising finding, in both models for both samples, E1G had the second largest 

effect on CRP concentrations. This is in line with previous research that has demonstrated some 

effect or relationship between estradiol and CRP (Blume et al., 2005; Clancy et al., 2016; Clancy 

et al., 2013; Gaskins et al., 2012; Wander et al., 2008). However, the direction of the effect in our 

samples is the opposite of what was found in previous research. The direction of effect in our 

models is positive, meaning that as E1G increases CRP increases, whereas previous research has 

found a negative relationship (e.g., Blume et al., 2005; Clancy et al., 2016; Clancy et al., 2013; 

Gaskins et al., 2012; Wander et al., 2008). While PdG explained very little variation, the 

direction of effect was also in the opposite direction than in previous literature (e.g., Wander et 

al., 2008; Jilma et al., 1997). Our results, with E1G associations being positive and those with 

PdG being negative, more closely matches findings on exogenous hormones, as with studies of 

hormone replacement therapy and hormonal contraception (Dreon et al., 2002; Gol et al., 2006; 

Kluft et al., 2002; Kovacs et al., 2005; Skouby et al., 2002; Walsh et al., 2000). However, 

eligibility criteria meant no participants were taking exogenous hormones, all were 

spontaneously cycling, and all were premenopausal.  

Our results could have broader disciplinary and methodological implications. By 

visualizing and analyzing CRP across the menstrual cycle in a number of different ways, in two 

separate samples, we have been able to describe CRP variation in greater detail. Our first 

hypothesis, that the very beginning of menstruation will have higher levels of CRP, was partially 

supported. These results suggest that collection during the first three days of menstruation may 

result in higher concentrations of CRP and may have a confounding effect on results. The results 

for both populations suggest that the mid to late follicular, periovulatory, luteal and late luteal 

might be comparable, though it is important to record when during the menstrual cycle data was 
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collected and adjust for possible population and/or project specific differences. Despite this, 

cycle day effects for both populations are low and this lack of strong cycle day effects on CRP 

could make CRP a more appropriate biomarker when infrequent sampling is necessary, 

compared to other stress biomarkers that vary more with menstrual cycle. This is in contrast to 

cortisol, which research suggests is consistently more sensitive to cycle day and menstrual cycle 

effects (e.g., Kirschbaum et al., 1996; Kirschbaum et al., 1999; Viau, 2002; Heck and Handa 

2019).   

Our second hypothesis, that our two different samples would have different CRP profiles 

across the menstrual cycle, was supported. These results are important to consider for future 

studies interested in external effects, like environmental, sociocultural and psychosocial 

variables, and suggest that, when the biomarker of interest is CRP, the need for daily menstrual 

cycle measurements or to control the timing of collection for each menstruating participant, 

depends on population. In our samples neither age nor body composition accounted for these 

pattern differences, however, there are many other potential sources of this variation. A potential 

future avenue of research would be to examine whether rural populations (the Polish sample) 

might have a different menstrual cycle CRP concentration phenotype than suburban populations 

(the Polish American sample).  

While these results provide a detailed look at CRP variation across the menstrual cycle in 

two populations of Polish and Polish American participants, there are some limitations that 

should be considered. First, these results are likely not applicable to all populations, all contexts, 

or all geographic locations. Our population includes individuals of European descent, with the 

main difference being geographic location. As such these results may not be (and are likely not) 

applicable to all or more populations that are geographically different or have different lived 
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experiences with oppression and privilege. Additionally, while the min/max scaling methods we 

utilized can be used no matter the timing or how often researchers perform biomarker collection, 

an effective GM sliding scale of cycle day will need multiple data points throughout a menstrual 

cycle. Finally, the mediums of CRP analyzed, for example, urine versus serum versus salivary, 

are not always directly comparable. As such, care should be taken when applying these results 

and our interpretation to other types of CRP or study designs.  

 

Conclusion 

Our paper adds to the literature about cyclical variation of CRP across the menstrual 

cycle and identifies important methodological considerations by showing that a possible reason 

for the inconsistencies in results may be due to population specific differences and sampling 

methods which miss short term cycle effects (like the spike in CRP during the first three days of 

menstruation in the Polish American sample). Additionally, Ehrlich et al. (2022) have already 

demonstrated the utility of geometric morphometric approach to estrogen and progesterone 

hormones, namely E1G. This paper further establishes the applicability of these scaling methods 

on other common biomarkers used to study lived experience, like CRP. Not only does it ensure 

homology of cycle days in menstrual cycle studies and allows us to include all cycle days for 

participants, but it also utilizes min/max scaling which controls for inter-individual differences in 

amplitude (concentration), while preserving relative differences in amplitude for each individual. 

Future directions should consider where population variation might be coming from. For 

example, differences in rural versus urban, socioeconomic status, diet, perceived stress, life 

history events and environmental contexts, could all play a role in the different menstrual 

patterns that we see between these two populations.  
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CHAPTER 4: CORTISOL PHENOTYPE VARIES WITHIN A HOMOGENOUS 

POPULATION OF MENSTRUATING INDIVIDUALS 

 

Introduction 

Cortisol, and by proxy hypothalamic pituitary adrenal (HPA) axis function, is one of the 

more popular biomarkers used as a stand-in for environmental stressors, particularly 

psychosocial stressors, in biological anthropology studies (e.g. Allison et al., 2019; Desantis et 

al., 2015; Dubois et al., 2017; Garcia et al., 2017; Legatske and Gettler, 2020; Pollard, 1995; 

Thayer and Kuzawa, 2014).  For studies interested in psychosocial effects via HPA axis function, 

it is important to account for sources of biological variation, like the menstrual cycle. While 

there is often an assumption that the menstrual cycle impacts cortisol concentrations, there has 

been disagreement about when and to what extent this is the case (e.g. Ahn et al., 2011; Gröschl 

et al., 2001; Kudielka & Kirschbaum, 2003; Wolfram et al., 2011). However, should an 

individual’s responsiveness to ovarian hormones vary, it introduces additional variation into our 

understanding of cortisol cyclicity.  

The HPA axis is an environmentally responsive feedback loop, through which the body 

can respond to a constitutive stressor. HPA axis function can be examined by measuring cortisol 

concentrations. The HPA axis is a highly evolutionarily conserved system found in reptiles, 

amphibians, fish, and mammals that generally shows increased activation when an animal is 

confronted with a stressor (Sapolsky, 2021; Thayer et al., 2018). The HPA axis itself is highly 

variable and can be assessed in a number of different ways. For example, we see that both acute 

stressors (short term that can range in severity) and increased chronic stress (long term stress that 

can range in severity) over time are associated with an overall increase of glucocorticoids 
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(Wingfield & Kitaysky, 2002).  However, HPA axis reactivity to an acute stressor is affected by 

chronic stress, which is associated with HPA axis suppression (Matthews et al., 2001) and a 

blunted diurnal cortisol curve (Miller et al., 2007).  

However, we do not know how acute and chronic effects on cortisol interact with cycle 

variability. Previous research has found that there is some cortisol variation between cycle 

phases. A recent meta-analysis found that cortisol is higher during the follicular phase, though 

these results are from studies which collected saliva, blood, or urine, and used variable cortisol 

measures (e.g., 12h, 24h, morning, afternoon, cortisol awakening response (CAR)) (Hamidovic 

et al., 2020). However, type of cortisol measure likely has a large impact on results. For example, 

in a sample of German individuals, researchers found that the increase of salivary cortisol 

response during awakening was increased during ovulation, but there were no differences 

between follicular and luteal phases (Wolfram et al., 2011). However, a different study of 

Korean individuals examining the area under the curve of salivary CAR found no differences 

across the menstrual cycle (Ahn et al., 2011). Yet another study of young (age 15-22) German 

participants found no difference between follicular and luteal phases for waking salivary cortisol 

(Gröschl et al., 2001). Bao et al., (2004) examined the 24 hour salivary diurnal cortisol curve in a 

sample of Chinese adults and found differences between menses and the periovulatory and late 

luteal phases in terms of width of morning cortisol peak.  

On source of cortisol variation across the menstrual cycle is the hypothalamic pituitary 

ovarian (HPO) axis, specifically the ovarian hormones of estrogen and progesterone. The HPO 

and HPA axes are interconnected and influence each other (e.g. Carey et al., 1995; Handa et al., 

1994; Heck and Handa 2019; Kirschbaum et al., 1996; Kudielka et al., 1999; Kudielka and 

Kirschbaum 2005; Viau, 2002). Studies have found a relationship between estrogen 
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concentrations and cortisol, showing that estrogen replacement therapy is associated with 

increased cortisol (Edwards & Mills, 2008; Hampson & Duff-Canning, 2016) and there is some 

evidence that the peri-ovulatory phase (when estrogen is highest) is associated with increased 

cortisol (Wolfram et al., 2011). Progesterone has also been positively associated with cortisol 

concentrations in people on hormonal birth control, but not in spontaneously cycling individuals 

(Wirth et al., 2007). However, progesterone and cortisol are positively associated with one 

another in cycling individuals when collected during the follicular phase (Herrera et al., 2016; 

Nepomnaschy et al., 2004) and through the luteal except for mid luteal  (Nepomnaschy et al., 

2004). Progesterone has also been associated with increased stress (Herrera et al., 2016) and 

follows a similar diurnal pattern as cortisol (Gröschl et al., 2003), though this pattern is blunted 

in postmenopausal people and during menstruation (Ahn et al., 2011). 

As evidenced above, there are numerous studies on the impact of the menstrual cycle and 

various cortisol phenotypes (i.e., CAR, waking cortisol, cortisol reactivity, etc.), however, results 

are inconsistent and suggest lots of variation. There could be several reasons for these 

discrepancies. First, depending on what aspect of cortisol is being studied and the medium of 

sample collected, results might not be comparable. While correlations between salivary, serum, 

plasma, and urinary cortisol are high there is high inter individual variation (Aardal and Holm, 

1995; Levine et al., 2007; Neary et al., 2002). Additionally, medium might be representing 

different things. For example, for measures of waking cortisol, salivary cortisol is a snapshot of 

current state and reflects diurnal activity whereas urinary cortisol is an average measure of 

cortisol exposure over the nighttime and since last urination (Jerjes et al., 2006; Sarkar et al., 

2013). Additionally, the studies above did not include daily sample collection through the 

menstrual cycle. This lessens the ability to determine the reliability of the differences found and 
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the confidence that sample collection timing is consistent across all menstrual cycles (as cycles 

themselves are variable lengths). Researchers may also use different methods to determine 

timing of collection (e.g. recall of first day of last period, urinary luteinizing hormone test) and 

align cycles (e.g. aligning by ovulation, day of first period, reverse cycle day). Finally, these 

studies take an average or pool together their sample and compare menstrual phases or effects 

without first exploring whether menstrual cycle effects are consistent within sample.  

Our paper aims to better explore how consistent menstrual cycle effects are, or are not, 

within a relatively homogenous sample. We perform a unique application of geometric 

morphometric methods on a sample of spontaneously cycling Polish individuals which includes 

daily urinary collections, providing a rich data set with the potential for greater insight into why 

there is a lack of consensus in the existing literature on the HPA axis and the menstrual cycle. To 

accomplish this, we ask the two main questions and propose the following hypotheses:  

Question 1: What does cortisol look like across the menstrual cycle? Is there a cyclical pattern 

and are there within population phenotype differences?  

Hypothesis 10: There will be no average sample cyclical pattern of cortisol across the 

menstrual cycle. 

Hypothesis 1a: There will be a sample average cyclical pattern of cortisol across the 

menstrual cycle. 

 

Hypothesis 20: There will be no within sample variation of menstrual cycle cortisol 

patterning.  

Hypothesis 2a: There will be within sample variation of menstrual cycle cortisol 

patterning, with varying levels of “responsiveness” to the menstrual cycle. 

 

Question 2: Are ovarian hormones a source of cortisol variation? Are these different cortisol 

phenotypes associated with ovarian hormone characteristics?  

Hypothesis 30: E1G shape or exposure will not vary across cortisol phenotype groups. 

Hypothesis 3a: E1G shape and exposure will vary between cortisol phenotypes. 

 

Hypothesis 40: PdG shape or exposure will not vary across cortisol phenotype groups. 

Hypothesis 4a: PdG shape and exposure will vary between cortisol phenotypes.  
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While we are not able to address every possible source of variation due to methods (for example, 

type of sample as we only have daily morning void urine), we can begin to address some of the 

other possible sources of cortisol variation across the menstrual cycle. First, our study has daily 

cortisol and ovarian hormone measures across one full menstrual cycle, better accounting for the 

issues of sampling, timing, and alignment. Second, instead of only examining overall sample 

average, we statistically examine whether there is menstrual cycle cortisol variation within 

sample by applying a unique geometric morphometric analysis that allows us to analyze and 

compare cortisol shapes across an entire menstrual cycle.  

 

Materials and methods 

 

Data collection and population 

These data were previously collected over 2014-2017 for the Sto Lat Ecological 

Determinants of Health project at the Mogielica Human Ecology Study Site in the Beskid 

Wyspowy region of southern Poland (Jasienska and Ellison, 2004) includes 76 ovulatory 

menstrual cycles. Research protocols were approved by the University of Illinois at Urbana-

Champaign Institutional Review Board (UIUC IRB #13856), and all participants provided 

informed consent. Participants were native Polish, healthy, regularly menstruating, non-smoking, 

not breastfeeding, not on any form of hormonal birth control, and ranged in age from 18-46. 

Participants collected morning void urine daily starting on the first day of menstruation and 

collecting until the start of their next period. Samples were stored in participants’ freezers until 

researchers could pick up samples. The sample consists of a transitioning subsistence agricultural 
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environment and participants experience moderate levels of physical activity (Colleran, 2014; 

Jasienska et al., 2006; Lee et al., 2019). See Table 4.1 for sample characteristics.  

 

Laboratory analysis 

 Urine samples were stored in -20 freezers at the University of Illinois, Urbana-

Champaign until samples could be assayed. Samples were aliquoted into 1 ml tubes for assays to 

avoid numerous freeze/thaw cycles. Specific gravity was measured (refractometer PAL-3, Atago 

U.S.A., Inc., Bellevue, WA) to adjust for hydration levels (Miller et al., 2004). Urinary estrone-

3-glucuronide (E1G, a metabolite of estrogen), Pregnanediol-3-glucuronide (PDG, a metabolite 

of progesterone), and cortisol were assayed using the Quansys BioSciences ELISA multiplex 

system at the Clancy Lab at the University of Illinois, Urbana-Champaign. Lab work followed 

the protocol described in Salvante et al. (2012) and assay specific dilution values were 

determined in conversations with Quansys. Biomarker data were cleaned and compiled using R 

code developed and written by Lee, Rogers, and Wilson (2020). Sample CVs were <30%, 

however all samples with CVs >20% were rerun when possible. See supplemental for inter and 

intra assay CV information. 

 

Aligning and scaling menstrual cycle data (hypothesis 1) 

Hormone concentrations were aligned across the menstrual cycle by mid-cycle drop date 

as described in Lipson and Ellison (1996). To incorporate all cycle day data from all participants, 

we scaled cycle day (Ehrlich et al., 2022). Unscaled data has a variable number of days in each 

cycle (range 24-32), and we cannot assume that one person’s day 9 of 20 is the same or 

homologous to another person’s day 9 of 38. Cycle days were scaled under a geometric 
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morphometric framework outline in Ehrlich et al. (2022), which does not rely on 24-hour days. 

Rather, this method works by identifying two “fixed landmarks,” that can be reliably identified 

across individuals and truly considered homologous. These landmarks are first day of menses 

(day -1) and first day of next menses (day 1). The remaining days are allowed to “slide” along 

this scale converting to values between -1 and 1. All menstrual cycles were scaled to 28 days, 

which is the average cycle day length of our sample. This type of scaling ensures that 

observations are homologous and allows us to include total cycle data instead of truncating some 

individuals’ cycles.  

We also scaled cortisol (30ng/ml-2,183.6ng/ml), E1G (3.9ng/ml-847.5ng/ml), and PdG 

(363.8ng/ml-244,832.4ng/ml) values to account for the incredibly wide range in hormone 

concentrations. We apply min/max scaling (MMS); min/max scaling is used to make massive 

ranges in a dataset more comparable and is similar in concept to z-scores. However, it is different 

in that it removes almost all variation due to these disparate ranges. This type of scaling is more 

sensitive to possible patterns across the menstrual cycle that might have otherwise been hidden 

by using raw or z score values. This method allows us to control for inter-individual differences 

in amplitude (concentration), while preserving relative differences in amplitude for everyone. 

We can then identify average patterns across the menstrual cycle in our whole sample that would 

otherwise be covered by the noise of massive concentration ranges (hypothesis 1). Missing data 

was inputted using k=3 nearest-neighbors. Cortisol was quantified for all days across the 

menstrual cycle for most (n=41) individuals. Many (n=13) are missing only 1 day; N=7 are 

missing 2 day; N=6 are missing 3 days; N=3 are missing 4 and 5 days each (n=6 total); and N=6 

are missing 8 or more days (max13). The majority of cycles were missing the first or second day 

of collection (64%), however our method of imputation of k=3 nearest-neighbors is appropriate 
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for our data (Beretta and Santaniello, 2016). Using k nearest neighbors is appropriate for 

inferential statistics but the structure of the dataset may change with increasing k. A PCA shows 

us the structure of our data: similar spreads of individuals despite data missingness tells us that 

for our specific analysis, k=3 does not alter the structure of the data (see supplemental for more 

information on the PCA analysis and missingness). For more information on hormone and cycle 

day scaling see Ehrlich et al., 2022.  

 

Geometric morphometric analysis (hypothesis 2) 

We evaluate cycle cortisol phenotype(s) through the following steps. First, we used 

Principal Component Analysis to explore the primary axes of shape variation (Kaiser, 1960). TO 

determine meaningful PCs, we used the minimum proportion of an input variable. In the context 

of this study, the hormone values of each day were considered as separate variables. Each of the 

28 intervals can therefor contribute 1/28 = 3.6% which we use as our threshold to limit 

meaningful components. This value is the contribution of a single day to the overall cycle as 

defined by the Kaiser-Guttman rule (Kaiser, 1960). Next, we conducted Cluster Analysis on 

these PC scores to infer subgroups (Ward, 1963). The R package NBclust (Charrad et al., 2014) 

was used to evaluate significant groupings via the Jaccard coefficient. Average and individual 

phenotypes are plotted for each subgroup, and permutation testing was carried out using the 

Morpho package (Schlager, 2017) in R to evaluate inter-group distances. At 10,000 rounds of 

testing a p-value less than .05 indicates significantly different groups/group shapes. These steps 

allow us to first identify meaningful shape and pattern differences within the whole sample. It 

then allows us to determine if individuals sort into statistically significant phenotypes based on 
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the shape and pattern characteristics of each individual menstrual cycle cortisol curve 

(hypothesis 2). Alpha was set at .05 for all analyses.  

The R package moRphomenses (Ehrlich, 2022) was developed to facilitate analyses and 

make the method accessible, and additional methodological details can be found there. The GM 

approach used here is broken down into several distinct steps, as described above: 1) alignment 

and scaling of cycles; 2) scaling of hormone concentration; 3) imputation of missing data; and 4) 

evaluation of cycle morphology. This last step includes using Principal Component Analysis to 

describe shape trends, Cluster Analysis to characterize and infer subgroups, and evaluated using 

permutation testing of inter-group distances, the Euclidean distance of PCA coordinates. For 

more information on only of these steps see Ehrlich, 2022. 

 

Relationship between cortisol, E1G and PdG (hypotheses 3 and 4) 

 We assess whether there are any connections between cortisol, E1G and PdG two 

different ways. First, we assessed whether E1G shape is associated with cortisol shape. To do 

this, we first conducted the same GM analysis on E1G for each individual. Then, we evaluated 

whether there were any E1G shape trends across cortisol phenotypes by conducting a two-block 

partial least squares analysis (Rohlf, 2000). This type of analysis tests whether our different 

individual cortisol phenotypes are correlated to our individual E1G phenotype shapes. 

Additionally, we computed area under the curve (AUC) of unscaled E1G concentrations for each 

individual and tested whether average AUC of E1G of each cortisol phenotype group was 

different with a pairwise comparison using t-tests and FDR correction. This second analysis tests 

whether overall E1G exposure across the entire menstrual cycle is different between our cortisol 

phenotype groups (hypothesis 3). Next, we conduct the same gm scaling, two-block partial least 
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squares, AUC, and t tests with FDR correction analyses on PDG to assess whether PdG shape or 

PdG exposure are different between our cortisol phenotype groups (hypothesis 4). Alpha was set 

at .05 for all analyses.  

 

Table 4.1: Descriptive statistics for Polish sample that includes averages, standard deviations, 

and min-max range of cortisol, E1G, PdG, cycle length, and age for each phenotype group. 

 Group 1 (n=76) Group 1 (n=76) Group 1 (n=76) 

 Average (sd) Range Average (sd) Range Average (sd) Range 

Unscaled 

Cortisol 

272.1 ng/ml 

(227.3) 

30-2,183.6 

ng/ml 

264.5 ng/ml 

(165.7) 

15.1-1,269.6 

ng/ml 

253.9 ng/ml 

31.4-976.1 

ng/ml 

AUC 

Cortisol 

.45 (.11) .25-.64 .64 (.10) .39-.89 .82 .62-1.1 

Unscaled 

E1G 

96.5 ng/ml 

(97.7) 

4.0-1,042.8 

ng/ml 

95.0 ng/ml 

(85.6) 

9.4-757.4 

ng/ml 

119.3 ng/ml 

(106.1) 

15.3-682.3 

ng/ml 

AUC E1G .56 (.19) .22-1.05 .53 (.14) .24-.86 .58 (.18) .24-.87 

Unscaled 

PdG 

14,325.5 

pg/ml 

(19,333.5) 

412.3-

151,185.3 

pg/ml 

11,382.1 

pg/ml 

(14,399.1) 

576-146,175.4 

pg/ml 

19,545.2 

pg/ml (27, 

049.3) 

747.7-

244,832.4 

pg/ml 

AUC PdG .49 (.12) .26-.77 .50 (.14) .22-.81 .43 (.10) .25-.66 

Cycle 

length 

28.2 days 

(2.75) 

21-33 days 

27.5 days 

(3.6) 

20-38 days 

27.2 days 

(2.2) 

23-32 days 

Age 

34.1 years 

(8.2) 

19-46.4 

years 

32.3 years 

(8.3) 

19.1-45 years 

36.2 years 

(6.6) 

25-45 years 
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Results 

Hypothesis 1: Average sample cyclical pattern of cortisol across the menstrual cycle  

After scaling both cycle day and cortisol, there appears to be some menstrual cycle 

patterning of cortisol in the whole sample (Figure 4.1). There is a slight increase of cortisol 

during the very beginning of the follicular phase, a small spike right before ovulation, and an 

increase in the latter half of the luteal phase. If there was no average sample cyclical pattern of 

cortisol across the menstrual cycle then we would see a relatively straight line across the entire 

curve, however, we can see a noticeable pattern that partially resembles an average estrogen 

pattern, supporting our first hypothesis.   

 

 
Figure 4.1: Figures showing comparison of unscaled day and unscaled cortisol concentrations 

(1a), scaled day and unscaled cortisol concentrations (1b), and scaled day and scaled cortisol 

concentrations(1c). Individuals are aligned by ovulation (day 0). Red dots represent the first day 

of bleeding at the start and end of each cycle. 

 

 

Hypothesis 2: Within sample variation of menstrual cycle cortisol patterning 

Our geometric morphometric analysis of cortisol results in three significantly different 

phenotype groups, supporting our second hypothesis (Figure 4.3: group 1, in red, n=29; group 2, 

in green, n=27; group 3, in blue, n=23). Individuals were grouped based primarily on two PCAs 

that explained 25% of the variation and show clear clustering when visualized on an XY 

coordinate (Figure 4.2a) (for more information on PCA3 and onward, see supplemental). PCA 1 
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is namely differentiated by higher versus lower MMS cortisol values (Figure 4.2b) and PCA 2 is 

characterized by low follicular, high luteal, and not periovulatory spike versus high follicular, 

low luteal, and a periovulatory spike of MMS cortisol values (Figure 4.2c).  

 

 

Figure 4.2: PCA plot of scaled cortisol showing how individuals cluster across our two main 

PCAs (2a). Bar graph showing distribution of individuals across PC 1 and the most extreme 

phenotypes of PC 1 (2b). Bar graph showing distribution of individuals across PC 2 and the most 

extreme phenotypes of PC 2 (2c). 

 

Group 1 has larger, more variable spikes of cortisol across the cycle (Figure 4.3a). Group 

2 most closely resembles the overall sample average and likely drove much of that curve (Figure 

4.3b). Group 3 has a large spike at the very start of menses and an increase in the late luteal 

phase but is otherwise invariable through the cycle (Figure 4.3c). The main feature all three 

groups share is a slight spike right before ovulation. See supplemental for more detail on 

pairwise t test comparisons between cycle phases. 
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Figure 4.3: Unscaled (top) and scaled average (bottom) cortisol phenotypes of the three 

significant cortisol groupings.  

 

 

Figure 4.4: Figure 4a two-block partial least squares results comparing individual cortisol shape 

and individual E1G shape (r=.58, p>.05). Figure 4b shows average unscaled and scaled E1G 

shapes of each cortisol phenotype type.  
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Hypothesis 3: E1G shape and exposure across cortisol phenotype groups  

There was no significant association of E1G shape (Figure 4.4) nor were there any 

significant differences of E1G AUC between the three cortisol phenotype groups (Figure 4.5) 

and thus we are not able to reject our null hypothesis, that E1G shape or exposure will not vary 

across cortisol phenotype groups. However, there was a near significant result where group three 

had higher E1G exposure compared to the variable and the responsive (p=.12 for both group 1 

and group 2 comparisons).  

 

 

Figure 4.5: Box plot showing the E1G AUC values for group 1, 2, and 3. No significant 

differences, but group 3 has nearly significant increased E1G AUC (p=.12 for both group 1 and 

group 2 comparisons).  

 

Hypothesis 4: PdG shape and exposure across cortisol phenotype groups  

There is a significant correlation between individual PdG phenotypes and individual 

cortisol phenotypes (r=.64, p<.05, Figure 4.6a). Further, we see distinct PdG curves in each 

cortisol phenotype group (Figure 4.6b). Additionally, group three showed the highest AUC 
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values for unscaled PdG compared to groups one and two (p<.01, Figure 4.7). Also, group two 

had the lowest PdG, and was nearly significantly different from group three’s PdG (p=.1, Figure 

4.7). These results partially support our fourth hypothesis.  

 
Figure 4.6: Figure 6a two-block partial least squares results comparing individual cortisol shape 

and individual PdG shape (r=.64, p<.05). Figure 6b shows average unscaled and scaled PdG 

shapes of each cortisol phenotype type.  

 

 

Figure 4.7: Box plot showing the PDG AUC values for group 1, 2, and 3. Group 3 has 

significantly increased PDG AUC (p<.01) compared to both group 1 and group 2 comparisons. 
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Visualizing cortisol, E1G and PDG together 

Finally, when cortisol, E1G and PDG are graphed together, we can see that the 

responsive group has a convergence of cortisol, E1G and PdG just after ovulation, whereas the 

variable group is the least well matched, and the consistent group somewhere in between the two 

(Figure 4.8). In other words, this convergence represents that point at which E1G and cortisol are 

falling at the same time PDG is rising in responsive group.  

 

Figure 4.8: Average scaled curves of E1G, PdG and cortisol for each group. Group 1 (red) is the 

variable group, group 2 (green) is the responsive group, and group 3 (blue) is the consistent 

group.  

 

Discussion 

This study attempted to better explore cortisol variation across the menstrual cycle within a 

generally homogenous sample of spontaneously cycling Polish individuals. We conducted these 

analyses with the goals of accounting for several sampling issues and of testing the assumption 

that menstrual cycle effects are universal within a population. By utilizing a unique application 
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of geometric morphometrics and analyzing daily waking urinary samples across one full 

menstrual cycle, we provide evidence that menstrual cycle effects are unlikely to be universal. 

Our first hypothesis, that there is an average, overall cyclical sample shape to cortisol was 

supported, suggesting that there are menstrual cycle effects on cortisol. However, our second 

hypothesis, that there would be within sample variation of menstrual cycle cortisol patterning, 

was also supported and we found three statistically significant cortisol phenotype groups. Our 

third hypothesis, that E1G would be different across our cortisol phenotype groups was not 

supported with either of our analyses. However, our final hypothesis, that PdG would vary by 

cortisol phenotype was supported. We found that both individual cycle PdG shape was correlated 

with cortisol shape and overall PdG exposure was highest in the third group.  

 

Overall sample average cortisol shape 

Prior research on cortisol across the menstrual cycle has been very mixed. Some studies have 

found higher waking cortisol in the follicular phase (Hamidovic et al., 2020). Some studies have 

found no cycle phase differences (Ahn et al., 2011; Gröschl et al., 2001) and some have found 

only periovulatory cortisol to be higher with no other phase differences (Wolfram et al., 2011). 

The results for cortisol reactivity have been equally mixed (e.g. Andreano, Arjomandi, & Cahill, 

2008; Duchesne and Pruessner, 2013; Kirschbaum et al., 1999; Maki et al., 2015; Montero-

Lopez et al., 2018; Villada et al., 2017). The variable findings from past research could be due to 

either methodological issues, such as sampling frequency, and/or to menstrual cycle effects being 

highly variable between individuals. Our paper, with daily samples, novel aligning, and unique 

scaling techniques, helps to account for issues of sampling frequency and provides a much more 

fine-toothed exploration of cortisol across the menstrual cycle. With this, we can see that there is 
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an overall cyclical cortisol curve across the menstrual cycle. However, what this overall average 

obscured is even greater cyclical variation within our own sample. 

 

Three distinct cortisol phenotypes  

Within our own sample, we have identified three distinct menstrual cycle cortisol 

phenotypes. The first group appears to have the most cortisol variation, with large, inconsistent 

spikes across the entire menstrual cycle and a massive unscaled cortisol range. The second group 

has a distinct menstrual cycle pattern for both the unscaled and the scaled average shapes. This 

group follows a more typical menstrual pattern with a more noticeable mid cycle spike and 

shows clear elevation of cortisol during the follicular phase and a decrease in cortisol during the 

luteal phase. Though it looks like it has the highest MMS values and some variability in the 

MMS scaling, the third group has the most consistent cortisol concentrations across the 

menstrual cycle when we look at the unscaled data, except for the first few days of menses. The 

MMS scaling removes most variation due to amplitude so that we can more clearly see shape 

patterning. Thus, in groups with massive unscaled ranges, like the group 1, MMS values will 

appear lower, whereas groups with a smaller range, like group 3, will appear to have higher 

MMS values. This group also has the highest cortisol exposure of the three, though it is not 

significant (see supplemental). Interestingly, all groups were around the same size (n ranged 

from 23-29), suggesting that these groups are equally represented in this sample and likely 

representing meaningful phenotypes.  

The variation in cortisol phenotypes that we found within our homogenous sample of 

spontaneously cycling Polish individuals is important to describe, as it could be one of the 

potential reasons for the large amount of variation we see in the literature about cortisol and 
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cycle day effects. Additionally, most of the studies on menstrual cycle variation of cortisol are 

only able to take a few days of samples across a cycle. Depending on sampling frequency and 

timing of collection, this could have a large impact on results, especially if a sample consists of 

many variable individuals who have large increases and decreases of cortisol across the entire 

cycle.  

 

E1G and the cortisol phenotypes 

To explore other potential reasons for why we see this variation in cortisol phenotype and 

responsiveness to the menstrual cycle we asked whether ovarian hormones, namely estrogen and 

progesterone, might be associated with these phenotypes. Prior research on cortisol and estrogen 

has generally found that exogenous estrogen is associated with an increase in cortisol (Edwards 

& Mills, 2008; Hampson & Duff-Canning, 2016). However, another study of post-menopausal 

people found no difference of 24 hour urinary cortisol concentrations between the estrogen 

replacement group and the no replacement therapy group (Prinz et al., 2001). Our results follow 

this, as we found no relationships between estrogen and cortisol.  

A possible explanation for this finding is that estrogen, in contrast to cortisol, is less 

responsive. While there is evidence that estrogen concentrations are affected by ecological 

constraints (Ellison, 1990; Jasienska and Ellison, 1998; Vitzthum, 2009), developmental effects 

(Apter, Reinilä and Vihko, 1989), energetic stressors (De Souza and Williams, 2004; Williams et 

al., 2010), and psychosocial stressors (Allsworth et al., 2007), there is also evidence that estrogen 

is not related to or impacted by environmental and internal variables, like possible cortisol 

cyclicity. An alternate explanation could be that the effect of estrogen in our sample is too small 

to be seen in our sample size. While we did not see any significant correlation between estrogen 
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phenotypes and cortisol phenotypes, nor was estrogen exposure different across our cortisol 

groups, we do see a small spike in all three groups right before ovulation that corresponds with 

the estrogen spike. This qualitative assessment is supported by previous research (Wolfram et al., 

2011).  

 

PdG and the cortisol phenotypes  

In contrast to our estrogen results, PdG shape was correlated with cortisol shape and overall 

PdG exposure was highest in group 3. This is in line with some previous research which has 

found a positive association between progesterone and cortisol (Herrera et al., 2016; Wirth et al., 

2007), suggesting a relationship between the menstrual cycle cortisol curve and progesterone 

curve. However, our results are in the opposite expected direction, as group 3, which also had the 

lowest cortisol concentrations, had the highest concentrations of progesterone across the 

menstrual cycle. One explanation for these results is that progesterone, like cortisol, is an 

environmentally responsive hormone, meaning that it responds to sociocultural context, 

behavior, and life history events (e.g. Ellison et al., 1993; Ellison and Lager, 1986; Jasienska et 

al., 2017; Nunez-De La Mora, 2008; Warren, 1980). Other research has shown that progesterone 

is associated with decreased stress and anxiety in animal models (Frye and Walf, 2004; Picazo 

and Ferna, 1995), but with increased anxiety in human studies (e.g. Gonda et al., 2008; Nillni et 

al., 2012; Reynolds et al., 2018; van Veen et al., 2009). Additionally, the adrenals excrete 

progesterone in response to external stressors, like social stress tests (Childs et al., 2010; Gaffey 

and Wirth, 2014). Finally, progesterone concentrations can vary from cycle to cycle within the 

same person (Eisenlohr-Moul and Owens, 2020; Jasienska et al., 2017; Jasienska and Jasienski, 

2008). Since progesterone is so variable across the menstrual cycle, within and between 
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populations, and also across lived experiences, the relationship between progesterone and 

cortisol may also be population or lived experience specific. Despite this variability, our results 

suggest that the progesterone curve might account for more of the cortisol phenotype variation 

we are seeing across the menstrual cycle than estrogen.  

 

Limitations 

While these analyses provide a detailed description of cortisol across the entire menstrual 

cycle in this sample, there are some limitations. The first, is that these results are likely not 

applicable across different study designs or populations. While we show evidence refuting the 

assumption that menstrual cycle effects are universal or ubiquitous, this implies that studies of 

menstrual cycle effects are likely population or sample specific and thus our three phenotypes 

might not be replicated in other populations. Second, our study was conducted using daily 

morning urine samples and this type of waking cortisol is likely not representing the same thing 

as salivary waking cortisol. Salivary cortisol is a snapshot of current state and reflects diurnal 

activity whereas urinary cortisol is an average measure of cortisol exposure over the nighttime 

and since last urination (Jerjes et al., 2006; Sarkar et al., 2013), these results are likely not 

applicable to salivary or serum samples. Furthermore, there are other ways of measuring HPA 

axis function beyond baseline waking cortisol, for example diurnal cortisol curves and cortisol 

reactivity, and the results are not directly applicable to other measures of HPA axis function. 

Additionally, while our min/max scaling can be applied no matter the number or frequency of 

biomarker samples, the cycle day slide scaling requires multiple data points (Ehrlich et al., 

2022). Finally, an alternative explanation for our null results for estrogen could be that our 

sample is underpowered to identify any possible relationship. However, our three cortisol 
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phenotypes are equally represented in our sample of 76. The variable group has 29, the 

responsive group has 27, and the consistent group has 23 individuals, making these groupings 

relatively comparable. For both our two-block partial least squares (which tests total sample) and 

our pairwise t tests (which compares means between the three groups) we find null results, 

suggesting estrogen’s effect may be too small find in this sample.  

 

Implications  

Despite some limitations, there are multiple implications of this study. First, our fine-

grained analysis of cortisol across the menstrual cycle in a homogenous population demonstrates 

that menstrual cycle effects are not ubiquitous or universal in ovulating, spontaneously cycling, 

generally healthy individuals. This finding is likely accounting for much of the variation that we 

see in the literature about cortisol and menstrual cycle effects. Previous research by Erhlich et al., 

2022 has found that even the “normal” estrogen curve is not the majority phenotype when 

examining within-population shape, and our results further challenge the equating of normal, 

average, and healthy with each other. Additionally, these findings challenge the assumed power 

the menstrual cycle has on other bodily systems, as not all groups had the same cycle pattern in 

their cortisol concentrations, and none corresponded to E1G variation. While the menstrual cycle 

is certainly interacting with other bodily systems, there is significant individual variation, 

particularly when studying environmentally responsive biomarkers like estrogen, progesterone, 

and cortisol or behavior (for a review of literature on behavior and estrogen see Jordan-Young, 

2011).  

Finally, our results have methodological implications for future work on cortisol in 

spontaneously cycling individuals. While it is difficult to obtain daily measures of baseline 
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cortisol, our results suggest that researchers should attempt to make multiple collections during 

each phase (including, if possible, the early follicular, follicular, periovulatory, luteal and late 

luteal) across an entire menstrual cycle if trying to determine menstrual cycle effects. Collecting 

few samples across the entire follicular or the entire luteal phases may not be enough to reveal 

cyclical patterns. Additionally, for more typical biocultural studies looking at sociocultural or 

psychosocial variables and cortisol, it is likely important to control for the timing of cortisol 

collection in spontaneously cycling individuals, as researchers will likely not know whether or 

how these individuals’ cortisol concentrations might be interacting with their cycles.  

 

Conclusion 

In conclusion, we found evidence supporting an overall average cyclicity of cortisol 

across the menstrual cycle. However, this average obscured significant variation within our 

sample. When exploring cortisol phenotypes using GM methods, we found three distinct, unique 

cortisol curve patterns across the menstrual cycle in our sample. These findings challenge the 

typical assumption that spontaneously cycling individuals are impacted by the menstrual cycle in 

the same way and to the same extent. To better understand where this cortisol variation might be 

coming from, we further explored the possible relationship between the HPA and HPO axis. We 

did not find evidence to support E1G having a large effect on cortisol, but our results suggest that 

there is a correlation between cortisol shape and PdG shape and that a consistent cortisol shape 

may correspond to greater progesterone exposure across the menstrual cycle. Our paper also 

shows the utility of the GM scaling methods of both cycle day and hormone concentrations by 

creating a more complete image of hormones across the menstrual cycle and uncovering shape 

nuance that was otherwise obscured by large hormone ranges.  
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CHAPTER 5: CONCLUSION 

 

The overarching question of how gender is embodied necessarily involves bringing 

together a number of different, seemingly disparate and disconnected theoretical perspectives 

and methods of both sociocultural and biological disciplines. Though as many feminist and queer 

scholars have pointed out these two are not and have never been separate; science does not 

happen in a cultural vacuum and our sociocultural spheres do not operate separate from or 

regardless of our physical bodies (ex: Haraway, 1988; Harding, 1986; Oreskes, 2019; Pigg and 

Adams, 2005). While this dissertation on the surface is keeping the sociocultural and the 

biological separate for now, it has critically and carefully engaged with the theories and methods 

of each so that future researchers can access feminist, queer, trans theoretical frameworks and 

quantitative methodologies.  

By demonstrating the ways in which current biological anthropology discourse is still 

actively re/producing gender and sex in chapter 1, I hoped to bring awareness to the subtle ways 

that cis and heteronormativity are entrenched in our discipline and research. I conducted a 

qualitative textual analysis of the biological anthropology journals, the American Journal of 

Physical Anthropology and the American Journal of Human Biology, over the course of two and 

a half (January 2020-May 2022) years. I started my search by reading through the titles of each 

issue and selecting articles based on title that appeared to be conflating sex and gender, 

reproduced or tested sex and gender differences, reproduction, or where sex or gender might be 

connected to behavior. I then read the abstracts for each to better identify examples of gender 

essentialism, places where gender or sex appeared to be conflated or where gender was assumed 

from sex, places where intimate relationships were all positioned as heteronormative, and more. 
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Some examples of this language are: “sexual dimorphism; sex differences; sex estimation; 

reproduction; violence.” Finally, I more closely read a selection of 8 articles to use as examples 

in chapter 1. I identified 116 articles through my reading and 3 common themes: quantifying sex 

or gender difference; violence, victimhood, and other gendered behaviors; masculine versus 

feminine features and behaviors and reproduction. These themes are all tied together through a 

narrative of evolutionary theory and a subset specifically through reproduction. It’s important to 

note however, the research I engage within this chapter is not purposefully trying to create 

inequalities, erase variation, or uphold harmful cis and heteronormative systems but are instead 

trying to highlight previously missed variation.  These assumptions are woven into our training 

and methods and as such they can be hard to see. 

In chapter 2, I demonstrated that human biology research, regardless of the popular 

framework of the day, has historically been invested in this re/production of sex and gender in 

order to maintain oppressive systems of harm, like race. In this chapter, I defined and 

problematized embodiment and plasticity and reviewed how and why these concepts have been 

taken up in human biology research. Then, I examined the works of feminist, trans and queer 

scholars who have made the connection between embodiment, plasticity and the creation of 

Western binarized sex and gender. Related to this, I showed that the re/production of a sex and 

gender binary is entwined with the justification of racial hierarchies through plasticity and 

embodiment. I ended with recommendations and possible pathways forward for embodiment and 

plasticity research in human biology. Through this analysis, I invited human biologists to more 

critically engage with their own research.  

The second half of my dissertation was more quantitative. In it, I described in detail the 

biological variation of cortisol and C-reactive protein. First, in chapter 3, I explored menstrual 
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cycle CRP variation in two geographically diverse samples of Polish and Polish American 

individuals. I found that CRP variation is population specific and may not change across the 

menstrual cycle depending on sample. Additionally, CRP may be elevated during the first few 

days of menstrual bleeding in other groups. Next, in chapter 4, I explored whether menstrual 

cycle effects on cortisol are consistent within a homogenous population, and a potential source of 

menstrual cycle cortisol variation, hypothalamic-pituitary-ovarian axis function. I found that 

individuals’ cycles appear to differentially impact cortisol curves across a cycle, with some 

showing very little cyclicity and others showing stronger cyclicity. Furthermore, E1G is not 

related to cortisol variation, but there is evidence PdG is.   

I hope this research will help future scholars better incorporate biological variation from 

internal effects (i.e. accounting for menstrual cycle variation of cortisol and C-reactive protein in 

a population that has a diverse range of bodies) and tease apart variation from external effects, 

like my primary interest, gender and gendered lived experiences. Additionally, it is vital to 

acknowledge that different bodies experience and respond to external effects differently. 

Previous research on sex and gender suggests that there is a connection between our sex and 

gender lived experiences and our biological outcomes (ex: Fausto-Sterling et al., 2012; Gettler et 

al., 2013; Gettler et al., 2011; Joel et al. 2015; Kuzawa et al., 2010; van Anders et al., 2012), 

however each person has a different body and a unique way of being. Variation in biological 

embodiment due to the hypothalamic-pituitary-ovarian axis or menstrual cycle variation is 

important to describe and identify so studies of gender and biological embodiment can be as 

inclusive as possible. 

Finally, these analyses provide an example of how human biologists can conduct 

quantitative research in a way that tries to not uncritically re/produce gender and sex. While 
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chapters 3 and 4 were written in a way that followed the strict scientific research paper format 

and used language common to quantitative analysis there were important omissions. In neither of 

the chapters did I use the following words or concepts: evolution, adaptation, reproduction, 

female, woman, or sex. Instead, I very specifically used and defined the sources of variation I 

was actually exploring, the HPO axis and the menstrual cycle. Additionally, I maintained gender 

inclusive language throughout the articles. I also did not engage with or make any assumptions 

about a priori sorting of individuals within my populations and utilized statistical methods that 

are not about “proving” difference of distributions between groups or showing a group is more 

different from the norm than the other. Instead, I explored within population variation to show 

how there is ample difference in C-reactive protein and cortisol across the menstrual cycle, and 

that there is likely no “normal” menstrual cycle pattern of these biomarkers. While subtle and 

done in a way that may not be obvious at first glance, I have attempted to not re/produce cis and 

heteronormativity in these ways. 

 

Future directions 

This dissertation was intended to be the first steps of a longitudinal and biocultural 

project on gender. While the information and research I conducted could hopefully still be used 

in a capacity that challenges sex and gender binaries and systems of oppression, I will not be able 

to carry on this work. Potential applications of my research, particularly chapters 1 and 2 could 

be, could be hopefully used more broadly in classroom applications. I believe that learning early 

in training that our science is not unbiased and in fact, intentionally or not, can re/produce the 

harmful systems many of us wish to dismantle. Chapters 3 and 4 I hope will provide future 

researchers with examples of how to conduct human biology research that doesn’t seek to 
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binarize, bin, or differentiate between people in ways that come from harmful assumptions. 

Additionally, I hope they provide insight into which biomarkers might be most appropriate for 

studies that will include diverse bodies, sexes, and genders and how to best interpret results when 

no biomarker is truly separate from any other variable, internal or otherwise.    

This dissertation began with the question how is the particular identity and experience of 

gender embodied? In order to address this, I had to first situate my disciplinary training and 

methods within the larger historical and sociocultural context through which we move. Next, I 

needed to deeply explore the potential variation common biomarkers of embodiment so that 

future research could be better designed, analyzed and interpreted. Through attending to both the 

interwoven cultural and biological aspects of potential embodiment I hope to challenge the 

typical analytical framework of biological anthropology, particularly in the context of continued 

binarizing of sex and gender. 
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APPENDIX A 

IRB APPROVAL LETTER FOR CHAPTERS 3 AND 4 
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APPENDIX B 

CHAPTER 1 TEXTUAL ANALYSIS RESULTS 

The file “Wilson_Dissertation_AppendixB_Spring2023.docx” contains the results of textual 

analysis of American Journal of Human Biology and American Journal of Biological 

Anthropology. 
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APPENDIX C 

CHAPTER 3 SUPPLEMENTAL MATERIALS 

 

Inter and Intra assay CVs 

Laboratory Protocol: We measured multiple hormones over the course of each participant’s 

menstrual cycle using two types of Quansys multiplex enzyme linked immunosorbent assays 

(ELISA). Hormone data was generated for samples collected in Poland and the United States 

during the 2014-2017 field seasons. The measured hormones in this analysis included: the 

urinary estradiol metabolite (estrone-3-glucuronide, E1G), C-reactive protein (CRP), and urinary 

progesterone metabolite (pregnanediol glucuronide, PdG). All hormones except PdG were run on 

a custom Quansys 8-Plex ELISA or 9-Plex ELISA, and PdG was run individually on a 1-plex 

Quansys ELISA. All samples were run in duplicate. 

140 total ELISA plates were run for the PdG assay, ninety-five ELISA plates were run for the 9-

Plex, and forty-four ELISA plates were run for the 8-Plex. The intra- and inter- assay variation 

for each measured hormones was calculated. The intra-assay variation was as follows: E1G 

(8.83%), CRP (6.51%), and PdG (31%). The inter-assay variation is located in Tables C.1 and 

C.2. While the inter-assay variation is high, it is within the range typically seen in multiplex 

assays (Chowdhury et al., 2009; Bastarache et al., 2011). Further, for analytes with extremely 

low concentrations in the control, the CV is inflated due to comparing trace amounts (presence) 

to zero (absence).  
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 CNTL_A CNTL_B CNTL_C CNTL_D CNTL_E 

Batch Number 

(n plates) 3 (10) 

2 (34), 3 

(76) 3 (88) 3 (88) 

1 (104), 2 

(76) 

E1G_CV 39.01 28.02 22.28 22.93 35.53 

CRP_CV 25.26 40.90 48.23 60.59 19.16 

Table C.1: The CV for each control for each analyte run on the custom 8 or 9 Plex is displayed 

here. Note that some controls were run across batches, and multiple controls were present on a 

single plate. All assays run by same technician.  

  
CNTL

1 

CNTL2 CNTL3 CNTL4 H1to1 H1to10 L1to1 L1to10 CNTL7 CNTL8 CNTL9 CNTL1

0 

Tech: MPR MPR MPR MPR MAW MAW MAW MAW MAW MAW MAW MAW 

Batch 

Numbers 
(n) 

1 (11) 47 2 (18) 2 (12) 2 (3) 2 (10) 2 (13) 2 (23) 2 (0) 2 (6) 2 (1) 2 (17) 

PdG_CV 41.36 28.37 18.67 35.85 66.35 30.34 21.2 29.82 NA 19.5 NA 26.71 

Table C.2: The CV for each control for PdG is displayed here. Note that some controls were run 

across batches, and multiple controls were present on a single plate. The NA represents if the 

analyte was not present in that particular control.   

 

 

LMMs and Cycle phase unscaled results for Polish and Polish American analysis 

 

Model #  cAIC  

Model 0 Raw CRP ~ 1+ (1|id) 22,456.8 

Model 1 Raw CRP ~ menses + (1|id) 22,458.4 

Model 2 Raw CRP ~ menses + cycle day + (1|id) 22,459.8 

*Model 3 Raw CRP ~ menses + cycle day + scaled E1G + (1|id) 22,453.6 

Model 4 Raw CRP ~ menses + cycle day + scaled E1G + scaled PdG + 

(1|id) 

22,454.1 

Model 5 Raw CRP ~ menses + cycle day + scaled E1G + scaled PdG + age 

+ (1|id) 

22,454.2 

Model 6 Raw CRP ~ menses + cycle day + scaled E1G + scaled PdG + age 

+ body fat % (1|id) 

22,454.2 

Model 7 Raw CRP ~ menses + cycle day + scaled E1G + scaled PdG + age 

+ body fat % + waist to hip ratio + (1|id) 

22,454.2 

Table C.3: cAIC results for Polish unscaled CRP models. *model chosen by cAIC. 
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Model #  cAIC  

Model 0 Raw CRP ~ 1+ (1|id) 5704.7 

Model 1 Raw CRP ~ menses + (1|id) 5692.8 

Model 2 Raw CRP ~ menses + cycle day + (1|id) 5693.6 

Model 3 Raw CRP ~ menses + cycle day + scaled E1G + (1|id) 5679.5 

*Model 4 Raw CRP ~ menses + cycle day + scaled E1G + scaled PdG + (1|id) 5678.6 

Model 5 Raw CRP ~ menses + cycle day + scaled E1G + scaled PdG + age + 

(1|id) 

5678.7 

Model 6 Raw CRP ~ menses + cycle day + scaled E1G + scaled PdG + age + 

body fat % (1|id) 

5678.9 

Model 7 Raw CRP ~ menses + cycle day + scaled E1G + scaled PdG + age + 

body fat % + waist to hip ratio + (1|id) 

5679.0 

Table C.4: cAIC results for Polish American unscaled CRP models. *model chosen by cAIC. 

 

 Estimate Std. error t value 95% CI r2beta 

Intercept 234.7 19.1 12.3 197.1 – 272.2 .005 (full 

model) 

menses -9.5 6.5 -1.5 -22.2 - 3.2 .001 

Scaled day 2.0 3.1 .6 -4.1 - 8.1 .000 

Scaled E1G 17.9 6.4 2.8 5.3 - 30.4 .004 

Table C.5: LMM results for the Polish unscaled CRP model 3. 

 

 Estimate Std. error t value 95% CI r2beta 

Intercept 223.3 6.5 34.3 210.6 – 236.0 .051 (full 

model) 

menses -22.9 5.0 -4.5 -32.7 – -13.0  .031 

Scaled day 4.9 3.1 1.6 -1.05 – 10.94  .004 

Scaled E1G 20.5 5.2 3.9 10.25 – 30.7  .026 

Scaled PdG -10.1 5.9 -1.7 -21.6 – 1.33  .005 

Table C.6: LMM results for the Polish American unscaled CRP model 4. 
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Figure C.1: Box plots of Polish unscaled CRP by cycle phase. No significant differences were 

found.  

 

 
Figure C.2: Boxplot of Polish unscaled CRP between active bleeding (menses) and no active 

bleeding. No significant differences were found.  
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Figure C.3: Box plots of Polish American unscaled CRP by cycle phase. No significant 

differences were found.  

 

 
Figure C.4: Box plots of Polish American unscaled CRP comparing the first three days of 

menses (median=212(ng/ml)) with the rest of the cycle (median = 201(ng/ml)). A Kruskal-

Wallace test showed significant group difference (p<.001).  
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 Polish unscaled 

CRP 

concentrations 

(ng/ml) 

Polish American 

unscaled CRP 

concentrations 

(ng/ml) 

Early follicular 167 204 

Follicular 174 203 

Periovulatory 170 200 

Luteal 163 194 

Late luteal 166 205 

First three days 

of menses 

152 212^ 

Rest of the cycle  169 201^ 

Table C.7: The median unscaled CRP values for the Polish and Polish American samples. 

*denotes significant difference by Kruskal-Wallace (p<.01).  

 

 

Exploring age as a possible source of CRP phenotype variation 

 

The same analyses were conducted on the entire sample set (polish and polish American 

combined) after splitting into a younger and older group. The younger group and older group 

were determined by averaging total sample (mean= 32, n=98) age and individuals younger than 

32 years were assigned the younger group and individuals older than 32 were assigned the older 

group. We found no cycle effects or cycle phase differences in both groups. Below are the 

average line graphs and boxplots for the age analysis.  

 

 
Figure C.5: The scaled and unscaled CRP average cycle shape for the younger group (<32 

years).  
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Figure C.6: The scaled and unscaled CRP average cycle shape for the older group (<32 years).  

 

 
Figure C.7: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by cycle phase of the young group. There were no significant differences.  

 

 
Figure C.8: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by cycle phase of the older group. There were no significant differences. 
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Figure C.9: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by first three days of menses and the remainder of the cycle of the younger group. There were no 

significant differences. 

 

 
Figure C.10: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by first three days of menses and the remainder of the cycle of the older group. There were no 

significant differences. 

 

 Young age 

group 

unscaled CRP 

Young age 

group scaled 

CRP  

Old age group 

unscaled CRP 

Old age group 

scaled CRP 

Early follicular 196 .371 189 .367 

Follicular 195 .359 178 .330 

Periovulatory 191 .319 176 .333 

Luteal 188 .317 173 .343 

Late luteal 193 .371 173 .313 

First three days of 

menses 

199 .381 177 .388 

Rest of the cycle  192 .346 176 .330 

Table C.8: The median unscaled and scaled CRP values for the young and older groups. There 

were no significant differences.  
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Exploring body fat percentage as a possible source of CRP phenotype variation 

 

The same analyses were conducted on the entire sample set (polish and polish American 

combined) after splitting into a low body fat (n=14), average body fat (n=33), and high body fat 

(n=51). Groups were determined by using the American Journal of Clinical Nutrition cut offs for 

low (<21%), average (21-32%), and high body fat (>32%) percentage for individuals assigned 

female at birth. While the average body fat group had the lowest CRP concentrations (for the 

unscaled analyses) compared to the low and high (p<.01), we found no cycle effects or cycle 

phase differences in any of the groups, except when comparing scaled CRP between the 

beginning of menses and the remainder of menses of the low body fat group (p<.05). However, 

this relationship is no longer significant after removing the Polish American individuals (n=4) 

from the low body fat group, suggesting the difference is driven by population. Below are the 

average line graphs and boxplots for the body fat analyses.  

 

 
Figure C.11: The scaled and unscaled CRP average cycle shape for the low body fat percentage 

group (< 21%).  
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Figure C.12: The scaled and unscaled CRP average cycle shape for the average body fat 

percentage group (21% - 32%).  

 

 
Figure C.13: The scaled and unscaled CRP average cycle shape for the high body fat percentage 

group (>32%).  

 

 
Figure C.14: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by cycle phase of the low body fat group. There were no significant differences.  
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Figure C.15: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by cycle phase of the average body fat group. There were no significant differences.  

 

 
Figure C.16: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by cycle phase of the high body fat group. There were no significant differences.  

 

 
Figure C.17: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by first three days of menses and the remainder of the cycle of the low body fat group. The first 

three days of menses was significantly higher than the remainder of the cycle in this analysis 

(p<.05). 
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Figure C.18: The scaled CRP box plots comparing CRP concentration distributions by first three 

days of menses and the remainder of the cycle of the low body fat group (n=14) and the low 

body fat group, Polish only (n=10). The first three days of menses was significantly higher than 

the remainder of the cycle in this analysis for the combined sample (p<.05) but is no longer 

significant after removing Polish American individuals. 

 

 
Figure C.19: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by first three days of menses and the remainder of the cycle of the average body fat group. There 

are no significant differences. 

 

 
Figure C.20: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by first three days of menses and the remainder of the cycle of the high body fat group. There 

were no significant differences 
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 Low body 

fat unscaled 

CRP 

Low body 

fat scaled 

CRP  

Average 

body fat 

unscaled 

CRP 

Average 

body fat 

scaled CRP 

High 

body fat 

unscaled 

CRP 

High 

body fat 

scaled 

CRP 

Early 

follicular 

203 .372 189 .387 198 .362 

Follicular 205 .358 185 .352 194 .322 

Periovulatory 186 .288 175 .318 194 .363 

Luteal 184 .350 173 .317 192 .392 

Late luteal 191 .368 176 .331 199 .337 

First three 

days of 

menses 

219 .436* 189 .388 195 .364 

Rest of the 

cycle  

190 .333* 180 .334 195 .347 

Table C.9: The median unscaled and scaled CRP values for the low, average, and high groups. * 

denotes significant differences by Kruskall-Wallace.  

 

 

Exploring waist to hip ratio as a possible source of CRP phenotype variation 

 

The same analyses were conducted on the entire sample set (polish and polish American 

combined) after splitting into a low waist to hip ratio (n=71) and moderate/high waist to hip ratio 

(n=27). Groups were determined by using the World Health Organization cut offs for low and 

moderate/ high waist to hip ratios for individuals assigned female at birth (ratio <.80 assigned to 

the low). While the low waist to hip ratio group (median = 193.7 ng/ml) had higher CRP 

concentrations for the unscaled analyses compared to the moderate (median = 164.1ng/ml, 

p<.01), we found no cycle effects or cycle phase differences in any of the groups. Below are the 

average line graphs and boxplots for the waist to hip ratio analyses.  

 

 
Figure C.21: The scaled and unscaled CRP average cycle shape for the low waist to hip ratio 

group (<.8).  
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Figure C.22: The scaled and unscaled CRP average cycle shape for the moderate waist to hip 

ratio group (>.8).  

 

 
Figure C.23: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by cycle phase of the low waist to hip ratio group. There were no significant differences.  

 

 
Figure C.24: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by cycle phase of the moderate to high waist to hip ratio group. There were no significant 

differences.  
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Figure C.25: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by first three days of menses and the remainder of the cycle of the low waist to hip ratio group. 

There are no significant differences. 

 

 
Figure C.26: The unscaled and scaled CRP box plots comparing CRP concentration distributions 

by first three days of menses and the remainder of the cycle of the moderate to high waist to hip 

ratio group. There are no significant differences. 

 

 Low waist 2 

hip ratio 

unscaled CRP 

Low waist to 

hip ratio scaled 

CRP  

Moderate or 

high waist to 

hip ratio CRP 

Moderate or 

high waist to 

hip ratio CRP 

Early follicular 198 .368 164 .378 

Follicular 194 .342 164 .341 

Periovulatory 193 .329 165 .334 

Luteal 188 .333 158 .341 

Late luteal 193 .355 165 .309 

First three 

days of menses 

199 .381 160 .397 

Rest of the 

cycle  

193 .337 165 .330 

Table C.10: The median unscaled and scaled CRP values for the low waist to hip ratio and the 

moderate/high waist to hip ratio groups. There were no significant differences.  
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Analysis of data missingness 

 

 
Figure C.27: Distribution of number of missing data points by cycle day  

 

 
Figure C.28: PCA analysis of how we actually quantify shape variation. The distribution of this 

plot shows that individuals with no missing (green) cover the same range as those with missing 

data (yellow missing 1, orange missing 2, red missing 3 days, dark red 5+) and while a few 

individuals extend just past the range of the no-missing, it is not a significant difference. 
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Analyses with both samples combined 

 

 
Figure C.29: The scaled and unscaled CRP average cycle shape for combined sample of Polish 

and Polish American. 

 

 

 
Figure C.30: cAIC results and linear mixed models for combined sample. Model 4 had the 

lowest cAIC.  
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Figure C.31: Summary results of model 4.  

 

 
Figure C.32: r2Beta values for model 4.  

 

 
Figure C.33: 95% confidence intervals for variables in model 4. 
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Figure C.34: Box plot of combined sample showing medium and distribution of CRP for each 

cycle phase. 

 

 
Figure C.35: Kruskal-Wallis results for combined sample comparing CRP concentrations across 

cycle phases. No significant differences found.  
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Figure C.36: Box plot of combined sample showing medium and distribution of CRP for first 

three days of menses (yes) and reminder of cycle (no). 

 

 
Figure C.37: Kruskal-Wallis results for combined sample comparing CRP concentrations for first 

three days of menses (yes) and reminder of cycle (no). No significant differences found.   
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APPENDIX D  

 

CHAPTER 3 R code  

 

The file “Wilson_Dissertation_AppendixD_Spring2023.R” contains all the code written for the 

analyses for chapter 3.  
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APPENDIX E  

 

CHAPTER 4 SUPPLEMENTAL MATERIALS 

 

Inter and Intra assay CVs 

Laboratory Protocol: We measured multiple hormones over the course of each participant’s 

menstrual cycle using two types of Quansys multiplex enzyme linked immunosorbent assays 

(ELISA). Hormone data was generated for samples collected in Poland and the United States 

during the 2014-2017 field seasons. The measured hormones in this analysis included: the 

urinary estradiol metabolite (estrone-3-glucuronide, E1G), cortisol, and urinary progesterone 

metabolite (pregnanediol glucuronide, PdG). All hormones except PdG were run on a custom 

Quansys 8-Plex ELISA or 9-Plex ELISA, and PdG was run individually on a 1-plex Quansys 

ELISA. All samples were run in duplicate. 

140 total ELISA plates were run for the PdG assay, ninety-five ELISA plates were run for the 9-

Plex, and forty-four ELISA plates were run for the 8-Plex. The intra- and inter- assay variation 

for each measured hormones was calculated. The intra-assay variation was as follows: E1G 

(8.83%), cortisol (9.53%), and PdG (31%). The inter-assay variation is located in Tables D.1 and 

D.2. While the inter-assay variation is high, it is within the range typically seen in multiplex 

assays (Chowdhury et al., 2009; Bastarache et al., 2011). Further, for analytes with extremely 

low concentrations in the control, the CV is inflated due to comparing trace amounts (presence) 

to zero (absence).  

 CNTL_A CNTL_B CNTL_C CNTL_D CNTL_E 

Batch Number 

(n plates) 3 (10) 

2 (34), 3 

(76) 3 (88) 3 (88) 

1 (104), 2 

(76) 

E1G_CV 39.01 28.02 22.28 22.93 35.53 

Cortisol_CV 24.42 17.47 18.56 21.15 24.93 

Table D.1: The CV for each control for each analyte run on the custom 8 or 9 Plex is displayed 

here. Note that some controls were run across batches, and multiple controls were present on a 

single plate. All assays run by same technician.  
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CNTL

1 

CNTL2 CNTL3 CNTL4 H1to1 H1to10 L1to1 L1to10 CNTL7 CNTL8 CNTL9 CNTL1

0 

Tech: MPR MPR MPR MPR MAW MAW MAW MAW MAW MAW MAW MAW 

Batch 

Numbers 
(n) 

1 (11) 47 2 (18) 2 (12) 2 (3) 2 (10) 2 (13) 2 (23) 2 (0) 2 (6) 2 (1) 2 (17) 

PdG_CV 41.36 28.37 18.67 35.85 66.35 30.34 21.2 29.82 NA 19.5 NA 26.71 

Table D.2: The CV for each control for PdG is displayed here. Note that some controls were run 

across batches, and multiple controls were present on a single plate. The NA represents if the 

analyte was not present in that particular control.   

 

 

Additional PCA shapes. 

 

Figure D.1: PC shapes of PCs 1-9. These PCs account for a total of 62% of the variation  
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Figure D.1. (cont.). 
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Figure D.2: Cortisol AUC difference by phenotype group, pairwise t-tests not significant, p=.87 

for all groups 

 

Average cortisol difference by cycle phase 

 

 
Figure D.3: Whole sample group average scaled cortisol values by cycle phase. Pairwise t-tests 

conducted. Distinctly different cortisol pattern emerges. 
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Figure D.4: Variable group average scaled cortisol by cycle phase, pairwise t-tests conducted. 

Only late luteal had significantly higher cortisol.  
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Figure D.5: Responsive group average scaled cortisol values by cycle phase. Pairwise t-tests 

conducted. Distinctly different cortisol pattern emerges. 

 

 
Figure D.6: Consistent group average scaled cortisol values by cycle phase. Pairwise t-tests 

conducted. Distinctly different cortisol pattern emerges. 
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Cortisol phenotypes by daily stress measures 

 

We conducted pls regression to test whether daily stress measurement across the cycle differed 

by phenotype group. Results were non significant (p=.4) but there is a slight pattern emerging 

especially in the variable group.  

 

 
Figure D.7: Partial least squared regression to test whether daily stress measurement across the 

cycle differed by phenotype group. Results were non significant (p=.4) but there is a slight 

pattern emerging especially in the variable group. 
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Age distributions by phenotype 

 

Age distributions were not significantly different by. However, below are histograms of age 

distribution for each phenotype and boxplots showing age for each phenotype.  

 

 
Figure D.8: Histograms of age distribution for each phenotype and boxplots showing age for 

each phenotype. 
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Figure D.9: Pairwise t-test results and box plot of age for each phenogroup. No significant 

differences were found.  
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Analysis of data missingness 

 

 
Figure D.10: Distribution of number of missing data points by cycle day.  

 

 
Figure D.11: PCA analysis of how we actually quantify shape variation. The distribution of this 

plot shows that individuals with no missing (green) cover the same range as those with missing 

data (yellow missing 1, orange missing 2, red missing 3 days, dark red 5+) and while a few 

individuals extend just past the range of the no-missing, it is not a significant difference.  
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APPENDIX F  

 

CHAPTER 4 R code  

 

The file “Wilson_Dissertation_AppendixF_Spring2023.Rmd” contains all the code written for 

the analyses for chapter 4.  
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