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Conference Summary

The University of Illinois at Urbana Champaign is proud to release the iPRES 2023 proceedings on World Digital Preservation Day. We hope you find them profitable and useful for your work.

Doing so is a fitting capstone to the community effort that underpins digital preservation work so evident during the iPRES 2023 meeting, held from September 19 - 22, 2023. As conference co-chair, along with Tracy Seneca, I can truly say that organizing the conference was THE highlight of my professional career to date. The sense of welcome, collegiality, rigor, and fun that the entire conference planning team—our program committee, local organizers, peer reviewers, and supporters—brought to the table, was truly extraordinary and inspiring!

If our conference theme—Digital Preservation in Disruptive Times—implied that our field was seeing some stress, this was far from evident, judging by the sense of camaraderie we exemplified in our interactions, both on site in Champaign-Urbana, Illinois, and online in our hybrid environment.

As you will see when you read the Proceedings, our contributors provided many new and original insights, around our five conference themes (All Together Now, Digital Accessibility, Inclusion and Diversity, From Theory to Practice, Immersive Information and Sustainability).
I hope you will read the proceedings cover to cover, although we certainly understand that you can also dip into just those papers of interest. For this reason, we are providing both a PDF of the entire proceedings and access to individual articles, through the University of Illinois Institutional Repository, IDEALS. Videos of many sessions are also available here.

I am eager to point out that Illinois could not—indeed did not—do this alone. We were fortunate to build on the excellent work and leadership provided by the iPRES Steering Committee, as well as the excellent example set by our Scottish predecessors, and that over 300 on site registrants and over 200 online registrants attended iPRES 2023. We were perhaps most grateful that 14 scholarship recipients attended in person, and three remotely. In addition, we were able to waive registration fees entirely for all attendees who indicated that they were self funded. This was all due to the generosity of our sponsors and academic partners, noted elsewhere in the proceedings. They contributed over $130,000 of direct financial support to the iPRES community.

On a personal note, I am proud to say that iPRES gives a feeling of home. I love being part of this community. It spans many areas of practice, and each year brings both a set of familiar and new faces.

As I look forward to iPRES 2024 in Ghent, I hope you will also join me in raising a virtual glass to the role that iPRES plays in fostering an expansive and expanding community of international experts dedicated to celebrating all things digital preservation!

-Chris Prom, General Co-Chair

Keynotes

Sherry Williams

Sherry Williams was born and raised on the south side of Chicago in the Englewood Community. She is Founder and President of the Bronzeville / Black Chicagoan Historical Society and a graduate of the University of Illinois School of Information Science.

Williams led African American cultural programs at the Pullman State Historic Site on the Senator Stephen A. Douglas Tomb Site and Monument Park grounds from 2007-2017. In 2009, Williams was voted Vice President of the Pullman Civic Organization. She also served as a board member of the Chicago Cultural Alliance, from 2000-2005.

She is an active member of the Afro American Genealogical and Historical Society (Chicago Chapter); a board member of the Bronzeville Trail Task Force, Inc.; a board member of Chicago Coalition of Park Advisory Councils; an advisory member of Illinois State Historical Society; a former commissioner of the Amistad Commission of the State of Illinois (2010-2012); an institutional member of the Chicago Cultural Alliance; a partner
institution of Choose Chicago; and a board secretary of the Burnham Park Advisory Council.

Williams was the opening keynote for iPRES 2023, “Sherry Williams: A Conversation with Sherry Williams about Community-focused Digital Preservation”. The recording of the presentation is available for viewing here: https://mediaspace.illinois.edu/media/t/1_54n5155o/320674362.

Dr. Ricardo Punzalan

Dr. Ricardo L. Punzalan, associate professor at the University of Michigan School of Information, is a scholar of archives and digital curation. He studies community access and use of anthropological data in archives, as well as the digitization of ethnographic records held in libraries, archives, and museums. His research has established and shaped practices of virtual reunification and digital repatriation of cultural heritage collections. To do this work, he designs and carries out community-based, participatory research projects, which incorporate the perspectives of cultural heritage stakeholders beyond academic researchers. His scholarship has brought to the fore the critical challenges faced by underserved and Indigenous communities and has created dialogs between communities and cultural institutions. He
co-directs ReConnect/ReCollect: Reparative Connections to Philippine Collections at the University of Michigan, a project that develops the framework for, and the practice of, reparative work for Philippine collections acquired by the university during the US colonial period. He is currently co-chair of the Archival Repatriation Committee of the Society of American Archivists and on the Board of Trustees of the Library of Congress American Folklife Center. He was recently inducted as a Fellow of the Society of American Archivists.

Punzalan was the second keynote and presented “Reciprocity, Reparative Actions, and Decolonial Work”. The recording of the presentation is available for viewing here: https://mediaspace.illinois.edu/media/t/1_02alt5dq/320674362.

**Quinn Dombrowski**

Quinn Dombrowski is the Academic Technology Specialist in the Division of Literatures, Cultures, and Languages, and in the Library, at Stanford University. Prior to coming to Stanford in 2018, Quinn’s many digital humanities adventures included supporting the high-performance computing cluster at UC Berkeley, running a tool directory with support from the Mellon Foundation, writing books on Drupal for Humanists and University of Chicago library graffiti, and working on the program staff of Project Bamboo, a failed digital humanities cyberinfrastructure initiative.

Quinn has a BA/MA in Slavic Linguistics from the University of Chicago, and an MLIS from the University of Illinois at Urbana-Champaign. Since coming to Stanford, Quinn has supported numerous non-English digital humanities projects, started a Textile Makerspace, developed a tabletop roleplaying game to teach DH project management, explored trends in multilingual fanfic, and started the Data-Sitters Club, a feminist digital humanities pedagogy and research group focused on Ann M. Martin’s 90’s girls series “The Baby-Sitters Club”. A co-founder of Saving Ukrainian Cultural Heritage Online (SUCHO), Quinn has been working to preserve and augment Ukrainian digital cultural heritage since Russia’s invasion in February 2022. Quinn also serves as co-President of the Association for Computers and the Humanities, the US-based professional association for digital humanities.

Dombrowski closed the conference with “Takes All Kinds: Grassroots Digital Preservation in a Crisis and Beyond.” The recording of the presentation is available for viewing here: https://mediaspace.illinois.edu/media/t/1_zw8wby37/320674362.

**Peer Reviewed Program**

The conference program included sessions of paper presentations, panels, posters and bake-off demonstrations, preceded by workshops and tutorials.
The conference program consisted of up to five concurrent sessions each day. Mostly all sessions were streamed live and made available to online delegates, apart from a portion of the ad-hoc program. The recordings were available to delegates on the platform and will be available under mostly open access thereafter.

Tuesday involved Workshops and Tutorials with a welcome reception at Memorial Stadium. Tuesday opened with a keynote speaker followed by concurrent strands in sessions of 90 minutes. On Wednesday and Thursday, the order was reversed with the keynotes happening at the end of the day. A session was dedicated to Posters on Thursday; and ad-hoc activities including Games and the Bake Off carried on throughout the conference.

Following a peer review process iPRES 2023 accepted a total of 77 submissions (a breakdown is provided below).

<table>
<thead>
<tr>
<th>Contribution Type</th>
<th>Number of Submissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long Papers</td>
<td>15</td>
</tr>
<tr>
<td>Short Papers</td>
<td>30</td>
</tr>
<tr>
<td>Panels</td>
<td>11</td>
</tr>
<tr>
<td>Workshops &amp; Tutorials</td>
<td>12</td>
</tr>
<tr>
<td>Posters</td>
<td>9</td>
</tr>
</tbody>
</table>

**Ad-Hoc Program**

In addition to the peer reviewed program, iPRES 2023 also had a non-peer reviewed program which included lightning talks, games, and birds of a feather sessions taking place throughout the conference. Following a lightweight review process the Ad-Hoc program accepted 72 submissions (a breakdown is provided below).

<table>
<thead>
<tr>
<th>Contribution Type</th>
<th>Number of Submissions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bake-Off</td>
<td>11</td>
</tr>
<tr>
<td>Lightning Talks</td>
<td>31</td>
</tr>
<tr>
<td>Games</td>
<td>6</td>
</tr>
<tr>
<td>Birds of a Feather</td>
<td>7</td>
</tr>
<tr>
<td>Virtual Site Visits</td>
<td>17</td>
</tr>
</tbody>
</table>

**Social Program**

On Tuesday evening, the University of Illinois was pleased to host a welcome reception, sharing the flavor of a BigTen University campus with our delegates, with hors d'oeuvres and drinks served at the Colonnades Club, in the University of Illinois Memorial Stadium. University Provost John Coleman welcomed us to campus and was presented with a gift: A Champaign Urbana farmers hat. And the group was treated to a performance by the Marching Illini. Resonant tones from the brass section and drums filled the stadium, while the fall light filtered in the stadium, making for truly impressive video opportunities, as well as numerous selfies.

On Wednesday, all delegates were invited to the conference dinner, which is a special iPRES tradition. Taking a short bus ride,
Delegates arrived at a local event venue, Carmon's. After being handed a special treat from an antique popcorn car, delegates entered the venue: A former train shed, renovated from the days when Interurban streetcars connected the twin cities to outlying areas. With apple time for socializing and drinks (sponsored by Clarivate Ex Libris, delegates also enjoyed a buffet-style dinner. The evening concluded with a special performance by 90's Daughter, Champaign-Urbana's premier cover band. Delegates shed the inhibitions (within limits) on the dance floor, and everyone was happy for the opportunity to connect informally.

The First Time Participants Committee also arranged for social dinners around the Champaign Urbana area on Thursday evening, as well as a Daily Morning Rundown to prepare and connect first time attendees ahead of each conference day.

Finally, on Friday, delegates were treated to the first of Chicago's events, which included an evening reception at the University of Chicago's Gleacher Center. On Saturday, September 23, several of Chicago's cultural heritage organizations welcomed iPRES attendees for guided tours led by local staff. Additionally, there was an exclusive tour led by keynote speaker, Sherry Williams.
While an oft-mentioned tethered hot air balloon never made its appearance, due to unfavorable atmospheric conditions, the conference hosts made the best of this situation, with a running joke.

We were proud to uphold the fine traditions of iPRES social events, which are so critical in building and reinforcing the relationships that bind us in confraternity. We all look forward to future iPRES social events, for this very reason.

**iPRES 2023 Awards**

Following the iPRES conference tradition, iPRES 2023 took the opportunity to recognize outstanding contributors to celebrate these in a set of conference prizes.

This year there were five prizes awarded for: Best Paper, Best Paper, Best First Time Contribution, the Angela Dappert Memorial Award, and the Co-Chair’s Award for Outstanding Overall Contribution to the Conference.

**Best Paper of iPRES 2023 sponsored by Nestor**

The Best Paper Prize was awarded to ‘Long-Term Preservation of a Software Execution State' by Rafael Gieschke, Klaus Rechert, and Euan Cochrane.

**Best Poster of iPRES 2023 sponsored by the University of Iowa**

The Best Poster Prize went to: ‘Embedding Preservability: Iframes in Complex Scholarly Publications’ by Karen Hanson, Jonathan Greenberg, Thib Guicherd-Callin, Scott Witmer and Angela T. Spinazzè.

**Best First Time Contribution sponsored by the Digital Preservation Coalition**

The iPRES 2023 Best First Time Contribution was awarded to Maurren Kenga for her poster “Digital Accessibility, Inclusion and Diversity: Digitization of Indigenous Agricultural Knowledge in Shaping Food Security Across the Kenyan Coastal Region” and for her other contributions to the conference as a commentator, inculcator, and participant at the multiple sessions she attended.

**The Angela Dappert Memorial Prize sponsored by Adam Farquhar**

The Angela Dappert Memorial Prize was awarded to Meghan Lyon and Grace Bicho for their paper, “Emerging Quality Assurance Practices in the Library of Congress Web Archives”.

**Co-Chair’s Award for Outstanding Overall Contribution to the Conference**

This year’s iPRES included a special award, which was presented to Marion Ville for her paper, ‘2013 - 2023: A Review of Ten Years of Email Archiving in France.’
### iPRES 2023 Submissions

<table>
<thead>
<tr>
<th>Page</th>
<th>Section</th>
</tr>
</thead>
<tbody>
<tr>
<td>16</td>
<td>Long Papers</td>
</tr>
<tr>
<td>157</td>
<td>Short Papers</td>
</tr>
<tr>
<td>309</td>
<td>Panels</td>
</tr>
<tr>
<td>336</td>
<td>Posters</td>
</tr>
<tr>
<td>367</td>
<td>Workshops and Tutorials</td>
</tr>
</tbody>
</table>
Abstract – Emails are an essential medium of communication. Their management is an organizational, security, legal and financial issue for all organizations.

The interdepartmental digital archiving Vitam program, which develops a digital archives management system on behalf of the French government, could not help but wonder about the acquisition, preservation and access to the documents and data contained in email archives. In 2013, it carried out a proof of concept on email archiving, at a time when few archive services in France had embarked on the acquisition of this type of document.

Ten years later, the French landscape in terms of digital recordkeeping has changed significantly. In practice, some archives have put in place strategies for archiving email and tools have been made available to assist in their effort.

This article looks at the transition from theory to practice of a more operational acquisition of this type of archive in a French context.

Keywords – Email archiving, Appraisal, Preserving email, Tools, Proof of concept

Conference Topics – From Theory to Practice.

I. INTRODUCTION

Email archiving is now a common and unavoidable practice in French central administration.

In 2013, when the interdepartmental digital archiving Vitam program, which develops the digital archives management system called Vitam on behalf of the French government and has currently around 60 partner institutions from the public and private sectors, decided to carry out an international and national state-of-the-art study, as well as a proof of concept on the subject, there was little national expertise.

The 2013 report that was produced was a first milestone in the knowledge and mastery of the issues surrounding this type of archive [1].

Since then, it has been noted that French public archive services, in charge of record management and long-term archiving, have put in place strategies and methods for email acquisition. Tools have also been made available to facilitate the process.

These new practices and choices have brought to light new challenges facing the mass of email acquired, in terms of complexity of the processing to be carried out, preservation and access to email.

II. A VITAM PROOF OF CONCEPT

A. Objective and Process

The Vitam project team, in partnership with the Ministries of Culture, Foreign Affairs and Defense, conducted a proof of concept on email archiving between March and June 2013. The main objectives of this study were to:

- define a strategy for email acquisition, processing and preservation, adapted to the different contexts of the Vitam project partners,

- identify the tools and technical functionalities required for the technical processing of these emails, prior to their transfer in the Vitam software,

- define a metadata model for the email archives in accordance with the requirements of the Vitam project team.

For this purpose, the Vitam project team based itself on a review of the literature and existing
national and international experiences. The team also carried out technical tests. A report on this work was published in October 2013 [1].

**B. First Part: Literature Review**

The first part of the study was to produce a summary in French of the work carried out at both national and international levels.

In France, several documents containing technical and management recommendations were published in 2008-2009. On 3 June 2009, the French Archives Department (DAF) published an instruction disseminating and commenting on the directive published by the State Archives of Belgium [2]. Associations such as the Archival Policy and Project Managers Club (CR2PA) [3], FeDISA [4] or the Association of French Archivists had produced white papers or advice sheets. Institutions such as the National Archives [5] or the National Library of France had produced guides for internal distribution.

At the international level, at that time, the first summaries of experiments were produced [6]. As a result of this literature review, the members of the Vitam project team concluded that three approaches to email archiving existed:

- a "pedagogical" approach, the most widespread, whereby actors in the digital and archiving world tried to alert users to the consequences of their use of the messaging tool and tried to provide them with advice and guides to good practice (State Archives of Belgium [7], archives of the States of Alabama, South Carolina or Texas, Bibliothèque et Archives nationales du Québec (BAnQ) [8], The National Archives (TNA) [9], etc.);

- an "acquisition and preservation" approach, with a few major projects (the DAVID project of the Antwerp Municipal Archives [10], the project of the National Archives of the Netherlands [6], the archiving policy of the National Archives of Australia [11], the Collaborative Electronic Record Project led by the Smithsonian Institution Archives and the Rockefeller Archive Center [12]), which aimed to respond to the problems of medium-term and long-term acquisition and preservation of emails, in particular through the design of technical tools;

- a diplomatic approach, based mainly on integrity issues via the renewal of diplomatics initiated by the University of British Columbia and in particular by Professor Luciana Duranti as part of the InterPARES group [13], and addressed by the English project InSPECT [14].

**C. Second Part: Experimentation**

The second part of the study aimed to test the conversion from one format to another (.eml to .mbox, .pdf; .mbox to .csv, .eml, .pdf; .pst to .eml, .mbox) and the extraction of messages and attachments.

These tests were carried out jointly by the Ministry of Defense (Defense Historical Service-SHD) and the Ministry of Culture and Communication (National Archives and IT Department). They were carried out on the most commonly used email clients in the context of the French public administration: Thunderbird and Outlook.

They were performed with:

- two software packages on the market, Aid4Mail and EmailChemy, which ensured the conversion of messages and emails into standard formats (.mbox, .eml, .pdf, .csv);

- CERP Email Parser and Xena, software developed by archive services, which provided email processing in order to generate an XML envelope;

- tools available in open source libraries, Apache POI, CLibPST, Java LibPST, Java Mail, Mime4J, Tika, which provided metadata extraction from messages and emails, as well as processing to extract headers, bodies and attachments and to identify file formats, and DROID to identify file formats.

**D. Conclusions and Proposals**

1) For the authors of the study, the real challenges in preserving emails did not appear to be technical, but organizational, legal and archival, particularly for personal emails. The Vitam project team concluded with a few proposals:

- Organizational proposals: it was considered necessary to point out, at the highest level of the organizations, some simple rules relating to the use of email accounts and the nature of the information exchanged. Awareness-raising actions could be envisaged.

- Legal proposals: it seemed useful to draft standard clauses in internal regulations and IT policies, as well as to draw up a standard protocol to be signed by staff members when capturing their messages.
- Technical proposals: The transmission to IT departments of instructions based on the recommendations of the InterPARES working group could be a first step. The development of additional plug-ins, particularly for the Thunderbird client, which would allow important messages to be exported on the same principle as the LiveLink project run by the Republic and Canton of Geneva, was a second interesting approach.

- Archival proposals: it seemed important to define a strategy for email acquisition adapted to the uses of the various categories of administrations and producers, by identifying the target email accounts to be acquired in each organization, a suggestion made by the French Archives Department in 2009. Finally, the experimentation of semantic analysis tools was also considered an interesting line of thought. The development of an XML schema for representing email archives could constitute a first action that the archive administration could initiate. Finally, the diffusion in French of the work carried out at the international level seemed to be useful, as well as partnerships with other archive services at the international level.

2) In addition, following the literature review and the tests carried out, and taking into account the state of its thinking in terms of metadata modelling, the Vitam project team began to define a methodology for collecting email accounts and messages.

- Concerning the acquisition, the tests carried out led the project team to recommend extractions of emails in .eml, .mbox and .pst formats. For accounts exported in .pst format, it was recommended to reduce as much as possible the processing time between the export and the transfer to the competent public archive service, in order to avoid problems linked to the fast obsolescence of the format.

- Concerning the constitution of SIPs, in a platform based on the Vitam software, the authors of the study proposed that the Submission Information Packages (SIPs) corresponding to email accounts should take the form of a zipped file including an XML format file describing the email archive and complying with the Standard d'Echanges de Données pour l'Archivage (SEDA) [15] and the hierarchical structure of the folders, with, for each message, the body of the message, the associated attachments, and the messages in their original format.

III. FROM THEORY TO PRACTICE

Since 2013, new studies and methods for email archiving have been developed both internationally [16] [17] [18] and nationally, where, based on these various work, procedures have been established by certain French archive services, whether they are in charge of records management (Mission Archives of ministries, Council of State, etc.), long-term archiving (National Archives) or both (Ministry for Europe and Foreign Affairs), and tools have been made available.

A. Building Archiving Strategies

1) Identifying The Emails to Acquire

French public archives, following the CAPSTONE approach [19], have chosen to select not all of the emails produced, but the email accounts deemed to be the most engaging. For example, the Ministry for Europe and Foreign Affairs has identified around 500 email accounts amongst the 15,000 or so managed by the Ministry. The email accounts selected include those of deputy directors or assistant directors [20]. Other ministries and government structures follow the same principle. For example, the Mission Archives of the Prime Minister’s Office has targeted the email accounts of the Prime Minister’s direct collaborators and, within the administration, the email accounts of the most senior civil servants (e.g. director of the National Institute of Public Service, Secretary General of the Government, director of the Digital Department, etc.). For intermediate-level emails, the Mission’s archivists have also prescribed only strategic emails to be archived [21].

Most of the time, the acquisition is carried out when the email account is closed. Since 2012, the Mission Archives attached to ministries have been acquiring messages when ministers and their staff have left office, especially after elections. The Mission Archives of the Prime Minister’s Office has already collected no less than 180 email accounts since then. And this type of acquisition has been increasing: while only two Mission Archives had acquired 7 messaging accounts in 2012, at least nine Mission Archives have gathered no less than 577 accounts in 2022.
A more targeted acquisition of email archives can also be carried out. This involves acquiring email accounts in use to carry out a specific mission, for example the organization of a particular event. Thus, the Ministry for Europe and Foreign Affairs chose to acquire the email accounts of the organizers of the COP21, the 2015 Paris climate change conference. The collection has included 1,772 email accounts, in various formats (.pst, .msg, .msf, .eml) [22]. Some Mission Archives did the same for the archives produced during the COVID-19 pandemic, although the acquisition strategies were different, depending on the circumstances and their organizational context. The Mission Archives of Social Ministries initially set up a procedure for acquiring the email accounts of agents employed as reinforcements in the health crisis center. 143 e-mail accounts were collected in this context.

However, is it appropriate to keep all of these email accounts? Some of them contain only a few records. The Mission's archivists are already planning a reappraisal of these email archives. The Archives Department of the Ministry of Justice proceeded differently. The archivists interviewed staff members of the health crisis unit in order to appraise their documentary practices and to determine the emails to acquire. When the producer had not prepared a folder on the subject, it was decided to acquire only messages filtered through approximately thirty keywords established with the agents’ agreement. This has represented 100 GB of data, over a period from January 2020 to December 2022, for 15 personal email accounts and 3 institutional email accounts.

2) Acquisition Method

There are some differences in acquisition strategies. Mission Archives prefer to acquire email accounts in their original format, mostly in .pst format. Archivists sort the records before or at the time of acquisition, sometimes with the help of the producer. Afterwards, they do not process them any further before transferring them to the National Archives for long-term archiving, in order to preserve the email archives' integrity.

The National Archives, like the Ministry for Europe and Foreign Affairs, have chosen to acquire not only the raw export as obtained from the producer but also a version processed according to a specific protocol aimed at extracting messages from the .pst or .mbox container [23]. The National Archives accept raw exports in .pst and .mbox formats. This makes it possible to create a first SIP. The Ministry for Europe and Foreign Affairs accepts more formats [22]. In addition to this export, the National Archives require that messages in the form of .eml and .txt files, as well as attachments linked to the messages, are extracted from the .pst and .mbox containers. This constitutes a second SIP. This extraction is performed with the ReSIP tool provided by the Vitam program [24]. This tool can also be used for other processing: unzipping attachments, deleting folders without messages, folders containing messages that are considered private, business cards in .vcf format, logos in .emz format and files with the .dat extension [25]. It is this export that is meant to be used in case of an access request. This is also the way in which these two institutions guarantee the durability of this type of archive.
policy [27]. The formalization of these strategies has also been encouraged by exchanges between institutions within the Vitam program and within the National Formats Watch Unit. The latter was formed in 2019 to create a national space for thinking about and exchanging information on the issue of file formats and includes currently more than ten public institutions [28]. Internal experiments and studies have also confirmed these strategies, as was the case at the Ministry for Europe and Foreign Affairs [22] and the Council of State [29].

These strategies appear both in guidelines on the use of email accounts [30] and in notes emanating from the institution and aimed at raising awareness among departments about email archiving or informing them about acquisition procedures [29]. They take the form of lists of email accounts to be acquired, methodological guides designed to facilitate the appraisal of messages [21], practical sheets explaining how to create SIPs in conformity with the expectations of the archives [25][29] or defining roles and responsibilities, internal procedures aimed at organizing the acquisition, transfer or even search, valid for the whole institution or joint with certain departments. Very often, these documents are for internal use and are not disseminated outside the institutions concerned. It would be interesting to make them consistent.

C. Proposal of A Model

The Vitam program has also designed a model for structuring email accounts. It was first implemented with the MailExtract library [31], which has been integrated since 2019 into the Sedatools library, which is itself used by the ReSIP tool [24]. The library offers the possibility to import email accounts and messages in .pst, .msg, .eml and .mbox formats and to process them, offering several functionalities:

- extract messages from a .pst or .mbox container and migrate them to other formats: .eml, .txt,
- extract agendas and contact lists as a spreadsheet in .csv format,
- extracting the metadata of email accounts, and the textual content of the body of messages and their attachments as metadata embedded in a SEDA compliant XML file [15] or as a spreadsheet in .csv format.

The metadata extracted to this point from emails are:
- for folders, a description level corresponding to a group of documents (RecordGrp), their title, as well as the dates of the oldest and the most recent message;
- for each message, a description level corresponding to an item (File), its subject, the original identifier corresponding to the identifier of the message, the sender, the recipients and the addressees, the dates of expedition and reception, the reference to another message and the body of the message;
- for each extracted attachment, a level of description corresponding to an attachment (File), the name of the file, as well as a description specifying that it is an attachment (cf fig.1) [32].

IV. CURRENT CHALLENGES

A. A Documentary Mass to Process

In the presence of so many messages, it is difficult to quickly identify which messages should be deleted, even if archivists know which types of emails should be deleted (personal messages, mailing lists, etc.). Some archives search for pre-defined keyword lists using ReSIP or Outlook [29]. However, this is a tedious and incomplete process.

There is a need to navigate in depth through email accounts in order to facilitate their processing. To address this need, the Mission Archives of Social Ministries has developed the Archifiltre -Mails tool [33]. The first version, released in the autumn of 2022 allows users to:

- import messages from Outlook (except for Office 365, which it is planned to support soon);
- explore emails and view messages by email domain, contacts by domain, years by contact, and then the messages themselves;
- export messages in .eml format;
- extract metadata and message content in spreadsheet form in .csv, .xlsx or .json formats. Date, sender, recipients, subject, message content, path in the classification plan, number, name and size of attachments are retrieved;
- add "delete" or "keep" tags;
- obtain statistical information.
The primary purpose of the tool, which is still being developed, is to be able to quickly identify messages that can be deleted [34].

Fig. 2. Archifiltre-Mails dashboard and data visualisation.

The processing of messages may also be difficult or impossible without the original client, due to several factors:

- compatibility problems between the archive format and the software used to perform the processing (especially Outlook);

- digital workplaces and tools that are not sufficiently powerful to carry out the required processing, due to the size of the email archive;

- the errors contained in the email archives themselves. These are generated by the original client or by the producer. They are mainly detected during import attempts in existing tools such as ReSIP or Aid4Mail. They may be generated by duplicate messages, corrupted emails archives, attachments whose names exceed the limits allowed by Windows, whose encoding is not recognized, whose upload is blocked by another tool or which have been deleted. Repair is then manual and can be time consuming [22].

All these factors are often not well known by the profession. There is a need to increase competence in the issues related to the processing of messages.

B. A Documentary Mass to Preserve

E-mail accounts represent a large part of the digital archives acquired in recent years by the central administration's archive services. At the Ministry for Europe and Foreign Affairs, they constitute more than 40% of the stock preserved in their digital repository. The same can be said of the National Archives, where messages extracted from ReSIP represent about half of the descriptive and technical metadata recorded in the database for less than 0.5% of the deposits. If the flow of email acquisition continues, combined with a policy of extracting messages from ReSIP, this may raise a problem of technical maintainability for the repository system. This technical issue only applies for archives that have chosen to extract messages, a choice that is justified from an archival point of view, as it offers a guarantee of access and durability for this type of archive.

In order to reduce the number of extracted files and metadata, the Vitam program has proposed to test an experimental mode of compacting the extracted messages in version 2.7 of ReSIP [22].

Rather than having as many levels of description as there are folders and messages, the idea is to group all or part of the metadata extracted from the email archive at the most relevant level, determined by the archivists, in order to maintain the possibility of searching in the messages. The converted folders and messages, as well as the attachments, are placed in a .zip file.

In order to reduce the number of extracted files and metadata, the Vitam program has proposed to test an experimental mode of compacting the extracted messages in version 2.7 of ReSIP [22]. Rather than having as many levels of description as there are folders and messages, the idea is to group all or part of the metadata extracted from the email archive at the most relevant level, determined by the archivists, in order to maintain the possibility of searching in the messages. The converted folders and messages, as well as the attachments, are placed in a .zip file.

All these factors are often not well known by the profession. There is a need to increase competence in the issues related to the processing of messages.

B. A Documentary Mass to Preserve

E-mail accounts represent a large part of the digital archives acquired in recent years by the central administration's archive services. At the Ministry for Europe and Foreign Affairs, they constitute more than 40% of the stock preserved in their digital repository. The same can be said of the National Archives, where messages extracted from ReSIP represent about half of the descriptive and technical metadata recorded in the database for less than 0.5% of the deposits. If the flow of email acquisition continues, combined with a policy of extracting messages from ReSIP, this may raise a problem of technical maintainability for the repository system. This technical issue only applies for archives that have chosen to extract messages, a choice that is justified from an archival point of view, as it offers a guarantee of access and durability for this type of archive.

In order to reduce the number of extracted files and metadata, the Vitam program has proposed to test an experimental mode of compacting the extracted messages in version 2.7 of ReSIP [22].

Rather than having as many levels of description as there are folders and messages, the idea is to group all or part of the metadata extracted from the email archive at the most relevant level, determined by the archivists, in order to maintain the possibility of searching in the messages. The converted folders and messages, as well as the attachments, are placed in a .zip file.

The version extracted from the emails would then be smaller in terms of the number of levels of description, as well as the number and size of the files. Nevertheless, it raises questions in terms of:

- Durability, as the .eml and .txt files and attachments are encapsulated in a .zip file, which is not a good candidate for digital preservation.

- Access. How do you make the link between an email identified in the metadata and the file encapsulated in the .zip file?
The next work to be undertaken by the Vitam program will aim to answer these various questions by proposing functionalities for accessing these .zip files, if this experimental mode is proven successful.

C. A Documentary Mass to Access

New types of requests for access, formulated under the Code of Relations between the Public and the Administration (CADA law), are emerging [35]. These queries differ from the usual requests since they concern very broad themes, or even the occurrence of a word. They require searches on a large number of recent and unclassified sources, such as email archives. However, each of the current archiving scenarios does not completely solve the problems related to the access of this type of archive.

In the case of the Mission Archives that acquire emails in a container format, access is done manually by reimporting them into Outlook or ReSIP, or even into Archifiltre-Mails. But the operation is not easy, because it takes time if the email archive is voluminous and the import may not be successful because of its volume, the archive itself or the archivist's digital workplace. One of the solutions envisaged to facilitate future searches would be, at the time of email acquisition, to generate a .csv file from ReSIP or Archifiltre-Mails, which would include the metadata of the messages and would be archived at the same time as the email, because this format is easy to use for consultation. After these issues related to import, archivists must understand the organizational logic of the email, appraise the messages found in regard to the respect of privacy and rights of communicability and extract those that have been retained for access. This method is currently impractical and time-consuming.

The National Archives, for their part, are currently studying other ways of accessing email accounts and messages in order to facilitate their consultation. They are currently studying Ratom [36], but also epadd++ [37] and Pêle-mêl [38]. The latter tool is developed by the Pêle-mêl project team, composed of teacher-researchers from the University of Angers, and funded by the Ministry of Culture. It is a prototype for exploring and visualizing acquired email accounts, using extracted messages in .eml format only. It aims to facilitate access to acquired email accounts by using artificial intelligence and machine learning technologies [38].

Fig. 4. Pêle-mêl dashboard and data visualisation.

V. CONCLUSION

The Vitam program has provided a solid initial basis for further discussions for public archives thanks to its proof of concept, and then tools to facilitate email archiving. From a theoretical basis, we note that, in France, we have moved on to a more operational stage for this type of acquisition.

Nevertheless, in the face of massive documentary volume, this same phase has led to new questions, in terms of processing, preservation and access, as well as new experiments. Email archiving has not yet finished making waves.
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Abstract – This paper reports on the results from a qualitative study that asks whether and how staff members from TRAC certified repositories find value in the audit and certification process. While some interviewees found certification valuable, others argued that the costs outweighed the benefits or expressed ambivalence towards certification. Findings indicate that TRAC certification offered both internal and external benefits, such as improved documentation, accountability, transparency, communication, and standards, but there were concerns about high costs, implementation problems, and lack of objective evaluation criteria.
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I. INTRODUCTION

Trustworthy Digital Repositories (TDRs) are organizations that are entrusted with the care and preservation of unique and valuable digital information. From research data, to government records, to cultural heritage information, these repositories ensure the longevity and accessibility of information on a global scale, e.g., [1].

Certification processes have been developed to ensure that the organizations entrusted with this valuable information are indeed able to carry out the work of long-term preservation. Audits carried out by external bodies administer and enforce these certification systems in order to provide assurance to stakeholders that the repositories are trustworthy.

The Trustworthy Digital Repositories: Audit and Certification (TRAC) process, which was strongly influenced by the ISO 16363 standard, is one such certification system [2], [3]. This process is a time-consuming and expensive undertaking for a digital repository, and can result in certification as trustworthy by a team of auditors managed by the Center for Research Libraries [3].

The earliest TRAC certification was issued in 2011, and the most recent in 2015, with an update issued in 2018 for one repository (i.e., CLOCKSS). The staff members of those repositories have therefore had time to reflect on the value proposition of TRAC certification. This paper, which is based on interviews with staff members from all six TRAC certified repositories, asks the following research questions:

• Do staff members from TRAC certified repositories find certification to be valuable?
• How do staff members from TRAC certified repositories characterize the value and/or benefits of TRAC certification?

My findings indicate that while many staff members from TRAC certified repositories find the audit and certification process to be valuable, and described concrete internal and external benefits, others described the process as more expensive than valuable, and some expressed ambivalence about TRAC certification.
Despite the amount of time that has passed since these TRAC certifications, the ISO 16363 standard, which formed the foundation for the process, was approved in 2012 and was reviewed and confirmed in 2023. This means that current TDR certification processes that rely on, or are influenced by, ISO 16363 are using the same standard as the participants in this research.

II. BACKGROUND

A. Trustworthy Digital Repositories & TRAC Certification

Trust is a central concept in digital preservation [4]–[6]. As early as 1996, members of the digital preservation community identified the need for a mechanism to ensure the trustworthiness of organizations entrusted with the care of unique and valuable digital information [6]. In the nearly 30 years since the Garrett and Waters report, several systems for the audit and certification of digital repositories have emerged, including TRAC, CoreTrustSeal, and nestor e.g., [2], [7], [8].

The TRAC system is based on the ISO 16363 standard, Audit and Certification of Trustworthy Digital Repositories [2]. This certification process is based on the Open Archival Information Systems (OAIS) Model [9], and repository certifications based on this standard have been administered by the Center for Research Libraries (CRL) and the Primary Trustworthy Digital Repository Authorisation Body (PTAB) [10]–[16].

The TDR certification process administered by CRL, TRAC, actively conducted audits from 2011 through 2015 and maintained the certifications awarded through those audits until at least 2018 [17]. The general process for TRAC certification involved repository staff members preparing documentation for review by a team of CRL auditors, followed by a site visit from a small group of auditors who would conduct interviews and inspections in order to assess the veracity of repository documentation [18]. A final determination would be made, and a report prepared for the repository with the findings from the audit team [11]–[16]. The TRAC certification system is the focus of this paper.

TDR certification, including TRAC as well as other systems such as CoreTrustSeal and nestor, is a phenomenon in need of further interrogation. In recent years, scholars such as Maemura, Moles, & Becker have argued that frameworks for repository assessment have not been sufficiently examined [19]. Scholarship about TDR certification has tended to focus on individual reports from organizations that engaged with certification in formal and informal ways e.g., [20]–[24]. Other publications have focused on the development and maintenance of the certification systems e.g., [25]–[29]. There is a need for research that takes a step back from development processes and individual implementations of certification systems to interrogate the value of TDR certification.

B. Benefits and/or Value of TDR Certification

Scholars who have examined the value of TDR certification such as Donaldson have focused on questions about the longevity of digital information in certified repositories, and how certified repositories present this information on their websites [30], [31]. Research has also developed a taxonomy that can be used to address questions about the societal impact of TDRs [32]. A 2018 iPres paper examined the benefits of certification in terms of the return on investment for a particular repository for both Data Seal of Approval and nestor certifications and found that stakeholder confidence, transparent documentation, and process improvement were the most important benefits for their organization [33].

Repositories that have achieved TRAC certification have written about the experience, presenting their certification as a positive development to repository stakeholders e.g., [34], [35], [24]. While much can be learned from this literature, it is unlikely that an organization would be critical of the system in a publication designed to promote their certification. Individuals and organizations involved in the creation of TDR systems have also published informative literature about those systems [25]–[28], [36]. The goal of this category of literature is often promotion of the certification systems, and therefore also has a particular point of view that is unlikely to be critical of TDR certification.

This paper builds upon the scholarship described above to ask whether and how staff members from TRAC certified repositories find value in the audit and certification process.
III. RESEARCH METHODS

This paper is part of a larger research project whose goal is to understand risk for long-term preservation in the context of TRAC certification. The project involves interviews with standard developers, auditors, and staff members of TRAC certified repositories. In this paper, I report on the results of 21 interviews with repository staff members from repositories that have received TRAC certification. More information about the research methods, including data collection instruments and the code set used for analysis, is available Open Access at http://hdl.handle.net/2027.42/147539 [37].

A. Data Collection

At the time of data collection in 2016, there were six repositories with TRAC certification: Canadiana.org, Chronopolis, CLOCKSS, HathiTrust, Portico, and Scholars Portal. In-depth, semi-structured interviews were conducted with staff members from all six certified repositories, across three functional areas: repository administration/management, IT, and digital preservation. Previous research has demonstrated that the work of digital preservation involves collaboration across these areas [38].

The interviews, which lasted one to two hours, asked participants to discuss their experiences with the TRAC certification process, and to identify and discuss potential sources of risk for TDRs. Included in the interviews were questions about the cost, benefits, and value of TRAC certification. Audio recordings of the interviews were transcribed for analysis.

B. Data Analysis

Interview transcripts were coded using NVivo. For the first round of analysis, I used a combination of descriptive, analytic, and thematic codes. The code set consisted of codes addressing potential sources of risk, factors that influence the social construction of risk, the TRAC audit process, and attitudes about TDR certification. Working together with another coder to achieve an acceptable level of interrater reliability, we reached a Scott’s pi of 0.711 for the subset of interviews with repository staff members [39], [40].

Secondary analysis was conducted by a single researcher, focusing on the topics of cost, benefit, and value of TRAC certification, and attitudes about TRAC certification.

IV. FINDINGS

Findings from this research indicate that the value proposition of TRAC certification is still an open question. While some interviewees described TRAC certification as valuable, others argued that the costs outweighed the benefits. Some also expressed ambivalence about the value of certification. I have organized the findings into four sections based on my analysis: (A) internal benefits, (B) external benefits, (C) arguments that the cost outweighs the benefits, and (D) ambivalence about the benefits of TRAC certification.

A. Internal Benefits of TRAC Certification

TRAC certification was described as valuable for internal repository processes by 12 of the 21 interviewees included in this study.

When asked about the value of certification, interviewees explained that the audit process was valuable because: (1) it forced them to document their policies and practices; (2) the act of creating this documentation enabled them to develop a better understanding of their organization, and to establish a shared understanding of repository policies and practices across the entire organization; and (3) that the review of the documentation by external auditors created an added layer of accountability that ensured a higher quality of documentation than they would otherwise have produced.

The TRAC audit process requires that repositories provide extensive documentation of their policies and processes [3]. Repository Staff 03, 04, 07, 17, and 18 all explained that rather than providing existing documentation to the auditors, their organizations instead had to create current, up-to-date documentation for the purpose of the audit. For example:

“Going through the audit there were a lot of policies you have to have, and we sort of assumed we had them [but] we just didn't have them written down. Going through them we realized in a lot of cases we actually didn't have them.”

(Repository Staff 07)
Similarly, Repository Staff 18 explained that the audit required his organization to formalize internal processes which were not previously documented:

“I think on the technical side, some of it was what we had. On the practice side, I think it was a good exercise ‘cause it forced us to formalize some of these processes that we had done. But we had been doing it internally, but we hadn’t actually said, ‘Okay, well let’s write down a step-by-step guide on how to do this.’ And I think it was useful for us to internally self-organize the archive a little bit.” (Repository Staff 18)

The audit process created an incentive for the organization to create new documentation. For some this was a matter of articulating existing policies more clearly or updating older documentation. For others it meant that repositories had to create policies that did not previously exist. In some cases, the process of creating documentation revealed gaps that were previously unknown to repository staff members:

“We used the same high-level classification of the threats, we certainly identified a lot of things at the operational level where we were not doing as good a job as we should have been. That was a big part of the value of the audit, was that it forced us to actually write down what the processes we were doing were supposed to be, and reviewing whether what was actually happening matched what was supposed to happen. And in many cases it didn’t.” (Repository Staff 13)

Whether they had to create new documentation for the TRAC audit nor not, the act of gathering the required information into one coherent set of documents for auditors to review was described as beneficial. This activity created opportunities to share information across different functional areas within a repository, ensuring that the entire staff had a shared understanding of the mission, policies, and practices of the organization:

“The audit process helped to make that a lot more concrete and to say here’s what we’re doing today. This is exactly what we’re doing today. Here’s the specifications, here’s the metadata, here’s the schematics. That’s changed some over time as it should. That made it much more real for us ... I think up to that, we’d been a little loosey-goosey. That we’ll name file names however we want, right? We’ll package them and name the packages however we want. That was the first step in my mind of making us much more of a professional organization. Where someone could come in from the outside and we could hand them a dump of stuff and they could actually figure out what we’ve got. That was a huge practical benefit for us.” (Repository Staff 04)

Interviewees described the review by external auditors as a benefit of certification. Specifically, they argued that there was an added layer of accountability that came with the auditors, in contrast to the limited accountability of a self-audit. For example, Repository Staff 07 said that the external auditors were helpful because the TRAC process did not leave room for the repository staff to skip over or take shortcuts for any of the requirements:

“I think that having a third party do the audit is much better because you can cheat a lot, inadvertently, when you're doing the self-audit. Just sort of say, “Oh yeah we've got that covered,” without thinking it through. When you actually have to explain to a third party how you've got it covered, that's when you realize that maybe you don't.” (Repository Staff 07)
My findings indicate that the TRAC certification process led to internal benefits for certified repositories, including improved understanding of repository policies and practices, increased accountability because of the external auditors, and incentivized the creation of new documentation and formalization of internal processes.

B. External Benefits of TRAC Certification

Interviewees also discussed external benefits from TRAC certification. When discussing these benefits, repository staff members focused on what certification could help them communicate to outside parties, and the role that it allowed their repository to play in the digital preservation community. Nine of the 21 interviewees described TRAC certification as valuable specifically because it (1) improved the transparency of their organization; (2) facilitated communication with repository stakeholders; (3) gave them a competitive advantage in the recruitment of partners, sponsors, and/or funding; and/or (4) gave them an opportunity to be early adopters and establish standards for digital repositories.

Transparency is a central tenet of repository certification [41]. For example, Repository Staff 07 explained that the act of demonstrating trustworthiness by providing information about policies and practices improved his repository’s transparency overall, and that the organization was more proactive about making this information publicly available after certification:

“I also think that there’s ongoing value to having that kind of third party oversight in a formal way. But I also think that there is enough oversight now, and there’s a lot more transparency on our part just in terms of us being proactive about publishing, and announcing these changes that we make over time, that I’m not as concerned about it.” (Repository Staff 07)

Another benefit of TRAC certification was the fact that certification was seen as communicating something important to repository stakeholders. For some, the goal of TRAC certification was to help stakeholders understand the capabilities of their repository. Both the certification itself, as well as the documentation that repository staff members prepared for the auditors were described as contributing to this benefit.

Repository Staff 07 described certification as a way to establish credibility with external stakeholders: “The reason for doing TRAC certification was to establish credibility in the area and we’ve done that.” This interviewee went on to explain that they would only maintain certification if the organization could articulate a clear business reason for doing so: “because we’re quite a small organization and because there’s a significant investment of resources, we would certainly be open to doing it, it’s just there would have to be an articulable business reason for doing it” (Repository Staff 07).

In addition to establishing credibility, TRAC certification was also described as something that provided reassurance to stakeholders, “No one has ever proactively asked for it, but when you mention, when I mention it, they shake their heads as though they are reassured in some vague, hard to define way” (Repository Staff 12).

TRAC certification was described as a way to gain a competitive advantage by some interviewees. For repositories with active dues-paying members, for example, certification was viewed as a way to differentiate their organization from others and demonstrate their value. Repository Staff 11 said that the certification helped to recruit members: “[I]t has been useful for us to be able to say that we are certified. It’s been useful to be able to say that to libraries and to [partners]. In terms of really practical areas, one of the things we’ve found is that sort of unexpectedly it brought some new [partners] to us.”

Other repository staff members framed this benefit not as a way to recruit or maintain partners specifically, but rather as a necessary credential to maintain an overall competitive advantage. Repository Staff 13 was confident that his repository would lose business if they did not become TRAC certified: “It was a competitive threat ... Without it [repository] would have lost business.” (Repository Staff 13)

The repositories included in this study were early adopters of repository certification. This was explicitly described as a benefit. Interviewees
explained that it was important for their organizations to contribute to the establishment of standards in digital preservation by stepping up to go through this new audit process:

“It also seemed, to me and the team I think, important for us being part of the larger preservation community. I believed, and I believe now, that preservation of electronic materials is a really important effort, and a relatively new one, still today. Just going through the TRAC audit and taking, once I think, the risk of being [an early] enterprise to go through a TRAC audit, so scary, but potentially just so important for the community.”
(Repository Staff 08)

These findings demonstrate the ways in which interviewees described external benefits of TRAC certification that focused on what the certification could communicate to external stakeholders, and the role it allowed them to play in the digital preservation community broadly.

C. The Cost of TRAC Certification Outweighs the Benefits

In contrast, six of the 21 interviewees argued that TRAC certification was not valuable for their repository because: (1) the high cost of certification outweighed the benefits; (2) TRAC is not well-known enough to be meaningful; (3) they found problems with the way that certification was implemented.

TRAC certification was described by all the interviewees in this research as very expensive, both in terms of money as well as the time that staff members had to spend preparing documentation for the auditors. Some were skeptical about whether these costs outweighed any benefits that they received from certification: “I doubt that the benefits outweigh the costs. I’m sorry to say that. It is not clear to me that the benefits are worth the costs” (Repository Staff 08).

Similarly, Repository Staff 13 said that the TRAC audit process was both costly and disruptive for his repository: “I think there are really big issues about how expensive and disruptive the process is, relative to the benefits that you gain from it. Because there clearly are benefits, but the costs and the disruption are very large” (Repository Staff 13). This interviewee went on to explain that he believed that his organization could have found less costly ways to get the benefits from certification, but that they felt that certification was necessary for financial reasons, “we were under significant competitive pressure. If it hadn’t been for that, we could have got most of these benefits at much lower cost by a more gradual approach, rather than going all the way to TRAC in one go” (Repository Staff 13).

Repository Staff 04 and 11 both felt that the costs of TRAC certification would be barrier for future adoption. Repository Staff 04 argued that cost would need to be lowered substantially for certification to be viable, because the process was prohibitively expensive for his repository. And Repository Staff 11 said that it would take a significant amount of external pressure from stakeholders to go through another audit for recertification: “Honestly, it was such a pain in the butt I am not anxious to do it again. If we started getting pressure from CRL or our libraries or our publishers, then I suspect we would. Without that, my instinct is to coast, actually. It was so much work that, man, we’d have to have a good reason to do it again.”

While the opportunity to be an early adopter was described as a benefit of certification by repository staff members in this research, the relative newness of certification was also seen as a drawback. For Repository Staff 20, a major drawback of certification was that it was relatively unknown and so would not necessarily communicate effectively about his repository’s trustworthiness to others because they would not know what it meant to be TRAC certified: “nobody in [country] had been certified as a Trusted Digital Repository before. So, it was more like not even the process itself but the fact that it was kind of an unknown thing” (Repository Staff 20).

There were several issues raised about the way that TRAC certification was implemented.
Interviewees argued that the requirements of TRAC certification were not stringent enough, and that the OAIS model on which TRAC certification was based failed to address the realities of managing a digital repository: “for us the TRAC certification was particularly tricky because TRAC is totally based on OAIS, which totally does not understand a number of aspects of running real world repositories” (Repository Staff 13).

Repository Staff 02 explained that there are no minimum thresholds in TRAC and that repositories could become certified with lots of caveats for sub-optimal policies/practices. Indeed, other research has found that repositories were able to become TRAC certified without fully meeting the requirements outlined in the checklist [18], [42].

Repository Staff 08 expressed dissatisfaction with the auditors. She argued that they were less knowledgeable about digital preservation than the staff of her own repository, which made her doubtful about whether the certification itself held meaning: “I guess one of my take-aways from the TRAC audit at [repository], and this is my own personal opinion - ... Take it for what it's worth, when I weigh the level of expertise of the operational team at [repository] against the amount of time and effort put into the documentation used by auditors who in my opinion, please forgive me, were significantly less expert, it made me concerned about the value of the outcome.” (Repository Staff 08)

Six out of 21 interviewees in this study discussed the costs or drawbacks of TRAC certification. They argued that the costs of TRAC certification outweighed the benefits, that TRAC was not well-known enough to be meaningful, and described problems with the way certification was implemented. All interviewees described TRAC certification as very expensive, both in terms of money and time spent preparing documentation for auditors. Some interviewees felt that the costs of certification would be a barrier for future adoption.

D. Ambivalence about the Value of TRAC Certification

In contrast to Sections A, B, and C above in which interviewees argued for or against the value of certification, some interviewees were ambivalent about TRAC. In particular, interviewees were skeptical about the usefulness of the audit outcomes. Interviewees argued that the lack of objective evaluation criteria meant that audit scores were not meaningful and therefore could not be used, for example, to compare their organization against others.

Repository Staff 16 explained that rather than evaluating repositories against an objective set of criteria, the process was designed to assess whether each individual repository was in fact operating in accordance with their own policies: “[T]hey certify that you do what you say you do. They don’t certify that you do something good. Which is a little bit of a vague. So how good you are is what you decide to document and what you decide the processes to be” (Repository Staff 16).

Repository Staff 11 also discussed the flexibility of the TRAC requirements. This interviewee explained that the flexibility was frustrating because it meant that the scores issued for each repository were essentially meaningless and could not be compared against one another:

“That’s one of the interesting things about TRAC, right, is that level of flexibility. It’s also sort of one of the frustrating things about it, too. Because, you know, grades aren’t equal. One institution’s score doesn’t mean they’re providing the same level of preservation as another institution’s score, because you’re evaluating the institution against what the institution said it would do, not against some yardstick.” (Repository Staff 11)

For these interviewees, the value of TRAC certification was an open question, because the scores themselves were viewed as lacking meaningful information about how each repository compared with others. This is particularly interesting in light of the findings from section B above, in which interviewees argued that a key benefit of TRAC certification was that the results facilitated communication with repository stakeholders and
conferred a competitive advantage on certified repositories.

Ambivalence about TRAC focused on what the certification could not communicate externally about certified repositories. Staff members from certified repositories believed that it should differentiate their organizations from others by demonstrating their trustworthiness and compliance with best practices. They were frustrated to learn that the results of the process could not be used to make direct comparisons, and that repositories with vastly different practices could receive similar scores.

The flexibility of the TRAC requirements was frustrating for interviewees, as they believed that this meant that the scores issued for each repository were essentially meaningless and could not be compared against one another.

V. DISCUSSION & CONCLUSION

This study highlights the complex and varied perspectives on the value of TRAC certification for digital repositories and the need to continue to examine how certified repositories view the value and benefits of the process over time. My findings indicate that staff members of TRAC certified repositories understood certification to have both internal and external benefits for repositories, including improved transparency, communication with stakeholders, and a competitive advantage in recruitment of partners, sponsors, and funding. However, some interviewees argued that the high cost of certification outweighed the benefits, that TRAC was not well-known enough to be meaningful, and that there were problems with the way certification was implemented. Additionally, some interviewees expressed ambivalence about the value of TRAC certification, arguing that the lack of objective evaluation criteria meant that the audit scores were not meaningful.

This aligns with findings from my previous research in which I found that the highly flexible certification criteria, which are intended to allow the system to be applicable across a broad array of repository types, have been used by repositories to justify sub-optimal preservation practices e.g., [18], [42]. In this paper I argue that this flexibility, which I have characterized elsewhere as a potential source of risk for both digital repositories and the long-term preservation of the digital information they contain, also detracts from the value of certification for some stakeholders.

This study complements previous research about the value of TDR certification. For example, Donaldson has carried out research which seeks to understand whether repositories with TDR certification have better long-term outcomes, in order to understand the impact of certification [32]. Notably, my findings show that despite the benefits listed here, participants did not say that the information in their repositories was more secure or better preserved after completing a TRAC audit. Also absent were arguments that their repositories were more trustworthy or better able to preserve information long term as a result of going through the TRAC audit process. Rather, the benefits centered on aligning the expectations of internal and external stakeholders, and of improving transparency and communication in order to remain competitive.

As discussed in Section II B above, much of what is known about TDR certification has been produced by those involved in the process in some way – developers of certification systems, and repositories that have achieved certification. This paper provides a new perspective, investigating the value of TRAC certification through empirical research. Even so, participants in this study may still have been motivated by a desire to promote the certification system. Achieving TRAC certification was a costly endeavor and phenomena such as escalation of commitment and/or sunk cost bias may have been present in this study [43], [44].

Future research, which considers both the repository outcomes as well as the attitudes and beliefs of repository staff members has the potential to produce a more complete picture of the value of this relatively new phenomenon. Additionally, as more time passes, repository stakeholders may be willing and/or able to reflect on their experiences with TDR certification in different ways.

Finally, TRAC is one of several TDR certification systems that are active today. While some of the criticism about TRAC certification focused on the requirements themselves, much centered on the particular implementation of TRAC certification as administered by CRL. More recent audits have been conducted by a different organization (i.e., PTAB),
and future research should investigate this new implementation of the ISO 16363 standard [10].
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Abstract – Many preservation actions that we undertake on digital content are driven by the format of the content in question. Format information is often determined at the point of ingest and is not regularly updated as our knowledge of file formats improves over time. Periodically re-characterizing all content in a repository would ensure that we get more accurate identifications over time, but a more sustainable approach would be to only re-characterize content that was actually likely to have changed. Preservica’s new Automated Active Digital Preservation feature seeks to do exactly this, but even when considering only subsets of the data in our cloud systems, we are faced with significant challenges of scale. In this paper, we describe those challenges, the approach we have taken to implement the feature, and the testing we have performed to verify the viability of this approach.
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I. INTRODUCTION

Characterization is one of the fundamental bases of Digital Preservation. It is the process of identifying the types of digital material we are preserving, and extracting the relevant technical characteristics and significant properties of that material [1]. This understanding of our content drives many digital preservation processes and policies; it might inform how and where we store the content, what normalizations, if any, we perform, what access copies we need to generate, and how we display content to end users. Its importance is such that it is an assumed standard part of our digital preservation processes, with at least the identification part of it even being part of the “Parsimonious Preservation” workflow [2].

Characterization is often treated as part of the ingest process, or preparation for the ingest process [3], and it is true that performing characterization up-front has benefits. Until we know what our digital material is, we can’t apply format based policies, or take format based preservation actions such as normalization or the creation of access copies. However, our collective understanding and knowledge of file formats changes over time, as do the tools available to identify and validate content, and to perform extraction of technical properties. If all we have is the knowledge of how our content was identified at the point of ingest, and the characteristics we could measure with the tools then available, then our decision making about all subsequent preservation actions may be flawed.
Ideally, our content should be characterized with the latest file format knowledge and most up to date tools at all times.

If re-characterization is a process that must be manually undertaken, this places a burden on the user/s of the system to ensure that this happens. These users are often archivists and collection managers rather than digital preservation experts, and as such are not always the people best placed to determine what needs to be re-characterized and what does not.

An alternative approach would be to automate re-characterization on a periodic basis, in the way that we might perform fixity checks, in order to ensure that our information up to date. However, this potentially requires a lot of compute time, and will, more often than not, result in no changes needing to be made.

Preservica has developed a feature that ensures that the preservation system itself can automatically respond to recommendations made by digital preservation experts to ensure that the correct subset of repository content is re-characterized as appropriate. This removes that burden from non-expert users of our systems, and means we only run processes on potentially affected content.

In this paper, we will discuss how even this approach results in challenges of scale when applied to production systems. In section II we will discuss what these challenges are. In sections III and IV we will discuss our approach and what steps we took to verify that it would work at the scales required and in section V we will discuss how well this matched the performance we saw when taking this feature into production.

II. WHAT DO WE MEAN BY SCALE

A. Scale of the Format Problem

A blog post in 2018 [4], investigated the specific case of how PDF identification within PRONOM and DROID had evolved and demonstrated that the identification outcome of a corpus of PDF files changed over time. This is a natural consequence of the fact that PRONOM's data changes over time, usually for the better, as PRONOM's global community of contributors feedback their expertise into the dataset.

This was explored further in a poster for iPRES 2019 [5] which additionally examined historical changes to the GIF, TIFF, and JPEG PRONOM-based identification.

However, PRONOM contains details of over 2250 file formats as of March 2023, so it is necessary to evaluate changes across the entire dataset to get a complete understanding of the impact of these changes.

Carrying on from the Lightning Talk last year [6], we investigated changes in PRONOM going back to the very earliest versions, with the PRONOM v10 update in 2006 chosen as a starting point as this was the first release where every single format entry had a persistent ‘PRONOM Unique Identifier’ (PUID) assigned.

Of an initial assessment of 1,089 unique file formats represented across the Preservica Cloud estate as of March 2022, we found that 489 format definitions (approx 45% of those assessed) have changed at least once in such a manner that they warrant a re-identification event.

All of these recommendations have been made publicly available and as new recommendations are made these will continue to be published for the benefit of all.

Format definitions change in PRONOM for a few reasons:

**Name or version updates**: These are often relatively trivial, so a format name might be updated to correct a misspelling or to match official branding. A format version might be adjusted to cover multiple software releases or adjusted to a default ‘generic’ entry that is used in the event of a format being unable to be identified as an exact, specific version. There can be more impactful changes, however.

In the case of the database preservation file format, the Software-Independent Archiving of Relational Databases format, or SIARD, when the format was originally added to PRONOM in 2009 the entry was given the version number 2, although version 2 of the format wasn't formalized as a standard until 2015. In 2014, on the advice of the Swiss Federal Archives who created the original file format, the original entry in PRONOM was adjusted to version 1.0. Subsequently in 2016 SIARD version 2.0 was added to PRONOM. As such two separate
PRONOM entries have been called ‘SIARD 2.0’ at separate times, therefore file instances that were most recently identified before the 2014 correction will need to be re-identified to ensure they have the correct identification and to avoid confusion and ensure proper management.

In a separate case, the image file format ‘3D Studio,’ introduced in one of the earliest versions of PRONOM before version 10, had its name changed to ‘Paint Shop Pro Image’ for reasons unknown around 2012. This was likely a mistake, as it was changed back to ‘3D Studio’ in 2015 but this means that any file instances identified as such during this time period will need to be re-identified.

Up to the version 109 PRONOM update in November 2022, 301 updates to format name and/or version number have taken place.

**Deprecations:** Once a PRONOM entry has been created, it is intended to persist, so entries are not permanently deleted for any reason, however sometimes an entry may no longer be suitable for use, at which point it is deemed ‘deprecated’ and disassociated from identification mechanisms such as extension or file format signatures. Particularly in the early days of PRONOM there were several entries added that really related to specific software versions rather than file format versions and subsequent research deemed many of these unnecessary and with the potential to cause unintentional and unwanted identification clashes.

In the case of the Tagged Image File Format, or TIFF, PRONOM originally had distinct entries for versions 3, 4, 5, and 6, however each entry shared a single identification signature, meaning a file format identification tool would identify a file instance as each of these four formats, which could cause confusion or uncertainty, however it wasn’t clear how to distinguish between these format versions reliably. A decision was made to deprecate these four entries and create a single general one. As such any file instances that were identified before these deprecations were made, should be re-identified to ensure they get the current correct identification outcome.

As of PRONOM’s version 109 update, 68 file format entries have been deprecated.

**Changes to format priorities:** Further significant sources of change within PRONOM are ‘priority relationships.’ Many file formats are based on other file formats and some formats share certain characteristics of others. In these cases, it may be the case that these shared characteristics, where used for file format identification, will clash and would result in a file format identification tool matching against each format rather than a specific one. This situation is handled through setting a ‘priority relationship,’ where the more specific format is given priority over the more general one.

A new priority relationship being introduced will usually necessitate some form of re-identification as the previously general format identification outcome may now result in a more specific outcome if reassessed. A common case is where camera image formats, such as the Nikon NEF, the Pentax PEF, and similar file formats which are often based upon the TIFF file format, are introduced. Since these would have previously been identified as TIFF, it follows that any previously identified TIFF files should be re-identified as these may now get a more specific identification outcome. This is an instance that would need to be handled with care however, as many digital preservation repositories will store many millions of TIFF files.

In a separate case, when the Video Object Format (VOB) was introduced to PRONOM in 2012, it was given a lower priority than the MPEG Program Stream video formats from which it was derived. This was a mistake, as VOB is the more specific format so it should have been given a higher priority. This mistake was corrected in 2014 but means that any file instances that were identified as MPEG-1 or MPEG-2 Program Stream during this time need to be re-identified as they may have instead been VOB files.

As of the version 109 PRONOM update there are 1,054 priority relationships in-place, with 191 formats set as ‘lower priority’ than one or more other formats.

**Changes to identification signatures:** The final major trigger for file format re-identification will be where file format identification signatures are changed.

This usually happens where a previous signature has been found to be a little loose in order to tighten the signature, however it can sometimes be the opposite, where a previous signature has been a
little too strict. This could also be correcting a prior mistake.

A signature update will not necessarily require a new re-identification as in many cases optimizing a signature will not adversely affect a prior identification outcome, but mistakes will usually necessitate them.

In a recent instance, an attempt to slightly loosen up the signature for Encapsulated PostScript (EPS) version 2.0 went awry – the intention was to replace three specific bytes with wildcard bytes (bytes that can have any value) to allow for a little variance that had been observed in some file instances. Mistakenly the sequence was replaced with two wildcard bytes rather than three, which meant that affected files would then erroneously identify as standard PostScript rather than Encapsulated PostScript. This issue was quickly rectified within two months, but once again, any file instances that were identified as PostScript during this time will need to be re-identified.

From version 10 to the version 109 PRONOM update, 594 signature sequences have been altered.

B. Scale of the Content Problem

Preservica has been running commercial, cloud-based digital preservation systems for over a decade; starting with a single, multi-tenant system in the US, we now operate tens of systems across multiple regions of the world. Some of these are “private cloud” systems, hosting services and data for a single organization, others are multi-tenant, with tens, hundreds and even thousands of organizations sharing resources. We have customers who have been using these systems continuously for the entire lifetime of the service, meaning that we have production data that was ingested over ten years ago.

As of October 2022, we have over 116 million digital objects stored across our cloud estate. Our largest individual tenancies each have over 10 million assets stored.

Of these files there are approximately 1,350 file formats represented across the estate. The top ten most common file formats present make up over 90 million assets, approximately 77% of files stored. The most common types of file format present are images, documents (including PDF), and email.

We have over 32 million TIFF files stored, and a similar number of the various JPEG file format variants. There are over 20 million PDFs, including over 2 million PDF/A files. There are approximately 4.5 million emails.

However, the long tail is very real and very long. 664 file formats have 100 or fewer assets stored. 1,056 file formats have fewer than 1,000 assets. The 1,000 least populous file formats make up just under 110,000 files stored, less than 1% of the total, and although 1% seems like a very small number, 110,000 is more files than many of our individual tenants have in total.

The diversity of file formats present truly reflects the diversity of our user-base. Among these file formats we see rare and interesting eBook formats such as Broad Band LRF, or the Rocket Book eBook format. We see many different variants of Flash, which was once extremely common but due to security issues is no longer supported by most mainstream content platforms. We see ancient image formats such as PCX and TGA, but also extremely modern ones such as HEIF and JPEG XL.

Some proportion of this content will have been tentatively identified. This means that it didn't match any byte sequences for any file formats, and was assigned an identification on the sole basis of the file extension. Whilst we know this must be true for some content (e.g. the plain text file format x-fmt/111 has no byte sequences to match), the raw format data we have analyzed does not tell us this for other formats where byte sequences do exist. Some of the changes made to PRONOM in the time since any such content was ingested might mean that today we would be able to provide a firmer identification on the basis of matching byte sequences.

For example, the OS/2 Presentation Manager Metafile file format was originally added to PRONOM in 2005, and was associated with the .met extension so any file instances with that extension will have received a tentative identification outcome. In the v108 PRONOM update in 2022, a new identification signature for this file format was created, meaning we can now re-identify these file instances and either definitively and positively identify them as OS/2 Metafiles, or for those that are not OS/2 Metafiles, focus file format identification research efforts to further improve PRONOM.
We also have approximately 700,000 (approximately 6% of the total) ‘unidentified’ file formats stored, that is files for which we were unable to positively assert the file format identity at the point of ingest. Since the time period for these ingests stretches many years and PRONOM coverage is continually improving, the real current number is likely to be lower, but this can only be measured through re-identification.

These counts are only looking at the cloud services that Preservica actively manages. We have a number of “on-premise” customers who themselves manage similar sized repositories. Our on-premise offering pre-dates our cloud offering by around a decade, and so some of these customers have content ingested over even longer timescales.

III. Process

The approach we have taken to this problem of re-characterization at such scales is to separate responsibility for determining what content needs to be re-characterized from responsibility for actually running the process. Further, we have removed both responsibilities from the typical non-expert users of Preservica.

A. Identifying Changes

Preservica now allows a Digital Preservation expert to produce “Recommended Processes” [7], which describe the type of process to run and filters to describe the subset of content to run against. These filters include:

- lists of file formats to specify that only content matching one of the formats should be processed;
- event/date ranges to specify that only content ingested or last characterized between certain dates should be processed;
- whether unidentified, or tentatively identified content should be processed.

These recommendations are written in JSON format, consistent with the Preservation Action Registries (PAR) data model [8], and published to a Preservica Registry using an API that is consistent with the PAR API definition [8].

B. Executing Processes

Once published, these processes will be automatically executed by Preservica’s Automated Active Digital Preservation (ADP) feature.

Preservica’s architecture allows for individual “mini-services” to be containerised and deployed as consumers of specific messages brokered by a message queue. Specifically, these are implemented as Docker containers, and can be deployed in a scalable manner using a service such as Kubernetes.

As well as allowing for the independent scaling of each mini-service, this deployment model also means that each mini-service can be deployed in an isolated manner, allowing us to avoid resource contention with other parts of the system.

The orchestrator for Automated ADP is one such mini-service, whose function is to watch the Registry for new Recommended Processes, and then query the repository to get a list of Assets that match the criteria in the recommendation. Once this list is generated, it posts a message for each Asset, requesting a re-characterization. These messages are consumed by a separate mini-service, dedicated to performing characterization.

This means that during periods where large numbers of re-characterization processes are requested, we can scale up the number of mini-service instances dedicated to running them. Conversely, once the demand has died down, we can scale back down, meaning that we only use computing and memory resources as we need.

The execution of these processes is explicitly designed to be a background activity that does not necessarily surface to the users of the system. However, it is still useful to be able to track them as they happen, and so each process that is executed is also monitored. This allows us to record general progress updates that detail how far through the list of Assets we are, as well as data and/or process specific error messages (such as forwarding error messages from the characterization tools themselves).

IV. Scale Testing

In order to ensure that this process would be viable, we undertook a program of scalability testing, with a view to replicating the typical scales seen by our cloud systems. This was largely achieved using two distinct testing regimes. The first was “code-
level” integration tests, which gave us tests we could spin up one demand on local development machines, and where we could actually debug into individual processes. The second was to create an actual cloud environment using production level hardware specifications, and populated with large volumes of data.

A. Integration Performance Tests

At the lowest level, we created performance testing at a code level, writing integration tests that configure and deploy the relevant set of mini-services, populate a test database with data, and then trigger background re-characterization processes. For the sake of simplicity, these provide dummy implementations for dependencies like archival storage; only create data that we intend to re-characterize; and use the same input content for each database record.

This means that we are not using them to derive realistic or expected production performance metrics, but they do allow us to quickly run tests with increasing volumes of content to determine where bottlenecks may emerge.

They prove exceptionally useful in replicating issues uncovered in the more realistic test scenarios, allowing us to diagnose those issues, and have some confidence that we have actually resolved them.

B. Production Like Test System

The second and main testing mechanism we used was to create an actual cloud environment using production level hardware specifications, and populated with large volumes of data. From here we could publish realistic recommendations and allow the system to run through re-characterizations in a real world scenario.

This system was loaded with close to 345,000 pieces of content in 763 different file formats (plus around 29,000 “unidentified” formats). As with our production systems, this was heavily weighted to common formats, with over 53,000 JPEG 1.01 files and over 24,000 Word 97-2003 files. The top 10 file formats accounted for over 55% of all content.

By combining formats in our recommendations, we could create processes that would target an arbitrary number of assets to re-characterize. We published a series of recommendations, triggering re-characterization processes on increasing numbers of assets, from tens at a time up to just under 100,000. By querying the monitoring API and underlying database, we could calculate the rate at which these re-characterizations were performed.

For this initial round of testing, we did not perform any scaling of any of the mini-services involved, so at any given time, there was only instance of a mini-service running.

C. Results

The predominant finding from this was that over increasing scales, the rate at which we were able to process re-characterizations did hold relatively constant.

In the majority of test cases run, the rate, as measured by the overall running time of the process divided by the number of assets processed, was less than 1 second per asset. (varying between around 0.1 and 0.7, but averaging around 0.25). In the final iteration of the code, this held true up to the largest dataset we tested, which was in excess of 96,000 assets being re-characterized in a single process.

This is not to say that characterization of any given asset took less than 1 second, since, even though there was only one instance of a mini-service, internally it runs up to 8 threads simultaneously, so 8 assets, each taking 8 seconds to process would still result in a rate of 1 asset per second.

This parallelism benefit could in fact been seen in one of the smallest tests we ran where just 17 assets were being processed. The rate for this test was 5.6s per asset. On closer examination we determined that this was essentially a “small sample effect”; one of the test files was orders of magnitude larger than the others (around 3.5GB), and the overall process time was dominated by the retrieval of this content.

At this rate of less than 1s per asset, processing of up to around 100,000 assets will run for approximately a day, which is well within the comfort zone of being able to generally assume full system uptime.

D. Issues Uncovered

The first issue we encountered was at around 15,000 assets being processed. The rate jumped from less than second per asset to over 3s per asset. The process reported a lot of errors that were ultimately due to calls to Third Party characterization tools being timed out (i.e. cancelled when they took
>30s to return). Although this initially seemed like it might be to do with overwhelming the mini-services, the actual root cause was discovered to be a scalability limit in our “working area” shared storage.

In order to run characterization tools against the content in the repository, we take a copy of the content from its archival storage location (in this case an AWS S3 bucket) and place it in some storage that is accessible to all mini-services (in this case an AWS EFS drive). The throughput on the EFS is throttled by default, giving you an allowance that you use when performing reads or writes to disk, and which replenishes over time when no activity is taking place. At this scale, we were using up all of the allowance without it being able to recover. At that point, all I/O operations became slower than we were able to tolerate. This is relatively trivial to fix, albeit at increased service cost.

The second issue was also due to the same EFS system, or at least, how it was “mounted” in the mini-services, and hit at around 25,000 assets. To reduce network costs, each client connecting to the EFS drive maintains a local cache of what is on the drive. In real time terms, these caches are short-lived and so once a client has written content to the drive, all other clients will “see” the content very shortly thereafter. In our case however, the messaging between mini-services was quick enough that the code that should use the content was trying to read it before its cache updated, then compounding this issue by storing this “not found” result in cache for long enough that eventually the process was timed out. Whilst this was likely happening on smaller scale tests, only at this point did it cause an appreciable impact on our results.

The final major issue that we encountered was to do with the way the processes were being monitored. This presented as an inelastic threshold in our testing. The rate of processing held constant up to around 80,000 assets, at which point, the Automated ADP orchestrator service became very unstable, restarting frequently, causing monitoring to go awry and process requests to be re-sent multiple times.

The limit here was essentially that each time a process completed, we were attempting to update the monitoring information to indicate how far through the process we were. In doing this, we were retrieving a list of the requests, then aggregating them by their process status so that we could update these numbers in the database. There were two issues with this, the first is that at some point, the volume of data contained in the list of requests became large enough that the SQL query to retrieve it would take a long time to complete. The second is that because we were operating 8 processes in parallel, we would often have 8 threads making that call simultaneously. This combination caused contention for database resources, which ultimately cascaded into a series of timeouts and errors.

The issue of counting lots of simultaneous updates in a transactional manner is a common problem in large scale systems, and the general solution is to reduce the number of times you actually update progress, caching all the updates in memory in between. The updates in question here were purely for monitoring, and in large scale processes it is generally acceptable to see updates at longer discrete intervals, so we were able to solve this issue by a combination of performing the status aggregation in the database query (thus reducing the volume of data we needed to transfer), and by only updating periodically (thus reducing the number of database calls we needed to make).

### E. Testing Limitations

The system we ran our testing on was configured as a production system would be, with the same hardware specifications, so the direct performance results should be comparable. However, we were limited in how far we could fully replicate a production system in the time available.

At over 345,000 pieces of content, this system was larger than a number of our production systems, but at least an order of magnitude smaller than the largest systems we have. The data also contained many more duplicated items than we would reasonably expect a production system to contain. This introduces some uncertainty into validity of the process. Some data will cause issues with third party tools that other data in the same identified format will not, possibly due to the use of features of that format, or just whether it is valid content. If our dataset contains lots of replicas of problematic data, then this might mean that our measured rate is over-estimating how long a truly heterogeneous data set of the same size would take. Similarly, if it is replicating more “clean” data than would exist in a
truly heterogeneous set, then we might be underestimating how quickly we would process that set.

The final limitation we have identified is that our test system was configured to be single-tenant, whereas many of our biggest systems are multi-tenant. The system is designed to run processes on a tenant by tenant basis, which means that the number of tenants in the same system should be irrelevant, however this set of tests was not designed to explicitly verify this.

V. INTO PRODUCTION

Following on from this successful scale testing, we have started to roll this feature out into live production systems. At the time of writing, this has been limited to around 10 recommendations, across two production systems, reaching scales of up to around 15,000 assets being re-characterized in a single process. Taking the same rate measurements as we did for the testing processes, our performance has been between 0.2 and 0.25 seconds per asset, which is perfectly in line with the results from the test systems.

We will be continuing to enable this feature on more systems, and publish more recommendations over the coming months.

VI. CONCLUSIONS

We have reported on a large-scale issue that that affects the users of Preservica’s cloud systems, namely that it likely that some proportion of the content they have ingested has outdated characterization information. The result of this is that we are likely to make poorly-informed decisions as to how to treat this content; particularly we may repeatedly attempt to perform processes, such as rendering or migration, that have no prospect of success, which will harm our efforts to preserve information efficiently.

We have discussed the general approach we have taken to implement functionality within Preservica to address this issue. We are allowing Digital Preservation experts to publish machine actionable recommendations for re-characterization processes that should be run, and then automatically executing those within a scalable architecture.

It is noted that for now, assessing updates to the PRONOM dataset as they are formally released is a task that is carried out manually by digital preservation experts using the tools and approaches created in-house for the task.

The additional workload this requires will scale with the number of file formats in the PRONOM database, and the number of types of underlying digital content these represent. This is independent of the volume of content in any given system. For context of the current scalability of this task, PRONOM updates are comparatively infrequent (2 to 3 per year), which limits the frequency at which such analysis has to be performed, and although the sizes of updates vary, they are comparatively small, affecting tens to a few hundred formats each. This makes it possible for a single individual to assume responsibility for this task at each update.

This work is currently being performed by Preservica staff as part of our ongoing digital preservation activities. The output from the analysis is being published for the benefit of the community at

Since the types of data changes that may warrant a re-identification recommendation have so far proven to be relatively systematic, it would likely be possible to augment this process through further automation, perhaps through machine-assisted or machine-learning-based approaches, however exploring these approaches is beyond the scope of this paper.

Over time, it may be necessary to partition this workload so that experts in different types of digital content are responsible for making recommendations related to their expertise (e.g. one expert assessing the impact on images, whilst another assesses the impact on Audio-Video content). Again, this is beyond the scope of this paper.

The mechanism of allowing digital preservation experts to publish recommendations written in a PAR-like data model, and using a PAR-like API means that it should be possible to extend PAR to encompass this in the future. This would enable experts and practitioners from across the digital preservation community to publish their own advice, and access that of others, in a machine actionable way. This would further extend the benefit of this work and enhance knowledge sharing for the entire community and not just Preservica users.
We have presented a description of the testing we have undertaken to validate that this approach will indeed be able to meet the scale of the challenge, summarizing the key results of that testing, and highlighting the key issues uncovered. We have also reported some initial confirmation from production implementation of this feature that our test findings are in line with the performance we are able to achieve on live systems.

We clearly have further work to do in rolling this feature out more generally across our cloud estate, and this work is currently in progress.

The next step in our Automated ADP feature implementation is to enable similar automation of expert derived recommendations around migration functionality. Much of the testing we have already performed will be valid for this also as much of the triggering and monitoring mechanisms are shared. Typically however, migration itself is a more compute and memory intensive process than characterization, so there are still outstanding questions of scaling these processes to answer.
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Abstract – Digital preservationists often struggle using their expert knowledge to create change within their own organization. Because of this, they might need to resort to campaigning for decision-making authority. Why is this? Memory institutions are used to adhering to standards and rules. Rules and regulations are beneficial for stability and trustworthiness. But too much focus on rules may create organizational rigidity which negatively impacts adaptability. Adaptability is a major goal for preservation so how could we create more room for this? An important part of adaptability is organizational learning. In order to facilitate learning we must understand which aspects of organizational practice negatively affect it. For example, avoiding discussion of mistakes is an important barrier to learning. If an organization prioritizes learning this can have a positive impact on the motivation of employees. Practitioners may feel more in control when they understand how to use theories of organizational learning to further implementation of preservation principles. More room for learning within the organization might also benefit the field of preservation itself through enhanced knowledge of what works and what doesn’t.
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I. INTRODUCTION

In my ten years of experience with preservation, one of the most striking and enduring aspects of this line of work is how much preservation practitioners know about their area of expertise and at the same time how difficult it is to use this knowledge to get preservation requirements implemented within the own organization. When I first read the article ‘What’s wrong with Digital Stewardship?’ three years ago I was amazed by how similar the findings were to this first impression of mine. I always encourage people to read this article because I cannot do justice to it with a short summary. But what I learned from this article is that it is hard to implement a holistic model with a long-term focus on adaptability in a hierarchical organization that values short term measurable results and separate roles and responsibilities [1].

The article neatly describes some significant organizational factors that negatively affect implementation of preservation principles according to practitioners. For instance, hierarchical structures that disempower experts from taking part in decision making, leaving them no other option than campaigning for authority. In this article I will describe where we might look for improvement. An important part will be analysis of the organizational level and the implicit rules and restrictions that come with a certain organizational practice. Arguably the focus within organizations on rules and policies is what makes the stability goals of preservation easy to relate to. But how does this affect the goal of adaptability that is necessary as well for the model to actually work? And is the field of preservation itself keen enough to adapt their principles to new insights and changing circumstances? As I will argue in this article, paying attention to lessons from the field of organizational learning might help create a more complete implementation of preservation functions within the organization. The process might in its turn also benefit the field of preservation itself through enhanced knowledge of what works and what doesn’t.
II. THE CONFLICTING VALUES WITHIN DIGITAL PRESERVATION: EXPLORATION VS. EXPLOITATION

Memory institutions usually do not seem to be daunted by rules and regulations. Coming from a library background I would argue the huge amount of rules related to title descriptions for cataloguing publications is a case in point. The requirements for Trustworthy Digital Repositories (TDR, also known as ISO-16363) about creating policies and fixed procedures for handling objects during the digital lifecycle should not feel like too much of a stretch. A preference for rules and policies is one of the traits that characterize people drawn towards the public sector (among other characteristics, the most surprising one is probably self-sacrifice) according to the concept of Public Service Motivation [2]. Rules, policies and documented procedures are supposed to prevent ad-hoc actions that could lead to unpredictable decisions that might endanger digital objects or the trustworthiness of the repository. The goal is to create more stability through bureaucratic methods. However, stability is also the opposite of flexibility. Organizations in modern times need to be flexible to be able to keep up with technological change. This is especially relevant within the field of digital preservation that was conceived to a large extent with the goal of countering obsolescence by staying up to date.

Exploration of new avenues and exploitation of existing knowledge are contradictory processes within organizations that need to be balanced out if the aim is to profit from both. Exploration should not be constrained by existing rules while exploitation should benefit from new knowledge that is generated through exploration [3]. The same dual focus can be seen within the field of preservation since the OAIS-model is describing functions for exploration of new technological developments and changed user demands, as well as functions for creating stability and use of existing knowledge through documented procedures. If for no other reason than sheer familiarity, we would expect memory institutions to feel more at home with the stability goals than with the flexibility goals of digital preservation. As a tentative suggestion that this is indeed the case we may look for example at the NDSA survey of 2021 where among all the functional areas that are listed involve technical implementation, planning and policy writing which implies exploitation, consolidation and streamlining of existing knowledge and practice.

In the requirements for certification, we also see a heavy focus on stability. This can be seen in requirements that describe the need for fixing organizational procedures by way of integration and documentation. Both ISO-16363 and CoreTrustSeal [5] refer to documented processes as proof that ad-hoc decisions are minimized. CoreTrustSeal specifically has a whole requirement (R11) dedicated to this. As can be seen however from literature on the effectiveness of process management, implementing fixed processes can have negative consequences for innovation and flexibility. Within a stable and predictable environment process management can increase efficiency and therefore benefit the organization. However in an innovative and changing environment it can negatively impact results because organizational learning and creativity is hampered by processes that are based on exploitation of existing knowledge. This focus can even lead to resistance to change [6]. The reliance on documentation as evidence of trustworthiness is also motivated by the fact that this makes the auditing process more objectively verifiable. However, risk is socially constructed. The creators of the standards, the auditors and practitioners can have different opinions on what the most relevant risks are and what the best way of mitigating these risks is. These differences are rooted in the different stakes persons have through their various roles in the process of certification. For example, from a standards perspective it is useful to have written proof of continuity in the form of a succession plan but practitioners may have doubts that this method is effective in countering risks to continuity [7].

Too much focus on rules and regulations not only makes us less flexible but the ideal of finding universal solutions also ignores the fact that knowing the context and the specific cultures of organizations is important if we want to implement solutions that fit the environment. Organizational culture should not be treated as something that hinders ideal implementations but rather as something that needs to be understood in order to create room for diversity. By understanding the complexity of human behavior, for instance in decision making, solutions
can be found that better match real-world situations [8].

If we only focus on rules based on existing knowledge this will not impede aspects of preservation that are supposed to provide stability. But it may have negative effects on those aspects of preservation that imply the existence of processes of cyclical, informal learning and improvement. An example of this is Designated Community monitoring. The goal of monitoring the Designated Community is to signal when changes are needed to information or services through regular gathering of non-expert, informal information. As can be seen from the literature, there is still a dearth of information on how to implement this concept, while it is foundational within the model. The concept itself also reflects conflicting values in the sense that public institutes aim to serve a broad community while the model requires being specific about what is done for whom, implying a more exclusionary definition. Furthermore, this function is aimed at adapting to the needs of future users as well, not only to the requirements of current users [9]. It seems we need to learn more about the concept as well as about how to apply it. Using only existing knowledge to justify our policies and practice, it is not likely that we will achieve the goal of catering for future requirements. We cannot just follow a training or ask a colleague. And even the familiar method of doing a survey would not suffice since this only targets our existing user base.

If we want to adapt to new developments we need to learn how to innovate and learn, not just on a personal level but also at the level of the organization. We got the stability aspects of digital preservation in clear focus through policies and standards, but what about the adaptability aspects? The fact that organizations struggle with more explorative concepts of the model, like the idea of the designated community, may be a hint that these aspects do not work smoothly with formal organization practices still current within memory institutions.

III. IMPLEMENTING A HOLISTIC MODEL IN A FORMAL ORGANIZATION

It is not only explorative concepts that might be relatively unfamiliar to memory institutions but also another important aspect of the OAIS-model: the fact that it is a holistic model that affects the inner workings of the whole organization. In 'What's wrong with digital stewardship' this is described as a major stumbling block [10]. When we understand what characterizes the formal organization we can better understand why this is so. The idea of the formal organization was conceived of from the perspective of efficiency within a factory work line so as a classic example, think of a factory a 100 years ago. It is clear what the product should be, who works on which parts, how the parts should be assembled and how many products can be manufactured per day. The production process as well as the distribution of associated tasks are determined by top management because all necessary knowledge about the product and about efficient processes is concentrated at the top. The employees who work on different parts do not have to understand how the whole production line works. They just need to ensure that they can perform their own limited task within the bounds of the production standards set by the top management. Of course, working in a factory can be very different in practice, but this is to outline the extreme end of the spectrum by describing the workings of a very formal organization. In this type of organization, employees who do not belong to the top are expected to be performing simple, predetermined tasks that form just a small part of the whole. Employees are rewarded on the basis of achieved results [11]. In lots of ways aspects of the formal organization - such as decision making at the top – are still prevalent in modern organizations, and indeed in memory institutions. It should not be a surprise that the holistic view of preservation activities across the organization and the shared responsibility implied by this view should not sit well with people who are used to having clearly separated roles and responsibilities within a chain of command. This is borne out by the conclusions in 'What's wrong with Digital Stewardship' and most aptly formulated in the chapter title "Hierarchical organizations exacerbate stewards' lack of authority". Also other stumbling blocks mentioned in this report can be linked with the workings of the formal organization. For instance lack of long-term commitment and structural funding is linked to the fact that organizations make decisions based on financial benefits in the short term, such as project funding.[12] A focus on short term, measurable results is also a clear feature of the formal organization. As mentioned earlier, having separated
and clearly defined roles is a feature of the formal organization and a means for achieving efficiency but it hinders coordination of preservation activities across the organization.

IV. LAYING THE GROUNDWORK FOR ADAPTABILITY: ORGANIZATIONAL LEARNING

What should be clear from the above is that aspects of the formal organization seem to agree with the formal aspects of the OAIS model but not so much with preservation principles aimed at adaptability. One of the aspects that suffers most from the rigidity of the formal organization is learning because workers are trained not to ask questions or question authority [13]. If we only consolidate existing practice we are not discovering new ways of doing things. Theories of organizational learning provide solutions on how to create better conditions for learning to take place. Learning itself is an important part of preservation but creating the conditions necessary for learning should also improve other aspects that hinder implementation such as hierarchical decision making.

So what does the ultimate learning organization look like? The idea of the learning organization in its most extreme form (think of a small startup) is in many ways the complete opposite of the formal organization. In order to be more open to learning, it is necessary not to determine everything in advance, to give employees autonomy, to show initiative, to accept mistakes, to flatten the hierarchy and to gradually learn what works by trying new things. Transparency is paramount and critical thinking is seen as a crucial skill to improve things. Employees are rewarded for having the right attitude, not for successfully performing planned actions [14].

The differences between these two organizational views can best be illustrated with the concept of collaboration. From the idea of the formal organization, being a good employee means that you stay within the boundaries of your role as much as possible and not try to do things that fall outside your jurisdiction because this hinders efficiency. Failing to do this can be perceived as meddling and lack of trust (even if people might be too diplomatic to say this out loud).

From the perspective of the learning organization, however, it is important that there is overlap (at the cost of efficiency) because in this way new ideas may come up. This process is called creative interference in the literature. Within a learning organization, it is considered beneficial when people are working on the same thing from different perspectives. The contribution of group members might be based not only on their professional knowledge but also on their personal knowledge. People can have useful information that is not part of their job description but contributes to solving a problem in a way that has not been tried before [15]. It is important to understand that desirable outcomes that are typical for a learning organization, such as creativity, autonomy and innovation, cannot be achieved by using the methods and goals of the formal organization such as efficiency, separation of tasks and planning. If we want both, we need the right balance of formality and learning, but without the two sets of methods and expected outcomes getting mixed up. Knowledge and awareness of the differences between these opposite orientations is the first step. Organizational learning can contribute to achieving preservation goals because it will enhance creativity and innovation. If we only focus on rules and regulations we miss the learning-focused aspects of preservation that will help us adapt to new developments in the long term.

V. WHAT WE SHOULD UNLEARN

These insights on what stimulates innovation have been around for some time and might sound vaguely familiar to people acquainted with agile software development principles. So why is it so difficult to put this knowledge into practice? Though there might not be one simple answer to this question, I think this can partly be explained by realizing the formal way of doing things is so enmeshed with things we value and things we are used to, like our expertise and our way of communicating.

The latter point will become clearer by zooming in on the work of Chris Argyris whose professional output has been significant in the field of organizational learning. In his work, he stressed the importance of looking at the underlying values within a process of problem solving that effectively prevent change from happening. The organizational process where certain types of solutions are automatically selected creates the effect that new solutions, after a while, will start looking very much like the old
problems they were meant to solve. Underlying values steer behavior within a problem-solving context. When people realize that their values in dealing with problems is what is creating failure this is called 'double-loop learning' and is important for organizational learning to happen [16]. If we want to translate this idea into something recognizable within the field of preservation, we could think of the ingest process. According to the OAIS model, quality analysis should be part of the ingest process. The goal is to safeguard quality. However, this step might take time during which the content isn't being preserved. A single-loop solution would be to try and speed up the process. Double-loop learning would be to question the underlying values of the solution and try to provide alternatives, such as ingesting first and then doing quality analysis as was proposed by the authors of the “Minimal Effort Ingest”-iprespaper [17].

According to Argyris, the way we communicate can prevent double-loop learning from happening. A diplomatic way of dealing with mistakes and criticism fits the formal organization. One can think of face-saving actions after dubitable decisions and giving reassurance to people to protect the trust they have in the chain of command. This type of diplomacy is protective behavior that leads to a reduction in transparency and is therefore a barrier to learning. From the perspective of a learning organization, conflict avoidant behavior gets in the way of detecting mistakes and learning from them. It is also something that becomes automatic behavior which means people aren't even aware they are doing this [18]. In preservation this could happen if we do things because the guidelines state this as a necessity or because it is considered a best practice. This means the guidelines or best practices themselves aren't open to questioning anymore, only the solutions based on them are.

This problem can be solved by actively facilitating critical thinking within the organization. For example, by making statements based on facts that can be verified or tested by others because the same information is made available to everyone. This also requires a certain attitude towards questions in the sense that asking for verifiable facts is not perceived as distrust but is rewarded as an attempt to stimulate open communication. Reciprocity and flexibility are important here: we must be open to adapting our ideas on the basis of verifiable, factual arguments. Learning from mistakes is an important part of this. In practice it might be hard for preservationists to openly discuss mistakes because trustworthiness is one of the core concepts in the field of preservation. Making mistakes might mean data loss which shouldn't happen in trustworthy digital repositories, right? So how should we improve our attitude towards mistakes? One of the first steps to change is making undiscussable things discussable. The second step is to confront any threat or embarrassment that might result from this, instead of avoiding it [19]. In the case of preservation this might mean talking about which decisions actually resulted in data loss. In this way the organization can use this information to come up with alternative solutions. If we do the opposite and automatically avoid embarrassment we might stick to policies and solutions even though they are not effective and maybe never even realize that this is the case. If we want to optimize processes of learning we also need to take the human factor into account. Motivation is an important part of learning so this is what we turn to next.

VI. THE HUMAN FACTOR

As is very clearly stated in 'What's wrong with digital stewardship', constant campaigning for decision making authority is said to lead to burn-out and frustration. The situation of the digital steward, according to this report, is often one of autonomy without authority [20]. That is to say, people are free to explore options but they do not have the authority to implement solutions. There are indications that preservationists are not alone in this. Research on academic libraries for example, points out that library staff in general may experience lower morale due to status differences, lack of participation in decision-making and silo-ed communication. These are all features of the formal organization and point to organizational barriers leading to personal difficulties [21]. Having experts outside the management team but not involving them in decision making seems like a clear case of mixing up elements of the formal and the learning organization in a way that is counterproductive. As stated before, in a very formal organization both expertise and authority are vested in the top management levels of the organization. The situation as described in the report is one where the expertise has trickled down to the lower levels of the hierarchy while the decision
making authority didn't follow suit. This leaves the preservationist no other option than communicating and campaigning to the point of exhaustion. This takes up time that isn't spent on implementation, testing what works and learning new things about preservation. Bureaucracy has an impact on creativity both by centralizing decision-making and by providing rules (formalization). There are indications that centralization, more than formalization, is an environmental factor that deactivated creative behavior in learning-oriented people [22]. If this is correct, then the lack of authority should be a priority to solve. The stability aspect of preservation needs rules and procedures and therefore it is good to know that formalization doesn't necessarily hinder creativity. But both stability and adaptability are negatively impacted by centralized decision making, respectively through siloed communication and undermined creativity. Therefore focusing on decentralization and empowerment should benefit both exploration and exploitation goals of preservation.

If we want to understand what organizations can do to empower employees, we can turn to self-determination theory. This is a broad framework for the study of motivation and personality [23]. This overarching concept consists of a number of mini-theories, one of which is Basic Needs Theory. The central tenet of this theory is that people have a basic need for autonomy, competence and relatedness. This means people need to feel in control over their actions and behaviors, people need to feel a sense of mastery over their environment and people need to feel a sense of bonding with other people. As stated before, ideas about the formal organization started out from an industrial perspective which led to fragmentation and simplification of tasks and external control over these tasks. It should not be difficult to see how external control is thwarting the need for autonomy and how simplification and fragmentation might have a negative impact on the need for competence. Formalization as a way to enhance organizational control has been said to lead to alienation within the public sector. This is why learning organizations focus on improving job satisfaction by empowering workers, making them part of the decision-making process and prioritizing learning [24]. The organization benefits from individual learning while the need for self-development that employees might have will also result in commitment to the organization through shared goals of learning [25]. Especially people within the organization who are high in Need for Cognition, that is to say, people who enjoy effortful cognitive activities, will benefit from an organizational culture that rewards innovation and creativity. This will lead to greater activation of creativity which is important for organizations to adapt [26].

An important part of improving the motivation process within the organization is creating awareness about motivating styles. This concept centers on how employers motivate their employees. Motivating style can range from controlling to autonomy support. A controlling style means being prescriptive and being insistent on what employees should think and do. The autonomy supportive style, on the other hand, is one where respect for the perspective, input and initiatives of employees is salient. For instance, by explicitly asking the perspective of employees, providing rationales for decisions and using a non-pressuring, informational communication style, among other things. The management of an organization needs to understand what their motivating style is and how to change this style if necessary. A controlling motivating style can be improved by teaching supervisors the principles of autonomy support. The autonomy supportive style leads to conditions that support and satisfy the basic needs of autonomy, competence and relatedness [27]. Basic need satisfaction leads to autonomous motivation which has been linked to aspects of well-being, including commitment and work performance [28].

Through the above suggestions of how learning organizations improve motivation, we get a glimpse of what could help remedy the situation of the authority-deprived digital steward. The downside is that we will probably need to campaign for this as well...

VII. **WHAT WE CAN CONTROL: CHOOSING TO REACT DIFFERENTLY**

Instead of campaigning for implementation of preservation solutions, we could therefore be strategic and campaign for implementation of principles inspired by learning organizations in the hope of being granted more discretion in handling preservation issues. But this still implies external
control of our goals. What can we do ourselves to feel we are making progress in our area of expertise?

If indeed it is the case that digital preservation practitioners have autonomy without authority, then at least we can put the autonomy to good use. As mentioned above autonomy is one of the basic needs according to Basic Needs Theory so to be able to explore new solutions according to our interests is in and of itself a valuable asset. Setting up small experiments, even thought experiments, could help maintain a better balance between stability and adaptability. Previously mentioned pitfalls of mixing up formal and learning methods may also happen on the individual level so it is important to be aware of our own reactions and problem-solving techniques if we want change. Say for instance we want to problem-solve the previously mentioned lack of decision making available to the digital steward by petitioning management to enforce clearer roles and responsibilities. Given the above we should realize that this is a solution from the formal organization which in the long run will not enhance learning, intrinsic motivation and flexibility. After all, more authority for the preservation practitioner does not mean more egalitarian decision-making processes for everyone. Instead, we could consciously choose to adopt an alternative solution taken from theories about organizational learning. For instance, raising awareness about the benefits of autonomy support. In an indirect way this could solve the problem as well, but without negatively impacting flexibility and motivation. It is important to realize that the things we campaign for can contribute to stability goals or adaptability goals but both types of goals need different things and are opposing values that need to be balanced carefully. When we decide to take action, we can consciously choose to use a method that contributes to a better balance between these two types of goals.

If we want to help create a learning climate within the organization (and also in the broader network of memory institutions), it is important to be aware of our own communication style. Instead of presenting preservation requirements as strict rules we could open them up for questioning and communicate improvements in a non-presuring way by providing rationales and options where possible. By providing autonomy support we can appeal to intrinsic motivation. If we are aware of our own communication and motivation style during campaigning and make sure that this provides room for other perspectives, then we can embody learning-oriented values as an example for others.

VIII. CONCLUSION

Despite all the knowledge we might have on how to preserve digital objects in the long term, failing to get the message across within our own organization has been the metaphorical elephant in the room. Hierarchical organizations have a focus on rules and procedures that is partially matched by preservation requirements aimed at providing stability and trustworthiness. By focusing too much on stability, however, explorative aspects of preservation might suffer, endangering the other important preservation goal of adapting to new developments. Part of the reason for the stability focus is the fact that formal organizations are not tailored to holistic, bottom-up, informal learning processes. Centralized decision making is an important barrier in this respect. Lessons from theories of organizational learning can help us understand what can be done to stimulate innovation, creativity and learning within our own organization. This can be difficult as it means also changing the ingrained ways of communicating and problem solving that we have come to associate with being an expert. Focusing on methods for organizational learning might benefit those aspects of preservation that are focused on learning and improvement, like the concept of the Designated Community. This might also help the field of preservation itself to adapt and improve its methods through the infusion of new ideas.
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I. INTRODUCTION AND BACKGROUND

Web archiving is the practice of temporal versioning and preservation of representations of resources on the web. An archival replay is the practice of the playback of the archived historical representation of web resources while maintaining the essence and fidelity of the web resource. Decentralized content-addressable file systems, such as InterPlanetary File System (IPFS) [1], offer the opportunity to preserve all the historical versions of files stored in them. However, their current implementations lack native support for versioning.

In 2016, our initial work on InterPlanetary Wayback (IPWB) was a successful exploration of the possibilities of web archiving in the early days of IPFS [2-4]. It gained a fair share of visibility in the relevant communities. However, it relied on a local index for the system to operate, which made its operations centralized, despite the archival data being decentralized. We address this shortcoming in this work to make web archiving truly decentralized.

During the IPFS Lab Day event in 2018, we discussed the limitations posed by the centralized index for decentralized web archives and laid out what was needed to address them [5]. We proposed that the InterPlanetary Name System (IPNS) be history-aware, but current implementations only keep the most recent mapping of a URI to its corresponding content hash using a Distributed Hash Table (DHT), leaving prior versions of a resource untracked when the IPNS mapping is updated. We later proposed IPNS-Blockchain (a decentralized blockchain-based approach) [6] and Trillian data store (an append-only federated solution) [7] to eliminate the need of local index. Since neither of these approaches attracted enough momentum to get implemented, we came up with another solution that operates within the existing IPFS primitives.

In this approach we embed references to prior versions of a resource in the new versions, forming a singly linked list for backward traversal. We then use IPNS to enable direct access to the most recent version and traverse the chain from there. Moreover, we propose media types and namespaces in IPFS to make local indexing of archival resources more efficient, a concept that is orthogonal to IPNS-based access. Finally, we describe ways to achieve deduplication by storing slices of data separately that are likely to be repeated many times. Our proposed system, InterPlanetary Archival Record...
Object (IPARO), can be implemented without the need of a centralized server and archival records can be played back from a client-side system like a web browser using Service Workers [8,32].

Recent developments of web archiving tools [9-11] have made the practice more accessible to individuals pursuing personal web archiving. However, discovery of and access to the archived web content is still limited to large institutions and organizations, while small efforts suffer from disuse. Making large-scale web archival data available to researchers is still a challenge [12-15]. Our proposed system, IPARO, makes the ecosystem more inclusive and accessible to everyone. Archived content preserved in the IPFS network would be discoverable and accessible to everyone, irrespective of the creators of IPAROs.

II. RELATED WORK

Content-addressing is well-established practice, especially, in the context of data shared over a network. Unlike location-addressing, in which Uniform Resource Locators (URLs) are used to find a resource, content-addressing uses technique like hashing to identify corresponding resources. Content on a URL may change over time, but a content-address is derived from the content itself, so it is guaranteed to maintain the integrity and fixity of the content for a given content-address. Content-addressing has traditionally been used in peer-to-peer and decentralized systems like Torrent and Git. More recently, the introduction of InterPlanetary File System (IPFS) [1] has also appreciated content-addressing in its protocol to leverage advantages like peer-to-peer discovery, replication, deduplication, and integrity. In an IPFS network any data can be added, which results in a content identifier (CID), using one of the many supported hashing algorithms. The CID can then be used to retrieve the data by performing a lookup in the peer-to-peer network. Alternatively, an InterPlanetary Name System (IPNS) entry can be added that maps a URL to its corresponding current CID, which would allow performing lookups using the URL instead of the content digest. IPNS entries are broken into pieces and stored in a distributed hash table, so that there is no single point of failure, and the table does not grow too large on a single node.

While distributed computing, decentralized web, peer-to-peer networks, content-addressing, and web archiving are well explored fields individually, decentralized web archiving is still a fairly new and niche discipline. After the emergence of IPFS, we explored it for decentralized web archiving the first time in 2016 by introducing InterPlanetary Wayback (IPWB) [2-5]. We processed Web ARCHive (WARC) files (an ISO standard file format, used to preserve archival data) [16] to go through HTTP response records, split them in headers and payload, store the two pieces, get the corresponding pair of content digests, and create a local index that maps that archived URL and archiving date-time to the corresponding IPFS hashes of the header and payload. This local index is queried during the replay time to retrieve corresponding data from the IPFS network. The header and payload are split (as opposed to storing them as a single record) before storage to leverage deduplication of payload as the headers can be unique even when the payload is the same in consecutive observations of the same or different URLs (primarily due to the presence of the HTTP "Date" header). We also implemented a Service Worker module, Reconstructive, to allow client-side archival replay with minimum rewriting [8]. The biggest limitation of our IPWB system is the need for a local index to keep track of archived URLs and their corresponding IPFS hashes (i.e., CIDs), which makes it partially decentralized.

Webrecorder has embraced IPFS and other decentralized file systems by adding support for them as storage engines. For example, using their ArchiveWeb.page tool, one can share archived data via IPFS. Similarly, their ReplayWeb.page tool allows playback of archived data directly from an IPFS address. However, these tools use IPFS as a file storage system and store entire WARC files (or the emerging WACZ files), as opposed to individual WARC records (as used by our IPWB system). References to such archived bundles are shared using out-of-band channels as there does not provide any built-in mechanisms for the discovery of the archived content in the IPFS network.

Bamboo is a cryptographically secure, distributed, single-writer append-only log that supports transitive partial replication and local deletion of data [17]. This log format creates a tree-
like linked list that has a logarithmic path length between any two entries (from newer to older). Each entry in this format has a link to the previous entry and another link to an older entry to allow long jumps in the chain. Our resilient linked list concept has similar inspiration, but we allow an arbitrary number of links from any node to its prior nodes. Our system also caters to the possibility of incorporating nodes that were left from being part of the chain earlier due to any race conditions or transient discovery issues.

III. METHODOLOGY

We create an InterPlanetary Archival Record Object (IPARO) for every archival observation that is intended to be looked up and replayed independently. These objects contain an extensible set of headers followed by the data in any one of the many supported archival formats and optional trailers, stored as IPFS media types (a concept we introduce in section III-A), as shown in Fig. 1. The purpose of headers is to identify the media type of the data, to establish relationships with other objects, to describe interpretation of the data and any trailers, and to hold other associated metadata.

An IPARO is the basic building block of web archiving in IPFS. It is enough to have a working decentralized web archiving system just by storing IPAROs. Anyone can create and store these, while anyone can scan the entire IPFS network data in the future, identify IPAROs from all the stored objects, and interpret them for replay based on the self-contained information. However, this approach is impractical and inefficient. In the coming sections we address these limitations.

A. InterPlanetary Media Types (IPMT)

Media types is not a new concept, but we propose a way to bring it to the IPFS ecosystem as InterPlanetary Media Types (IPMT), which is otherwise an opaque data storage system. In traditional file systems, applications often rely on file name extensions to identify the format or media types of files. In cases where those are absent or are not reliable, applications attempt content sniffing (such as, reading the first few bytes to find signatures of various media types) to interpret the file appropriately. It is worth noting that a media type is not only about the syntactic interpretation of bits, but also the semantics. For example, a JSON file can be interpreted by a JSON parser, but the contents of the file can have configuration information of a system, state of a system, data records of an observation, etc. In Hypertext Transfer Protocol (HTTP) a server can convey the media type (and other clues for the correct interpretation) of a response with the help of response headers on-the-fly. We propose an HTTP-like mechanism for this in IPFS, but in this case the headers should be stored along with data (similar to how WARC records store metadata of each record). However, this means every record will have additional headers that many clients might not understand. One way to solve it is to use a proxy that converts IPMT headers to HTTP headers. Another approach would be to extend the IPFS API to optionally add/remove those headers depending on the need and capabilities of the client. These approaches require changes that might not be desired or feasible. In section III-D we discuss unobtrusive ways to keep the headers and data separate and combine them when needed. The IPFS ecosystem has the concept of InterPlanetary Linked Data (IPLD) which facilitates interoperability among many hash-based systems. It allows external schema definitions to describe the outline of data types. Hence, IPLD can be used to describe IPMTs.

The concept of IPMT is generic so that various use cases and applications can leverage different IPMTs, but in this work we focus on IPMTs that can be interpreted by archival replay systems. Together the set of these IPMTs falls under IPAROs as described...
earlier. In sections III-A1 through III-A6 we describe primary IPARO candidate IPMTs, but this list can be extended as more supported archival formats emerge.

1) Memento - We introduce a media type called memento, which in addition to IPMT headers, contains the original HTTP response headers and payload, corresponding HTTP request message (if available), and any additional metadata created by the crawler. This IPMT may also contain references to the corresponding archived versions of all the page requisites as a dependency graph. This media type holds an archival record of only one representation of a resource. Ideally, this can be part of WARC as an “exchange” record, but such a WARC type is not defined in the specifications yet, because the use-case was not realized before.

2) WARC - A Web ARChive (WARC) [16] file is an arbitrary set of records of HTTP request, response, metadata, and various other types of resources (often compressed individually) concatenated together. There are no explicit order, grouping, or limitations defined for the format. Direct access to specific records in a WARc file usually requires an external index (a CDX or CDXJ file [19]). It is possible to store a whole WARC file and optionally its index with many observations of many web resources (such as one or more web pages and all their page requisites) as an IPARO in IPFS, which can then be retrieved and replayed by a client that supports it.

3) WACZ - Web Archive Collection Zipped (WACZ) [20] is a Zip container for one or more WARC files, their CDXJ index, and various other metadata files as a single bundle. It is possible to store WACZ files as IPAROs to be retrieved and replayed by supporting clients.

4) HAR - HTTP Archive (HAR) [21] file format is commonly used in web browsers’ developer console for network and performance analysis and debugging of web pages. It is a JSON-based file format that can be used for archival replay directly or after transforming it to something like a WARC file. This is yet another candidate for being an IPARO.

5) Web Bundles - Web Bundles or Web Packaging [31] is an evolving format to deliver multiple HTTP exchanges as a single resource by the primary origin or third-party aggregators/CDNs when signed. This too can be an IPARO.

6) Annotations - IPAROs are supposed to be immutable, so any annotations, contexts, additional metadata, or linking that are realized after the storage of an IPARO must be attached as a separate object (without altering the existing IPARO). An annotation is not necessarily one of the archival formats, but it is of interest in the context of archival replay, so it would be useful to include it in the set of IPMTs that fall under IPARO. The exact format details are yet to be determined, but semantics can be borrowed from existing specifications and practices related to annotations [22].

B. Immutable Linked List

Web archives usually archive each web resource in their collection numerous times over time. As a result, they can report a list of all the observations (also known as a TimeMap [23]) of the resource representations of a given URI they have recorded. Moreover, they can resolve a specific version (i.e., a memento) of the resource close to a given time in the past (using a TimeGate resource) [24-25]. An archival replay system, when replaying a memento (an archived version of a representation of a resource), usually also reports first, last, previous, and next mementos in a “Link” response header using corresponding link relations. In traditional web archival replay systems, an index is used that is sorted primarily on a key, called, Sort-friendly URI Reordering Transform (SURT) [26], and secondarily on datetime (in YYYYMMDDhhmmss format). This ensures that all the observations of the same URI have spatial locality in the index, making it easier to list all the versions or locate a specific version close to a given date and time. Those index entries point to corresponding byte offsets and chunk sizes in corresponding WARC files where the archived data is stored (often in compressed format).

We used a similar idea in our IPWB system during our initial exploration of decentralized web archiving, but we loaded individual records in IPFS and replaced WARC references in the index file with corresponding IPFS CIDs instead. The downside of this approach was centralization of the index. We are changing it in this work by making IPAROs hold necessary references to prior versions for traversal as shown in Fig. 2.

By leveraging the “Link” header concept of the Memento protocol we can add references in the header part of an IPARO to a number of prior
observations of the resource held by that IPARO. These references (i.e., IPFS CIDs) can point to the known immediate previous observation, the very first observation, and number of other random IPAROs in the chain along with their corresponding observation dates and times. Reference to the previous observation of each IPARO would make a singly linked list, allowing linear traversal in the version history back in time as shown in Fig. 2. Adding reference to the first observation is useful because there is usually a significant interest in knowing when a resource was observed the very first time (e.g., to assess the age of a resource). A random set of prior version links are added for iteration efficiency and chain resilience (discussed in sections III-B3 and III-B4).

1) Addition - When a new observation of a resource is recorded, the corresponding new IPARO is appended to the head of the kinked list (if one exists for the given resource identifier). First, an IPNS query is performed to find the CID of the latest IPARO of the given URI (if exists). This CID is then added to the header of the newly created IPARO as the previous link reference (along with additional links like the first one of the list) and then the IPARO is added to IPFS. Finally, the IPNS entry is updated to point to the CID of the newly added IPARO as the latest observation. Moreover, an additional permalink IPNS entry is added with specific date and time to point to the newly added IPARO as shown in Fig. 3.

IPAROs are immutable objects, so adding links to future observations of a resource in prior versions is not possible. This means chain traversal will be unidirectional and easy to report the first and previous versions. However, in the next section we discuss how it is still possible to report the last and next versions of a given IPARO.

2) Routing - Traditional web archives, such as Wayback Machine, support the following templates of archival playback URIs (where URI-R is the original resource URI):

<BASEURL>/*/<URI-R>
[TimeMap/Calendar view]
<BASEURL>/<URI-R>
[Redirect to the last memento]
<BASEURL>/<DATETIME>/<URI-R>
[Permalink to the DATETIME version]

To support the first of these three representations, we will need the list of CIDs of
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Fig. 2: An Immutable Linked List of IPAROs with an IPNS Entry Pointing to the Head

![Diagram](https://example.com)

Fig. 3: Adding a New IPARO to an Existing Linked List with an Updated and an Added IPNS Entries
IPAROs of all the versions of a given original resource URI and their corresponding archival dates and times. We talk about collecting this data efficiently in the next section.

In traditional web archives it is common to have more than one observation of a given resource with the same datetime, especially when the requests are redirected to a canonical form (e.g., http/https or www/apex origin changes) of the URI by the original host within a second. It is important to maintain the IPNS mapping of the third form of the URI and treat it as immutable. To minimize such collisions, we can use a finer temporal granularity, which is an information that is often recorded, but is not exposed in the URI or index of the traditional web archives for historical reasons (also, HTTP semantics support temporal granularity of one second). If we encounter a collision, despite a finer temporal granularity, we can link IPAROs with “see also” semantics, instead of overwriting the IPNS mapping.

It is worth noting that this decentralized model of archiving democratizes web archiving and makes it...

The second and third URI templates can be supported using IPNS. When an IPARO is stored in IPFS, an IPNS entry of the third URI form is created that points to the CID of the IPARO. This IPNS entry serves as a permalink to that version. If the newly created IPARO is also the most recent version of the resource, then an IPNS entry of the second URI form is created or updated (if one already exists) to point to it. This way, there is always a quick way to access the most recent version (or the head of the linked list) of every archived resource. Once we have the head of the linked list, we can access all the prior versions of the resource by following the chain via the “Link” header.

If an archived resource is not present at the exact <DATETIME> of the third form of the URI, traditional web archives do not treat it as a permalink. Instead, they try to find the closest archive to that datetime in their collections and redirect to a more appropriate permalink (with a different datetime). In order to support this use case, we will need some traversal of the chain, that we discuss in the next section.
available as long as operators own a domain name for IPNS record mappings. It allows individual players to have their own chains of observations of the web while allowing memento aggregators [27-28] to mix and match consolidated web archives from many different sources either on-the-fly or by creating IPNS entries under their domains (or even by caching popular resource chains locally).

3) Iteration - So far, we have established that we can have quick access to the most recent archival version of a resource using IPNS and the very first version by accessing any version and reading the appropriate link reference. Moreover, we can also access any IPARO if we know its IPNS permalink as shown in Fig. 4 (Case 1). However, there are times when an application needs a list of all the versions of a resource or discover a version closest to a given date and time. This is possible by linear traversal of the linked list, starting from the most recent version and going backward, one version at a time, using the previous version references. However, this process would be slow for resources with too many archived versions. Also, if any IPARO in the linked list is inaccessible then prior versions will not be reachable.

A more performant approach would be to leverage all the memento link relations stored in IPAROs, not just the one that points to the previous version. For example, to construct the TimeMap (i.e., the list of all or most of the observations), we can: 1) start with the most recent IPARO of the given URI and fetch its headers, 2) add CIDs and corresponding date and times to a set of discovered versions, 3) pick a random CID, that is not yet fetched, and fetch its headers to discover more datetime/CID pairs to be added to the discovery set, and 4) repeat the process until growth of the discovery set stops or slows down significantly. Depending on how densely the “Link” header of IPAROs is populated with prior records, it may require fetching only a fraction of the chain to know all the datetime/CIDs pairs as shown in Fig. 5.

Similarly, to find a IPARO closest to a given date and time: 1) start with the most recent versions and collect all the CID/datetime pairs from its headers, 2) then select the smallest timestamp from the set that is greater than or equal to the desired timestamp and fetch headers of that IPARO, and 3) repeat the process until an exact match is found or all the timestamps discovered from the IPARO are smaller than the desired one. Either that IPARO or the one before it (referenced as previous link) will be the
closest one as shown in Fig. 4 (Case 2). This is a greedy algorithm for the task, but there can be more efficient approaches depending on what strategies were used to populate the “Link” header of IPAROs at the time of their creation.

4) Resilience - It is not guaranteed in a peer-to-peer network that all the nodes containing historical IPAROs of a resource be available and accessible all the time. If the data is not replicated on enough nodes, it is possible that some IPAROs may not be reachable when iterating over the linked list backward using the previous version references as shown in Fig. 6. This is where a strategically selected set of references to various prior versions stored in every IPARO can play a critical role in avoiding roadblocks or broken chains. Those additional links will allow jumping past the missing link of the chain and continue the iteration as shown in Fig. 7, resulting in the loss of just a few IPAROs.

There is an inherent trade-off between storage overhead vs. resilience of the chain and speedy reconstruction of TimeMaps. On the one extreme, each IPARO may only store the reference to its predecessor to have small overhead but has the risk of broken chains. On the other extreme, each IPARO may store references to all the IPAROs prior to it for a given resource, making it extremely resilient, but having an O(N^2) storage overhead. An optimal configuration can likely be achieved with constant (or amortized constant) reference storage overhead with strategic selection of candidates. Various policies should be evaluated in the future to see which ones work well.

C. Namespacing

Namespacing is an alternate approach of web archiving and replay without an explicit local index. It is orthogonal to the approach established with the linked list and IPNS. This approach is designed to work on small collections, stored in local IPFS nodes (unless there is an API to perform query for CID prefixes in the peer-to-peer network).

1) Media Type Namespace - In section III-A we described the generic concept of IPMTs and discussed a few media types specific to web archiving. An IPFS node may store all sorts of data. In order to group the data of our interest, we can attach a namespace to them. In this case, we can assign a specific bit sequence at a specific part of the CID (e.g., first six bits be “010011”) to be associated with certain media types of our interest as shown in Fig. 8. When creating an IPARO we add a nonce at the end of it and keep changing the value of the nonce until the generated CID of the IPARO meets the archival namespace bitmap. We add nonce at the end for efficient CID calculation, adding it in the header section of an IPARO would require hashing everything each time a nonce is changed. Similarly, for other applications and media types some other namespaces can be assigned. Now, when a web archiving system interacts with the IPFS store, its sample space is smaller.

2) URI Sub-Namespace - To make the lookup space even smaller, we can further assign a few bits as a sub-namespace for original resource URIs. The resource URI is first canonicalized, then hashed, and finally the first few bits of the hash are selected to be used as the sub-namespace (e.g., a URI's hash might have the first ten bits as “1110010110”). In this case, the IPARO will be stored with a nonce value that causes the CID to have 16 bits of prefix of “0100111110010110”.

At the time of replay, a similar calculation can be performed to identify the candidate namespace then the system can query for all the CIDs of the node that have the desired bitmap match. This will likely be a small set of nodes, which can then be inspected on-the-fly to discard any irrelevant IPAROs.
3) Collisions - Such bitmap-based namespacing is prone to collisions, especially, when the namespace is short and the IPFS node contains too many objects. A larger namespace will minimize the probability of collisions but will come with the added compute cost of finding the right nonce value at the time of IPARO creation. This compute cost would double, and the probability of collisions would halve with each bit of increment in the namespace. Any remaining collisions must be identified and discarded on the fly at the playback time.

D. Composition and Decomposition

So far, we have treated IPAROs as a blob containing some headers, the actual IPMT payload (described in section III-A), and some trailers like nonce (as described in section III-C). However, it might be more space-effective to split the blob in strategically identified chunks and store them in pieces in the IPFS store. At the time of playback, those pieces need to be put together to form the complete IPARO.

1) Deduplication - In our previous exploration, in IPWB, we split HTTP response records in two parts, headers and payload, and stored them separately. Consequently, our index had two CIDs for each observation. We did it because frequent observations of the same resource might result in the same payload or even the same payload can be seen across resources (such as soft-404 responses [29]). However, each HTTP response contains a “Date” header which indicates the time when the response was generated, which often changes every second. By splitting headers from payloads, we were able to achieve deduplication on payload while storing unique headers each time.

In this work we propose a flexible approach of chunking IPAROs. At the time of storing an IPARO, one may choose to store it as a single object or split it in as many chunks as desired. For example, one may choose to split a Memento IPARO in pieces like the IPMT header, request headers, any request payload, selected response headers that are often unchanged, remaining changing headers, response payload, and trailers as shown in Fig. 9. If the application identifies parts of the payload that are common across other responses, it can split the payload on those strategic points as well to achieve increased deduplication as the collection grows.

2) Substitution by Reference - In order to put the pieces of an IPARO together (if it is stored as chunks), one possibility is to use a templating language and replace extracted pieces in the container object with their corresponding CIDs. At the time of replay, first fetch the container object, process it to find any inline references, fetch those pieces, and replace them in-place to form the original complete IPARO.

This approach would require a rehydration step to process each IPARO and populate any inline references. Using a templating language will come with the additional overhead of placeholder markers, any escape sequences, and the space needed for CIDs.

3) Concatenation - This approach leverages a feature of IPFS in which it is possible to tell the system to create blocks of desired sizes instead of using the default block size to construct the Merkle DAG. To store data with strategically designated block sizes, the pieces of an IPARO are determined as described in section III-D1, then those pieces are stored one by one as independent objects as shown in Fig. 9 (CID 1-6). In the next step the whole IPARO is stored, but this time the system is told to have blocks of provided sizes (that align with the split points). This way, the system realizes that all the blocks already existed in the Merkle DAG, so no more data is stored, but a new CID is returned that represents the complete IPARO as shown in Fig. 9 (IPARO CID) [30]. At the time of replay, no additional post-processing or rehydration is needed as fetching the composite...
CID will return concatenated data as if it were a single piece of data in the IPFS store.

IV. CONCLUSION AND FUTURE WORK

We have proposed a decentralized version tracking system using the existing primitives of IPFS and IPNS. While our description talks primarily about archived web pages, we have proposed the concept of IPMT and namespaces so that it can be used in other applications that require versioning, such as a wiki or a collaborative code tracking system. Our proposed system does not rely on any centralized server for archiving or replay of the content. The system continues to allow aggregators to play their role from which both large and small archives can benefit and flourish. Future plans include a proof-of-concept implementation and evaluations of various aspects.
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Abstract—Since 2008, the End of Term Web Archive has been gathering snapshots of the federal web, consisting of the publicly accessible .gov and .mil websites. In 2022, the End of Term team began to package these crawls into a public dataset which they released as part of the Amazon Open Data Partnership program. In total, over 460TB of WARC data was moved from local repositories at the Internet Archive and the University of North Texas Libraries. From the original WARC content, derivative datasets were created that address common use cases for web archives. These derivatives include WAT, WET, CDX and a format called a WARC Metadata Sidecar. This WARC Metadata Sidecar includes content-based characterizations of files held in the archive, including character set, language, file format identifier, and soft 404 detection. This paper describes the decisions made in the creation of these derivatives, the technologies used, and introduces the WARC Metadata Sidecar, which presents a useful approach for creating and storing auxiliary metadata for web archives.
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I. INTRODUCTION

The End of Term (EOT) Web Archive is a collection of web crawls of all publicly available federal websites on the .gov and .mil domains collected concurrently with each presidential election since 2008. This project to document the United States federal web is the result of a collaboration between the Internet Archive, the Library of Congress, the University of North Texas, and many other organizations. The archive includes four web crawls, three of which were collected during years in which a new president was elected (2008, 2016, 2020), and one that was collected in a year in which the current president was re-elected (2012). During the years in which a new president is elected, this archive serves to document the effect of the transition on public websites. When an incumbent president is re-elected, the web crawl documents any changes made to the federal web over the four years since the previous election.

In 2022, the Internet Archive and the University of North Texas began working to create the End of Term Web Archive Dataset, a more accessible dataset of the content found in the EOT Web Archive. This dataset overcomes the logistical challenges faced by users interested in using the archive for computationally-focused research and allows open access to a large, longitudinal dataset of the federal web.

The full dataset is available with a Creative Commons CC0 1.0 Universal (CC0 1.0)1 Public Domain Dedication and is downloadable from the End of Term Website2. A record for the dataset is also available in the Registry of Open Data on AWS³.

II. RELATED WORK

The idea of a metadata sidecar file is not new. Referred to as a sidecar, buddy, or connected files, they allow for additional metadata to be stored alongside the primary file in situations where either the primary file does not include a method for storing arbitrary metadata, or in situations where you do not want to change the original files.

Perhaps the most common sidecar file is part of the suite of specifications that formalize file formats
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1 Creative Commons CC0 1.0 Universal  
https://creativecommons.org/publicdomain/zero/1.0/

2 End of Term: Data  
https://eotarchive.org/data/

3 Registry of Open Data on AWS  
https://registry.opendata.aws/eot-web-archive/
in Adobe’s Extensible Metadata Platform (XMP) [1]. Generally, these files have the extension .xmp, and are stored in the same directory as the file that they reference. An XMP sidecar file is an XML file that stores information about the original file or change instructions from non-destructive editing tools like Adobe Bridge, Adobe Lightroom, or other tools.

Within the web archiving space, several other derivative sidecar files are commonly produced that either provide easier access to data within the original Web ARCHive file format (WARC), or include a processed dataset generated from those WARC files. For example, the most common derivative file generated from the WARC records is a CDX file. A CDX file, which is a column-based text file that is used to create an index of the contents of WARC files, facilitates lookup and replay of archived web resources. Two other derivative sidecar formats common in web archiving are the Web Archive Transformation (WAT) file and the Web Archive Extracted Text (WET) file. These derivative files are often named in such a way that it is clear to users which WARC files they were derived from. For example, WAT file names typically take the base WARC name and add .wat.gz, the WET file names add .wet.gz, and the CDX file names add .cdx.gz. These files are typically compressed with GZip, though by different means. WAT and WET files follow the same practice as WARC records and use a record-at-time compression, while the CDX files use a full file compression. Though these filename patterns are not mandatory, they are standard practice in the web archiving community, with several software packages writing these by default (hadoop-tools, cdx-indexer, others).

It is common practice to generate derivative files for web archives, in part to improve access to the underlying data stored in the primary WARC files. This is done for several reasons, the foremost being that WARC files in web archives generally require large amounts of storage that may be beyond what a researcher interested in working with the archive might have available. To cut down on file size, derivatives that only contain a portion of the dataset are generated. For example, in a WAT file, the links, link text, and HTML metadata is the content primarily extracted. This usually results in a significant decrease in the amount of storage space required, as the WAT file only contains data extracted from certain formats like HTML, while large binary files like PDF, JPEG, or MP4 files are not included. Similarly, the WET file only contains text extracted from HTML and TXT files, so the resulting derivative file is much smaller than the original WARC file. An example of the size difference can be seen in the End of Term Dataset, where a WARC file4 from the EOT-2020 crawl has a size of 953.7 MiB, and its corresponding WAT, WET, WARC Metadata Sidecar, and CDX files have sizes of 449.5 MiB, 82.7 MiB, 40.5 MiB, and 3.9 MiB respectively.

Over the past decade, the Archives Unleashed Project [2] has developed a toolkit and services for generating and using derivative files from web archives. This project has worked to improve the capacity for researchers to use web archives in a wide variety of research areas. The ability to work with extracted derivatives generally covers a wide range of use cases and can be a great way to encourage research interest in web archives as a data source.

The Library of Congress Web Archive and the UK Web Archive (UKWA) are among a growing group of national web archiving programs that are generating sample datasets and derivatives of their collections for use by researchers and scholars [3], [4]. In some cases, institutions are not able to directly share their web archives due to copyright or other rights restrictions. These restrictions require different approaches to data sharing. One of these approaches is to share derived metadata from the source material, which enables non-consumptive use of the underlying resources. These derivatives can also help overcome challenges researchers face in working with these web archives due to their size and scale.

Perhaps the best example of an organization that provides ample derivative formats for web archives is the Common Crawl initiative. Common Crawl operates monthly web-scale crawls of primarily text-based content like HTML, TXT, and PDF files, then makes these crawls publicly available. In addition to the WARC content, they generate WAT, WET, CDX, and Parquet files. Parquet files provide an index of the content in a WARC file using a column-oriented storage structure. In addition to these standard
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derivatives, Common Crawl provides content-based characterizations of the files they harvest at crawl time. For example, for each HTML and TXT file that they harvest, they perform content-based language identification, character set detection, and MIME type detection [5]. Because this characterization is done at crawl time, Common Crawl can store these additional metadata fields as WARC ‘metadata’ records inside the primary WARC file without having to store them as a sidecar file. Once extracted, Common Crawl makes these additional metadata fields available in the CDX and Parquet indexes.

III. OVERVIEW OF THE EOT WEB ARCHIVE DATASET

The End of Term Web Archive Dataset contains the 2008, 2012, 2016, and 2020 web crawls that make up the End of Term Web Archive. These have been collocated in the Amazon cloud as part of Amazon’s Open Data Program [6]. The EOT Dataset is available using standard HTTP or an S3 client for download. The dataset is grouped so that a user can decide how much data they want to download, from the entire dataset or the data from a given election cycle, to a dataset collected by a specific crawling partner within an election cycle. The primary dataset contains ARC/WARC files, with one derivative in the format WAT, WET, CDX, and WARC Metadata Sidecar (META) created for each primary file. While the formats used in the dataset described in this paper are common in the web archiving community, it is useful to introduce the formats for those interested in the dataset that are not as familiar with the formats. Additionally, the documentation for these formats can be too dense to serve as a brief introduction to them. The sections below give a brief overview of these different files and derivatives.

A. WARC

The bulk of the dataset is housed in the WARC format. This is the standard format used in the field of web archiving to store harvested data and was designed specifically for this purpose. It contains individual WARC records that are compressed with GZip and concatenated into a single WARC file. There are different WARC record types, including ‘warcinfo,’ ‘response,’ ‘resource,’ ‘request,’ ‘metadata,’ ‘revisit,’ ‘conversion,’ or ‘continuation.’ Many tools are available for reading and writing the WARC format. The WARC format is an ISO Standard (ISO 28500:2017) and is maintained by the International Internet Preservation Consortium [7].

The WARC format was standardized in 2009 and because of this, the web crawl from 2008 contains ARC files in addition to WARC files. ARC is the predecessor to the WARC format and many web archiving institutions have chosen to maintain these original formats instead of migrating them to the WARC format. The ARC format is typically supported by tools written for the WARC format because they are so similar. The EOT Dataset maintains the original file formats and does not include any format migration from ARC to WARC in cases where ARC files were created during the initial web crawl.

B. WAT

The Web Archive Transformation (WAT) derivative is generated for each of the primary files in the dataset. These files align with the primary WARC files and provide extracted metadata and link structures from HTML content. These extractions can be used for various activities where the full text of the resource is not needed but the links from that resource and their accompanying anchor text is desired. For example, WAT files are useful for building link graphs [8]. The WAT file is generally a fraction of the size of the original WARC file. To keep alignment with the original files, the .warc.gz from the primary WARC is changed to .warc.wat.gz for the WAT file.

C. WET

The Web Extracted Text (WET) derivative is extracted text content from HTML and TXT formats in the primary WARC files. This extracted text is useful in many situations where the full structure of the HTML resource is not required. They are also streamlined for processing because they do not contain records for non-HTML and non-TXT resources. This makes the overall size of a WET file much smaller than the original WARC and generally smaller than the corresponding WAT derivative. To keep alignment with the original files, the .warc.gz from the primary WARC is changed to .warc.wet.gz for the WET file.

D. CDX

A CDX file is created that contains a row-oriented index of the WARC records inside of the WARC file. Each row contains multiple pieces of information
related to the harvested content. These include: the URL, a reversed and sort friendly URL format called a Sort-friendly URI Reordering Transform (SURT), a datetime, HTTP response code, and MIME type supplied by the server the resource was harvested from, the number of bytes in the WARC record's content payload, the offset in the WARC record, the payload digest, and the WARC file path. These are generally sorted using the SURT URL key and datetime columns and then further grouped together to create indexes that can drive replay systems such as Open Wayback [9] or pywb [10].

There are several common row configurations of a CDX file, including nine-field, eleven-field, and the CDXJ configuration, which allows for more arbitrary metadata to be stored beyond the typical nine or eleven fields. The layout of a CDXJ row is the sortable URL, a timestamp, and then a single-line JSON object containing additional standard metadata fields used for replay and additional fields as needed. To keep alignment with the original files, the .warc.gz from the primary WARC is changed to .cdxj.gz for the CDX file.

E. Parquet Index

The Parquet format is a column-oriented data file format designed for efficient data storage and retrieval [11]. It is used to provide a different way of accessing the data held in the CDX derivatives. The Parquet format is used in many big-data applications and is supported by a wide range of tools. This derivative allows for arbitrary querying of the dataset using standard query formats like SQL and can be helpful for users who want to better understand what content is in the EOT Dataset using tools and query languages they are familiar with.

F. WARC Metadata Sidecar

The WARC Metadata Sidecar, referred to as the META derivative, contains content-based characterizations of the WARC records. It is described in detail in the following section.

IV. WARC METADATA SIDECAR (META)

The WARC Metadata Sidecar, referred to as the META format in the EOT Dataset, was created as a way for the team to address the problem of generating and storing additional metadata for WARC Records from the primary WARC files. As explained in the background section, the concept of a metadata sidecar file is not a new idea but an implementation of an existing concept. Other derivatives like WAT and WET essentially serve a similar function to a WARC Metadata Sidecar file, though they don't contain the same information. A WARC Metadata Sidecar file contains content-based characterizations generated using tools applied to the data, rather than a simple distillation of data from the original resource, as is found in WAT and WET files.

The metadata sidecar files contain content-based characterizations of the response and resource WARC record types. The resulting metadata fields are stored in a `metadata` WARC record using the warc-fields format which is a key/value format used within the WARC records themselves.

For the creation of the EOT Dataset, an open-source tool written in Python called warc-metadata-sidecar.py [21] was created that processes a single WARC file and generates a corresponding WARC Metadata Sidecar. The resulting filename changes the .warc.gz extension to .warc.meta.gz, which keeps the new file aligned with the original in a similar way as is done with WAT, WET, and CDX files for the dataset.

Because the project required the creation of several hundred thousand WARC Metadata Sidecar files, the team made use of mrjob [12], a Python framework for writing and running distributed computing jobs using Apache Hadoop [13]. The team used a small, 5-node Hadoop cluster housed at the UNT Libraries for the processing of all the primary WARC files.

A. Character Sets

Character set detection is implemented with the Python library Chardet: The Universal Character Encoding Detector [14]. This library is a continuation of the work by Mark Pilgrim and his original port of the C++ universal character encoding detector from Mozilla that he called chardet [15]. The output of this library is a prediction of the most likely character set of the input text and the confidence that the tool has in its prediction. These two values are stored under the key Charset-Detected in the payload of the WARC metadata record.

B. Language Identification

Language identification is accomplished using the Python bindings for the Compact Language
Detector 2 (CLD2) library [16]. CLD2 can detect over 80 languages in Unicode UTF-8 text and can work with either HTML or XML. It makes use of a Naïve Bayes classifier and different token algorithms. This tool was originally introduced by Google as part of the Chrome browser where it is used for language detection in that application. An updated method of language identification has been introduced called CLD3, which makes use of neural networks instead of Bayesian classifiers for language prediction. The EOT team chose to work with the CLD2 implementation because it had existing functionality for working with HTML and XML formats, while CLD3 requires conversions from those formats to UTF-8 to be done outside of the library. The output of the library is a list of the predicted languages, a score for that language, if the prediction should be considered reliable, and how much of the input text is represented by that language. The metadata sidecar takes the top three languages for a resource and stores those under the key Languages-cld2 in the payload of the WARC metadata record.

C. File Format Identification

File format identification is accomplished using the tool Format Identification for Digital Objects (fido) [17]. This is a tool originally developed by Adam Farquhar of the British Library and now maintained by the Open Preservation Foundation. It uses signatures from the PRONOM format registry maintained by the National Archives of the UK [18]. Fido was chosen over similar tools like DROID or Siegfried because it is written in Python and would integrate easily with the other libraries used in the warc-metadata-sidecar.py tool. The result of this format identification library is both a MIME Type for the format and the unique PRONOM identifier. The metadata sidecar stores the PRONOM identifier under the key Preservation-Identifier and stores the MIME Type under the key Identified-Payload-Type, with a label indicating it comes from fido.

D. MIME Type

In addition to the MIME Type that is identified using fido as described above, another MIME Type detection tool is used to provide an additional data point about the MIME type. In this case the python-magic [19] library, which is a Python interface to the libmagic file type identification library, is used. The output of this tool is often at a more general level than the output of fido. For example, python-magic might identify a file as the type text/html, where fido might specify the format as being application/xhtml+xml. Both outputs are retained for instances where either the specific or more general identification is desired. The MIME type under the key Identified-Payload-Type includes a label to indicate it comes from either fido or python-magic.

E. Soft 404 Detection

Finally, to experiment with identification of the soft 404 phenomenon, this project used the Python tool Soft-404 [20]. The soft 404 phenomenon occurs when a web server responds with an HTTP response code of 200 OK, but returns a page that indicates that the content is not available instead of returning a 404 Not Found response code. The Soft-404 library uses a classifier that was trained on 198,801 pages from 35,995 domains, with a 404 page ratio of about 1/3. The EOT Dataset used the provided model for soft 404 detection. The result is a value between 0 and 1 that shows how likely the page is a soft 404 example with scores closer to zero being unlikely and those closer to 1 more likely to be a soft 404. This value is stored under a key of Soft-404-Detected in the payload of the WARC metadata record.

V. DISCUSSION

There are several reasons it is a good idea to do content-based identification. One example is MIME Type identification using actual content over provided values. In this situation, a server can provide a MIME type like application/pdf and a URL such as https://example.com/sample.pdf, but because of an error in confirmation in the web server, or an error in the coding to dynamically generate content, an HTML file reporting the error or unavailability of the page (404) might be returned without reporting the correct MIME Type. Content-based identification in this case can accurately identify the actual MIME type of the content as HTML. This identification is also important for recognizing Soft 404 which can often return a 200 response with a given MIME type but, the content is text/html.

The metadata extracted from WARC records and included in the WARC Metadata Sidecar files can be used to build indexes of the content available in the End of Term Web Archive. As an example of this, we are using the content-based characterization data in combination with the standard data found in a CDX index to build a Parquet index for each of the End of
Term crawls. These Parquet indexes allow users to answer questions related to the web archives that previously would have been challenging to ask, such as “what MIME types are misreported the most?”, “what domains have the most misreported content?”, “what is the prevalence of non-English content in the archive?”, “what domains have the most non-English content?”, “which non-English languages are most represented in the archive?”, “how prevalent are Soft 404’s and which domains have the most instances of them?”, and “what are the file types present based on file identifiers?” This list can easily go on, and these are questions that can be answered by writing SQL queries to interact with the Parquet index and do not require traversing the dataset as it would have in the past.

VI. FUTURE WORK

The WARC Metadata Sidecar file introduces a method for storing metadata from different content-based characterization tools and associating that metadata with the original WARC files that make up a web archive. They provide a logical alignment with WARC records and allow for content-based characterization of content in ways that were previously unavailable, or with new approaches or tools. The new metadata that is generated can be incorporated into indexes that provide opportunities to answer research questions related to large-scale web archives that could otherwise be challenging to answer.

The implementation of WARC Metadata Sidecar files in this project might be improved in several ways. First, the warc-metadata-sidecar tool [21], written in Python and then integrated as mrjob jobs on a Hadoop cluster, was successful at processing content at scale. Inefficiencies were recognized as more content was processed, though there are still situations where the tools might need further optimization to deal with the number of files that require characterization. Limitations exist thanks to file formats that are not compatible with the tools used for content-based language identification, like PDF and JPEG files. One way to improve the implementation of the warc-metadata-sidecar.py in the future might be to incorporate tools like the Tika library [22] to convert additional formats like PDF or Microsoft Word Documents into text that can be further characterized. The introduction of a Java-based tool to the process might warrant a change in underlying programming language used for the overall script. Another option is to investigate Python-based converters that can extract text from various binary files so that they can be incorporated into the output.

Future work for this dataset includes generation of host-level and domain-level network graphs that will show the relationships between domains within the EOT Web Archive. This work is expected to continue to leverage existing tools and processes developed by Common Crawl for graph generation. With the complete dataset available in CDX format, overviews of each of the EOT crawl years using CDX summarization tools [23] can be generated. These can be helpful in communicating the content of this dataset to others.

VII. ACKNOWLEDGEMENTS

This effort would not have been possible without storage support from the Amazon Open Data Program, which provided S3 storage for this initiative. Likewise, this project leaned heavily upon the prior work of the Common Crawl team and adopted their organizational structures, tools, and documentation in building this dataset and providing access to it.

1. REFERENCES


NOT WELL-FORMED OR INVALID. NOW WHAT?
Towards a formalized workflow for format validation error treatment

Micky Lindlar
TIB Leibniz Information Centre for Science and Technology
Germany
michelle.lindlar@tib.eu
0000-0003-3709-5608

Abstract – File format validation – we all use it and we all run into problems when files do not validate. Though a core process within digital preservation practice, little progress has been made in shared documentation and discussion of processes used to treat file format validation errors. This paper aims to close that gap. A basic workflow for handling validation errors is proposed and visualized, and in a second step tested against two TIFF and two PDF validation errors of varying severity. Observations made are fed back into the workflow diagram. The outcome shall provide a first step towards shared digital preservation practice in the currently largely neglected field of method formalization for file format validation error treatment.
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I. INTRODUCTION

(Digital) interpretability, i.e., correct rendering of digital objects, is one of the core tasks of digital preservation. Checking if files open in a reader is one method to check correct rendering, however, this is a time-intensive process and can only be achieved perfectly if we know what the original is supposed to look like. Even in textual objects, malformed formulas or tables might easily be missed during visual inspection [1],[2]. File format identification and file format validation therefore serve as standard processes to check for a file’s structural and syntactical intactness and they are embedded processes in all major end-to-end digital preservation systems [3]. It is thus safe to say that most digital preservation practitioners should be familiar with the tasks.

Since file format identification is based on short pattern recognition such as “magic number” or byte sequence checking, it is a good first indicator of a digital object’s file format, but it is by no means proof that the file can actually be opened. The most reliable method to ensure the renderability of a digital object is file format validation, which checks the digital object’s internal syntax against the rules outlined in the file format standard or description. Since the development of a validator not only depends on the availability of a file format description, but is also significantly more resource-intensive than identifying and capturing a file format signature pattern, validators are currently only available for a handful of file format families. Those file formats that do have validators available are often also found in “recommended” or “preferred file format lists” [4].

Benefits of a formalized methodology for validation troubleshooting are threefold:

(1) “A picture is worth a thousand words” – a workflow graphic can enable more effective communication about specific errors amongst practitioners. Furthermore, it can help those just starting out to understand the process better.
(2) Following a fixed path instead of ad-hoc processes will make it easier to identify gaps in the tools we use.

(3) An easy-to-compare documentation of what we do as a community is the prerequisite to questioning/checking/adapting our processes – it is the first step to next-level digital preservation.

But is a formalized description of what we do when validation fails even possible? This paper shall address exactly that question. After drafting a basic workflow of typical post-validation-error steps, this workflow is tested using two different file formats (TIFF and PDF) with two validation error examples each. In a second step, the basic workflow graphic is adapted according to the analysis outcome and the workflows usability is briefly discussed.

II. RELATED WORK

Digital preservation practice rates “file format validation” as a key task of the ingest process. But what if file format validation fails? While the past decade has put forth new validators such as new JHOVE modules [5], veraPDF [6], DPFManager [7], MediaConch [8] or pdfcpu [9], little progress has been made in describing what to do when things go wrong. With few exceptions, that information largely stays among file format practitioners in our domain [10], [11]. Instead of promoting a broad discussion on these error messages within the community and aiming for joined solution approaches when it comes to handling invalid files, we often find ourselves questioning the process per-se [12].

While Gattuso and Goethals reported on a workflow used to assess and mitigate JHOVE validation errors at the National Library of New Zealand in 2017 [10], little work has been undertaken on formalizing a generic workflow for post-validation-error situations. Even the “Community Owned Workflows (COW)” section of the COPTR Wiki [13] includes only one validation-centric description, which does not really touch on error handling.

III. METHODOLOGY

For notation of the process, a simple flowchart style is used in order to make the diagrams easy to understand, thus allowing them to be of benefit to the widest audience possible. In a first step, a basic overview of the process is drafted. The single steps outlined are based on shared community experiences made in the past 10 years of digital preservation practice [1],[2], [10],[11],[15]. Figure 1 shows this basic overview.

The starting point of the workflow is a validation error message, while its ending point as indicated in Figure 1 is the result of the validation error treatment process. In the wider digital preservation process this might be a decision to accept or decline the file. However, capturing this decision is considered outside of the scope of this paper. The process is broken down into two larger categories – the analysis chain (see yellow box in Figure 1) and the “treatment” chain following the analysis. The steps are described in further detail in subsection III A “Definitions”.

The basic overview shall be a starting point for documenting the post-validation process. In a next step, the workflow is tested against real-life use cases to see where it works and where it does not work. Of particular interest is the question of how the basic workflow works when it comes to different file formats and different “severity levels” of validation errors. Since file format characteristics differ widely, two different file format families are chosen as examples to check the workflow against. Both file formats are widely adopted, have an openly available
specification and more than one validation tool available. TIFF shall represent file formats that are of comparatively strict and simple structure; PDF shall represent file formats with a comparatively flexible and complex structure. For both file formats two different error messages are chosen – one “fixable” and one “not fixable” error each - to test the workflow description against. While within the scope of this paper all workflow descriptions start with a JHOVE error message, the workflow diagram is kept generic enough to work with any validation tool’s error output.

A. Definitions

Before looking at the workflow diagram in further detail, a shared understanding of “validation” needs to be reached. The Community Owned digital Preservation Tool Registry (COPTR) classifies the function validation as a subset of the lifecycle stage ingest, describing it as “(...) the validation of digital files, typically against a file format specification” [32]. The dpc handbook has an even broader approach, stating that file format validation compares an instance of a file format to its expected behaviours [33]. More granular discussions of file format validation [2], [12], [15], [34] differentiate between different error levels of validation, such as “well-formed” and “valid” or “error” and “warning”. Within the scope of this paper, (file format) validation is understood as any tool-based method to check a file format instance against a publically available description of the file format’s syntax and semantics. This description can be in form of a full standard document, a format specification or a rule set, including a rule set of the validator itself.

The rest of this subsection gives a short overview of each of the workflow steps described in Figure 1 including their necessity and dependency. Necessity of a step depends on pathways chosen – e.g., step 4 (“choose error to treat”) is optional, as it depends on more errors than one being present in the validation results.

Step 1: Validation Error (Mandatory)

Description: Starting point of the workflow; error can be from any tool used to validate the syntax and semantics of the file format
Prerequisite: Validation error message; access to the validation tool used; access to the file being validated

Step 2: Cross-check with other Tools (Optional)

Description: If other tools are available to check the validity of the file, these are run to cross-check and potentially gather further information; step is optional since further tools may not be available for all cases
Prerequisite: Availability of further tools to check validity of file

Step 3: Matching Results? (Optional)

Description: If different tool(s) are used to cross-check (step 2), tool outputs are compared to initial validation error message (step 1); the decision whether results match is not necessarily a straightforward task as terminologies may differ between tools
Prerequisite: Cross-check with other tools completed and results documented (step 2)

Step 4: Choose Error to Treat (Optional)

Description: If additional errors were found, a decision needs to be made which error is handled; in some cases errors may be connected to each other, leading to more than one error being handled in the following analysis and fix steps
Prerequisite: Additional tool(s) available (step 2) and additional validation errors found (step 3)

Step 5a: Locate Error in Spec (Mandatory)

Description: Validation tools check against a rule set which is derived from a standard or specification document for the file format; checking the validity of an error requires a comparison of the specification that is being checked against and the position in the file that triggered the error;
Prerequisite: Knowledge of and access to the documentation which the tool checks against (i.e., standards document, specification, schema)

Step 5b: Locate Error in File (Mandatory)

Description: The position in the file that triggered the error is typically referenced in the error message (e.g., via offset, tag name, chunk, etc); it can be accessed via tools like a hexeditor (for binary formats), an editor (for text based formats) or of a structure parsing tool such as itext RUPS [31] for PDF
Prerequisite: Information about section of file that triggered the error; access to an analysis tool like
hexeditor or editor; knowledge of how to navigate through the file formats structure

**Step 6: Match?** (Mandatory)

Description: Rationale for the error message are compared by checking the rule against the respective section of the file – this allows to check for false positives (validation tool errors); this step also forms the basis for understanding the impact of the tool, resulting in necessary information for a potential fix

Prerequisite: Rule that triggered the error and corresponding section in the file

**Step 7: Fixable?** (Mandatory)

Description: While some validation errors cannot be fixed, others can, but institutions may elect not to do so, e.g., because the error has no impact on rendering behavior; since the decision not to fix a file leads to the first end marker, step 7 is the last mandatory step in the workflow description

Prerequisite: Understanding of the error message and its impacts; tools / methods to conduct fix

**Step 8: Fix** (Optional)

Description: Repairing the file within the context of the validation error message (step 1); while some institutions may decide to discard the original after a successful fix, both versions (original and fixed) should be kept until the end of the workflow described here

Prerequisite: Knowledge of a method and availability of tools needed to fix the validation error within the file

**Step 9: Check** (Optional)

Description: Fixed files are cross-checked by rerunning the tools that produced the original validation error (step 1) as well as, if available, other validation tools (step 2); outcome of check determines whether workflow may need to start over again with a new validation error; in addition to validation checks, content-based integrity checks (where available) may be conducted to verify that actual content of the digital object was unchanged

Prerequisite: Original and repaired file for potential cross-checks; content-based integrity check tools or methods (where available)

**Step 10: Success?** (Optional)

Description: fixes can be successful or not – the two different outcomes typically serve as hooks for follow-up workflows within an archive (e.g., decline unfixable file)

Prerequisite: Understanding of impact of fix on digital object

IV. **ANALYSIS - TIFF**

The following section describes processes for two different TIFF validation errors by using the basic flowchart description. The first error is one that can be fixed while the second error is one without a known remedy.

The starting seed validation error always stems from JHOVE v1.26 TIFF-hul 1.9.3[5]. Cross-checking is always completed with DPF Manager v3.5.1 [7] in full-check against Default mode as well as with ExifTool v12.44 [16]. The steps outlined in Figure 1 will be referenced by their respective numbers.

A. **TIFF Use Case 1: TIFF-HUL-2 Tag 270 out of sequence**

The error and handling described here is similar to that of a previously published blog-post [17]. The error has been reproduced in a file made available as **TIFF_Case-1.tif** in the dataset associated with the paper [18].

**Step 1: Validation Error**

The JHOVE validation error is “TIFF-HUL-2: Tag 270 out of sequence.” As additional information, JHOVE gives the offset at which the error occurs: 178

**Step 2: Cross-check with other tools**

The error is cross-checked with DPF Manager and ExifTool. DPF Manager reports two errors and one warning: IFD-0007 “Tags must be in strict ascending order” for IFD1 and iDFE-0002 “Only 7-bit ASCII codes are accepted” for tag 270 ImageDescription”. In addition, DPFFManager lists one warning. However, DPFManager warnings are considered out of scope for this paper as the tool clearly differentiates between errors and warnings. The DPFManager output includes a reference to the part of the TIFF specification that is violated by the file – for both errors that is “TIFF Baseline 6: Section 2: TIFF Structure. Page 15”. ExifTool (called with -validate -warning -a flags) returns two warnings: “Entries in IFD0 are out of order” and “Tag ID 0x010e ImageDescription out of sequence in IFD0”.
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Step 3: Matching Results?

JHOVE’s TIF-HUL-2 “Tag 270 out of sequence”, DPF Manager’s IFD-0007 “Tags must be in strict ascending order” and ExifTool’s “Entries in IFD0 are out of order” and “Tag ID 0x010e ImageDescription out of sequence in IFD0” appear to be matching results – although the different referencing of the IFD as IFD0 and IFD1 between DPF Manager and ExifTool are confusing. DPF Manager finds one additional error pertaining to a non-7 bit ASCII Code (in this case, a German Umlaut “ö”) in tag 270.

Since the tool set we ran puts forth two different errors, we move along the “no” branch to Step 4.

Step 4: Choose Error to treat

We choose to neglect the DPF Manager Tag 270 non-7-bit-ASCII Character error for now and focus on the original JHOVE error, which was confirmed by DPF Manager and ExifTool.

Step 5A: Locate error in spec

Thanks to the detailed information returned by DPF Manager, we know exactly where to consult the TIFF specification. DPF Manager paraphrases the specification text for us, so we do not necessarily have to go look it up ourselves: “The entries in an Image File Directory(IFD) must be in strictly ascending order by tag although the values which directory entry points need not be in any particular order” [19],[20].

Step 5B: Locate error in file

JHOVE navigates us to two locations: while the offset is of little help here as the information in the binary cannot be understood easily, the tag number given in the error message itself is indeed helpful. With a tag viewer like ExifTool, we can extract the tags as they appear in sequence in the file and we can indeed see that tag number 270 is located between 305 and 317, so clearly not in ascending order.

Step 6: Match?

The error message “Tag 270 out of sequence” matches with what we have found in the file and can be verified. We therefore move along the “yes” branch to step 7.

Step 7 - 8: Fixable? & Fix

As described in [17], the error can be fixed with Exiftool using the –P –ImageDescription= -tagsfromfile @ -ImageDescription flags. We move along the “yes” branch in step 7 and fix the file in step 8. This results in the creation of a new file with the correct tag order while maintaining all timestamp information. The fixed file is included as TIFF_Case-1_fixed_1.tif in the dataset associated with this paper [18].

Step 9 – End: Check & Success?

The success of the fix can be verified by re-running the file through JHOVE, DPF Manager and ExifTool as well as by manually re-inspecting the file as described in step 5B. In addition, the integrity of the image data can be verified by comparing the hash of the image data in the old file to that of the new file. This can be achieved with ImageMagick [30] using identify –quiet –format “%#”. We conclude the handling of this instance of TIFF-HUL 2 Tag 270 out of sequence by moving along the “Yes” branch to the workflow’s “End” marker.

The case-specific workflow diagram is included as Appendix A1 to this paper.

While the workflow has been completed successfully for the specific JHOVE error used as a starting seed, we did encounter additional errors along the way. When checking the fixed file in Step 9, JHOVE returned the object as well-formed and valid, whereas DPF Manager continued to report the IDFE-0002 Error “Only 7-bit ASCII codes are accepted” for tag 270. While the error can be easily treated using the same workflow methodology, it imposes questions on how multiple error treatment should be reflected in the description. This question is elaborated on further in the Discussion section of this paper.

B. TIFF Case 2: TIFF-HUL-28 StripOffsets inconsistent with StripByteCounts

The error and handling described here is similar to that of a previously published blog-post [21]. The error has been reproduced in the file TIFF_Case-2.tif that is available in the dataset associated with this paper [18].

Step 1: Validation Error

The JHOVE validation error is “TIFF-HUL-28: StripOffsets inconsistent with StripByteCounts: 1 != 55”. No further information is given.

Step 2: Cross-check with other tools

The error is cross-checked with DPF Manager and Exiftool. DPF Manager reports two errors: IDFE-0002
“Only 7-bit ASCII codes are accepted” for tag 270 ImageDescription as well as STRIPS-0005 “Inconsistent strip lengths, the cardinality of stripoffsets and StripsBytesCount must match”. In addition, DPFManager lists one warning, which has no impact on the file and shall be neglected in the scope of this paper. The DPF Manager output includes a reference to the part of the file format specification that is violated by the file – for STRIPS-0005 that is “TIFF Baseline 6: Section 8: Baseline Field Reference Guide, Page 40”. ExifTool (called with -validate -warning -a flags) returns one warning: “Wrong number of values in IFD0 0x0111 StripOffsets”.

Step 3: Matching Results?
JHOVE’s TIFF-HUL 28 “StripOffsets inconsistent with StripByteCounts: 1 != 55”, DPF Manager's STRIPS-0005 “Inconsistent strip lengths, the cardinality of stripoffsets and StripsBytesCount must match” and ExifTool’s “Wrong number of values in IFD0 0x0111 StripOffsets” appear to be matching results. DPF Manager finds one additional error pertaining to a non-7 bit ASCII-Code (in this case, a German “ß”) in Tag 270.

Since the tool set we ran puts forth two different errors, we move along the “no” branch to Step 4.

Step 4: Choose Error to treat
We choose to neglect the Tag 270 non-7 bit ASCII character error and focus on the original JHOVE error.

Step 5A: Locate error in spec
Again, DPF Manager paraphrases the section of the specification: “The cardinality of stripOffsets and the cardinality of StripsBytesCounts must be the same”.

Step 5B: Locate error in file
We can locate the error by extracting the values from the binary data of the respective tags. This is possible by using ExifTool's -b option. Comparing the values in question, we see for TIFF_Case-2.tif that StripOffsets contains 1 value, StripByteCounts contains 55 values.

Step 6: Match?
The error message “StripOffsets inconsistent with StripByteCounts: 1 != 55” can be verified in the file. We therefore move along the “yes” branch to step 7.

Step 7 - End: Fixable?
Unfortunately, the error means that the image data cannot be extracted from the file correctly [21]. Since the error is not fixable, we move along the “no” branch of step 7 and reach the end of the workflow here.

The case-specific workflow diagram is included as Appendix A2 to this paper.

While the workflow could be applied correctly to the use case, we discovered that we need to rely on outside information or knowledge when it comes to the question of fixable errors. This topic will be picked up later in the Discussion section of this paper.

V. ANALYSIS – PDF

The following section describes processes for two different PDF validation errors against the basic flowchart description. The first error is one that can be easily fixed, while the second error is one without a known remedy.

The starting seed validation error always stems from JHOVE v1.26 PDF-hul 1.12.3 [5]. Cross-checking is always completed with pdfcpu (v.0.4.0. dev, validation-mode strict) [9] and qpdf (v. 9.1.1, --check -verbose options) [22]. The steps outlined in Figure 1 are referenced by their respective numbers.

A. PDF Use Case 1: PDF-HUL-137 No Pdf Header

The error of “junk data” before the header is common, especially in some older PDF files [23]. For this use case, an example of such a case discovered “in the wild” is used. The file is made available as PDF_Case-1.pdf via the dataset associated with this paper [18].

Step 1: Validation Error
The JHOVE validation error is “PDF-HUL-137: No PDF Header”. The Offset is given as 0.

Step 2: Cross-check with other tools
The error is cross-checked with pdfcpu and qpdf. Pdfcpu returns the validation error “xRefTable failed: pdfcpu: headerVersion: corrupt pdf stream – no header version available”, whereas qpdf returns no error.

Step 3: Matching results?
JHOVE's PDF-HUL 137 matches the “no header version available” message thrown by pdfcpu. Since there is
only one error to treat, we move along the “yes” branch directly to step 5A.

**Step 4: Choose error to treat**

Step 4 is skipped as we moved directly to step 5A from the “yes” branch in step 3.

**Step 5A: Locate error in spec**

ISO 32000-1:2018 states in section 7.5.2 that “The first line of a PDF file shall be a header consisting of the 5 characters %PDF- followed by a version number of the form 1.N where N is a digit between 0 and 7” [24].

**Step 5B: Locate error in file**

Viewing the file in a hex editor, we can easily see that the first line is not the version info. There are 128 additional bytes before the %PDF-1.3 declaration.

**Step 6: Match?**

The error message “No PDF Header” can be verified via file inspection. We therefore move along the “yes” branch to step 7.

**Step 7 – 8: Fixable? & Fix**

The PDF can be fixed by removing the 128 bytes before the %PDF-1.3 declaration, as they are deemed “junk data” [25]. We move along the “yes” branch in step 7 and fix the error in step 8.

**Step 9 – End: Check & Success?**

The fix can be verified by rerunning the fixed file through JHOVE and pdfcpu. The file is now returned as well-formed and valid and we move along the “yes” branch in step 10 to the end of the workflow.

The fixed file is made available as PDF_Case-1_fixed.pdf in the dataset associated with this paper [18].

In addition, Adobe Acrobat Professional offers a compare tool, via which two PDFs can be compared and a difference report be generated. The case-specific workflow diagram is included as Appendix A3 to this paper.

**B. PDF Use Case 2: PDF-HUL-38 Invalid Object Definition**

The last use case is a difficult and unsolved PDF case. The issue has been previously discussed in a blog post [1]. It is chosen to test how well the proposed workflow diagram is applicable to complicated cases where it is hard to pinpoint the error. An example of such a case discovered “in the wild” is used and made available as PDF_Case-2.pdf via the dataset associated with this paper [18].

**Step 1: Validation Error**

The JHOVE validation error is “PDF-HUL-38: Invalid Object Definition”. The Offset is given as 285259. For this particular test file, JHOVE throws another error as well: PDF-HUL 87 “File header gives version as 1.3, but catalog dictionary gives version as 1.4”. Since the workflow description takes exactly 1 validation message as a starting point, and since PDF-HUL-87 is an error that can be neglected [26] we will focus on PDF-HUL-38.

**Step 2: Cross-check with other tools**

The error is cross-checked with pdfcpu and qpdf. Pdncpu returns the validation error “dereferenceObject: problem dereferencing object 91: pdfcpu: ParseObjectAttributes: can’t find ‘obj’”. Qpdf shows a total of 28 error messages. 19 of those are “object has offset 0” for different objectIds, 5 of those comment on missing or incorrect entries in different objectIds, 2 deal with object 91 (“expected n n obj” and “0 not found in file after regenerating cross-reference table” and 2 of the error messages pertain to the document as a whole (“file is damaged” and “attempting to reconstruct cross-reference table”).

**Step 3: Matching results?**

It is hard to figure out whether the different error messages actually describe the same problem. Both, pdfcpu and qpdf have an error pointing to obj 91. Unfortunately, the JHOVE offset does not lead to obj 91 but to obj 194. None of the other tools have an error message pointing to obj 194. Qpdf is the only tool that reports the file as damaged. Since the error messages point to different sections of the file, we move along the “no” branch to step 4 to choose which error to treat and analyze in the following steps.

**Step 4: Choose error to treat**

Even though none of the other errors match with the JHOVE error message, we will stick with our starting seed message and attempt to treat the PDF-HUL-87 for obj 194 first.

**Step 5A: Locate error in spec**

According to the JHOVE error message documentation the error message occurs when a
keyword other than “obj” was found while paring an indirect object definition [27]. According to section 7.3.10 of the specification Object definitions need to follow the form “<obj.number> <obj.generation> obj” [24].

**Step 5B: Locate error in file**

We already navigated to the respective obj via the JHOVE offset in step 3 to cross-check the result against that of other validation tools. Indeed instead of the expected “194 0 obj” we find a “194 00obk”.

**Step 6: Match?**

The error message “Invalid Object Definition” can be verified via file inspection and we move along the “yes” branch to step 7.

**Step 7-10: Fixable? – Success?**

We can replace the faulty “194 00obk” in the HexEditor with “194 0 obj”. However, when checking the file with the same tools used in Step 2, qpdf and pdfcpu still show the same error messages as before whereas JHOVE now shows a different error message – “PDF-HUL-66 Lexical Error”. Since the file is mangled from a specific point onwards, the post-validation workflow process could be repeated countless times without reaching a successful result. The process is aborted here.

The case specific workflow diagram is included as Appendix A4 to this paper. The PDF with the applied fix for PDF-HUL-38 as per Step 8 is included in the dataset as PDF_Case-2_fixed1.pdf [18].

VI. DISCUSSION

In testing the workflow diagram against the use cases we discovered several issues that should be reflected in an updated diagram version. This updated version is presented as Figure 2. A common strand was that for all use cases external information needed to be consulted to address the issues. This included error message description for JHOVE in the GitHub Wiki, blog posts or uncodified information known through practice. This is where tools can be easily improved – e.g., the JHOVE GUI could include pointers to the specification the same way that DPFManager does. This would especially help less experienced users in making the connection between the error and the expected file format syntax. As already discussed within the community, different error levels such as warnings in addition to errors would be a beneficial addition to JHOVE as well [28].

Both, the TIFF and PDF use cases included warnings or error messages which we did not treat (e.g., PDF-HUL-87 in the second PDF use case). While an in-depth discussion of these errors is out of scope for this paper, the question of how to model the decision not to treat an error is relevant to the diagram. But where in the workflow does that decision take place? While the first draft of the diagram presented in Figure 1 works on a “blank page” assumption, i.e., no knowledge of validators and error messages exist, the decision to ignore an error is always based on...
existing knowledge. Often, errors such as the aforementioned PDF-HUL-87 or the “warning” messages included in the ExifTool output are specific to a tool. While a “warning” as opposed to an error could imply that no direct action is necessary, the actual decision not to treat the issue is always an individual one that may depend on an institutional policy. This binds the decision directly to a business rule, but also to the error message and its producing tool itself - the option not to treat the error therefore needs to be located at the beginning of the workflow. In some cases, however, the decision may depend on a “second opinion”, i.e. a verification by a tool used to cross-check. Therefore, an optional additional “treat error” decision should be available after the cross-checking step. Figure 2 shows the updated diagram, with two “treat error” steps added directly after the validation error starting seed and again after the step “cross-check with other tools”.

Knowing which errors not to treat goes hand in hand with knowing what errors should be treated. Once either an understanding of the error message itself and its correlation to the specification and file's actual syntax, or a solid trust in the validation tool has been established, the steps “locate error in spec”, “locate error in file” and “match” may become unnecessary. These steps should therefore be optional. However, the same argument can be made for “cross-check with other tools”, as this may become no longer needed once a high level of trust in one tool’s ability is gained. Since the necessity of each step is therefore subjective, depending on the knowledge of those following the workflow, the mandatory / optional descriptors are removed from the updated workflow description.

But what if we come across multiple error messages within a file? And is the validation error message really the correct starting seed, or should the starting point instead be the digital object? In the first TIFF use case, JHOVE had only reported one error, whereas DPF Manager put forth a second error to be fixed. As shown in the use cases, validation error handling can become a complex task. In addition, we have to differentiate between error messages that are dependent on each other and those that are not. The “non-7-bit-ASCII” error message introduced in TIFF Use case 1 is clearly an independent error message, whereas the 28 qpdf error messages found in the second PDF use case appear to depend on each other or on the same root cause. However, we want the workflow diagram to be an easy communication tool. Trying to model more than one validation error message at once in a diagram would make the diagram overly complex. Therefore, the decision is made to outsource additional error handling into new “Validation Error Handling” processes. The option to do so is added as a step resulting from the “cross-check with other tools”. Since it might be helpful to understand if errors are dependent on each other or not, an optional “compare” connection was added to the diagram between the “additional validation errors” resulting from the initial cross-check and potential output from the “check” step post fixing.

Another issue exists with the conditional based on the match between the format specification and the error in file. In the first version of the diagram as presented in Figure 1, a successful matching leads to a fix, whereas an unsuccessful match leads to a re-evaluation of the specification and the error message. This could easily create endless loop if the connection simply does not exist, e.g. in case of a false positive returned by the validation tool. Instead of looping back to the comparison, a “no match” should exit the process and result in an evaluation of the validation error as a potential false positive.

Figure 2 presents the updated diagram with all changes included. The numbering and necessity of the steps has been removed due to aforementioned reasons.

VII. CONCLUSION AND OUTLOOK

The paper presented a first draft of a formalized methodology in form of a basic overview diagram for post-validation-error process steps. This first version was tested against four real-life use cases and updated based on the findings. As a general observation, the diagram outlines common steps but does not, of course, contain all the answers for what to do. However, having a structured documentation instead of having to sift through blog posts, wikis etc. to find the answer might make it easier for people to learn from and build on experiences made by others.

The introduction section listed three potential key benefits of such a formalized overview – one of those already proved achievable in form of recommendations for tool improvements made in the discussion section of this paper. Whether the diagram can be a vehicle for more effective
communication between practitioners and those just starting out and whether it can aid us in improving our processes remains to be seen.

A next step for this work is to collect community feedback and model more use cases on the updated version of the diagram. These use cases will then be included in the COPTR COW section. A long-term goal could also be to model validation error decisions in the Preservation Action Registry PAR [29].
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Abstract – We introduce a technique for finding multilingual translations for lists of words using technologies of the Semantic Web. We present four subsets of data from Wikidata and Wikipedia as sources of multilingual labels. Our sample dataset consists of seven terms related to digital preservation. We compare the number of labels we can source for these terms from other human languages via SPARQL queries using the Wikidata Query Service. After discussing the composition of each subset, we detail their advantages and disadvantages. Providing multilingual labels as additional access points for resources such as ontologies, vocabularies and user interfaces for applications increases the relevance of these resources to a larger percentage of the global population. Increasing multilingual access promotes inclusion for a broader range of people, which leads to greater diversity in the digital preservation community.
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I. INTRODUCTION

Digital preservation is an international field made up of practitioners from all parts of the globe. Resources such as ontologies, vocabularies, and applications relevant to the work of digital preservation are frequently monolingual. English is used as the primary language for many resources. Such monolingual resources restrict their audience to people who have knowledge of English, while all others are excluded. Increasing the number of multilingual access points within such resources promotes equity and broadens the diversity of audiences who can benefit from the field of digital preservation. Maintainers of monolingual resources are faced with budgetary constraints, and may argue that expanding multilingual access is too expensive to be practical. Translations created by human experts are expensive, perhaps we can leverage the technologies of the Semantic Web to source multilingual labels as a cost-effective alternative.

We describe four subsets of Wikidata that people may find useful for sourcing multilingual labels. We created a sample data set to test for multilingual label coverage, and we describe the results of consulting four subsets of Wikidata for each term in the sample data set. After describing each subset, we discuss advantages and disadvantages of each. We introduce an interactive application that we created to browse each set of multilingual labels. We offer this work as a demonstration of how communities of editors who contribute to the projects of the Wikimedia Foundation have created a valuable multilingual knowledge graph. The fact that all of the data in Wikidata is free for anyone to reuse for any purpose makes this a shared international resource. Times of international crises such as global pandemic, or armed conflict, reinforce the importance of striving to make resources more equitably available. Providing cost-effective strategies for sourcing multilingual labels is a pathway to promoting equity through increasing multilingual access.

II. WIKIDATA

Wikidata is a project of Wikimedia Deutschland, the German chapter of the Wikimedia Foundation. The Wiki-data community launched this public knowledge base of structured data in 2012. The architecture of Wiki-data was designed from the outset to support multilingual content [1]. The
Wikidata knowledge base contains Items that can be connected to literal values, or to other Items, through the use of Properties [2]. The Wikidata community has added more labels in English than any other supported language, but there are dozens of additional languages for which the Wikidata community has also added many labels [3]. The work of the members of the Wikidata community to add multilingual labels to Items and Properties has resulted in a corpus of equivalent labels across hundreds of human languages.

III. RELATED WORK

Wikidata is an example of a collaboratively-created knowledge graph [4]. After ten years of existence, Wiki-data is well-recognized as valuable source for reusable data [5]. Researchers have leveraged multilingual content from Wikidata for various applications. For example, multilingual content from Wikidata has been used to power a question-answering platform [6], and has been used to generate article placeholders for encyclopedias [7]. The challenge of organizing access terms for multi-lingual digital content has been addressed by language-independent mappings drawn from the Semantic Web [8]. Multilingual access is necessary for national contexts in which multiple languages are supported [9]. Due to the fact that the digital preservation community is an international community, it is clear that we need to provide access to our applications and resources in a wide range of human languages [10].

We sampled several subsets of Wikidata for this work. Wikidata subsets are portions of the Wikidata knowledge graph [11]. The size of Wikidata makes it desirable to reuse a subset, as it is time-consuming to process and host the entire Wikidata graph. Often subsets are focused around a particular type of data, or a specific domain. We identified subsets of Wikidata related to seven sample terms, and wrote SPARQL queries to identify multilingual labels for these terms. The Wikidata items served as the basis for three of the subsets: the Wikidata Item Labels, the Wikipedia Article Titles, and the Wikidata Lexemes. To find our fourth subset, we searched the Property namespace for our terms to retrieve the Property Labels.

We created an interactive application that presents the labels available in each of the four subsets for each of the words in our sample dataset\(^1\). This application allows anyone to quickly compare the language coverage per subset for each term. For example, in Table 1, we see a visualization of the languages (represented by their ISO codes\(^2\)) color-coded if we have a label in that language, and without color if we do not. As the user hovers over a language, the label itself will be displayed alongside the name of the language. There are drop-down menus that users can select from in order to switch between terms from the sample data set and to switch between the four subsets. The layout of languages is consistent across the different views, allowing visual comparison of the overlap between extracted more quickly than techniques that use Wikidata's SPARQL end-point [13].

Researchers and practitioners approach the translation of ontologies, vocabularies, and other term-based resources using a variety of methods. One approach is to extend an ontology with multilingual labels [14]. A successful tri-lingual project is described in [15]. Others have explored using Wikipedias to generate translations [16]. Our approach differs in that we combine translations from Wikipedias along with additional multilingual content from Wikidata, thus extending coverage from additional human languages.

IV. SAMPLE DATA SET

We selected seven terms related to digital preservation to create a sample data set\(^1\). The terms we included are: file format, checksum, operating system, data integrity, software, license, and reproducibility. We chose these terms because of their relevance to digital preservation work activities. We then searched the Wikidata knowledge base to gather the Qids for the relevant Wiki-data items. Using the Qids for these terms, we wrote SPARQL queries to identify multilingual labels for these terms. The Wikidata items served as the basis for three of the subsets: the Wikidata Item Labels, the Wikipedia Article Titles, and the Wikidata Lexemes. To find our fourth subset, we searched the Property namespace for our terms to retrieve the Property Labels.

We created an interactive application that presents the labels available in each of the four subsets for each of the words in our sample dataset\(^1\). This application allows anyone to quickly compare the language coverage per subset for each term. For example, in Table 1, we see a visualization of the languages (represented by their ISO codes\(^2\)) color-coded if we have a label in that language, and without color if we do not. As the user hovers over a language, the label itself will be displayed alongside the name of the language. There are drop-down menus that users can select from in order to switch between terms from the sample data set and to switch between the four subsets. The layout of languages is consistent across the different views, allowing visual comparison of the overlap between

\(^1\) The webapp that includes the interactive table is available at https://wikidp-research.k2.services/multi-lingual-table.

\(^2\) https://www.iso.org/iso-639-language-codes.html
subsets. In Figure 2, we see the labels available from the Wikidata item for ‘software’ (Q7397).

![Figure 1: Labels for ‘software’ from Wikipedia Article titles, as seen in https://wikidp-research.k2.services/multi-lingual-table](image1)

![Figure 2: Labels for ‘software’ from Wikidata, as seen in https://wikidp-research.k2.services/multi-lingual-table](image2)

V. REUSING MULTILINGUAL CONTENT FROM WIKIMEDIA PROJECTS

The human editors working to create and extend content in Wikimedia projects are constantly working to improve the quality of information across the projects. The large number of people who view and edit this content help to remove errors and ensure accuracy. Content in Wikidata is published under the Creative Commons Zero license, meaning that data in Wikidata is free for anyone to reuse for any purpose. The Wikidata SPARQL endpoint\(^3\) is a public endpoint that anyone can use to request data from Wikidata [17]. No credentials are needed to run queries on Wikidata's SPARQL endpoint, making this a convenient method of data retrieval. We introduce four subsets in this section: Wikipedia Article Titles, Wikidata Item Labels, Wikidata Property Labels and Wikidata Lexemes. Data from each of these subsets is available from the Wikidata Query Service.

A. Article Names per Language Version of Wikipedia

One early layer of data in Wikidata is that of interwiki links. Interwiki links connect articles that describe a topic among the different language versions of Wikipedia. These interwiki links are now stored in Wikidata, meaning that Wikidata items are connected to corresponding Wikipedia articles [1]. The titles of the articles in the different language versions are a potential source of multilingual labels for these terms. New language versions of Wikipedia are still being created. There are more than three hundred versions of Wikipedia [18]. Hypothetically, if every language version were to have an article about file formats, we would then have hundreds of multilingual labels from the set of article titles. We wrote SPARQL queries to return the article titles from each of these language versions of articles about file formats.

For example, there are 44 versions of Wikipedia that have an article about file formats, as seen in Figure 3. We can retrieve all of these article titles and consider them multilingual label candidates. The largest number of labels from the Wikipedia Articles subset is available for ‘operating system’ with 150 potential labels. This is due to the fact that more Wikipedia communities have written articles about ‘operating system’ than about any of the other terms from our sample set. Only twenty-seven language versions of Wikipedia have articles about ‘reproducibility’. This is likely due to the frequency of usage of these terms, and thus relevance for an average contributor to Wikipedia. The Google Books Ngram Viewer\(^4\), which presents occurrence data for search terms as seen in the corpus of Google Books, demonstrates that ‘operating system’ is found more frequently than ‘reproducibility’ between the years 1960-2019, as seen in Figure 4.

\(^3\) [https://query.wikidata.org/](https://query.wikidata.org/)

\(^4\) [https://books.google.com/ngrams/](https://books.google.com/ngrams/)
In Table 1 we see the count of labels available in the Wikipedia Article Title subgraph for each of the terms in our sample data set. An advantage of sourcing labels from this subset is that article titles have high visibility within Wikipedias, thus these labels are likely to be corrected very quickly if they are vandalized or require improvement. A disadvantage of sourcing labels from this subset is that new articles are created on a relatively slow timeline, thus this subset is likely to grow slowly. If we compare the work involved in writing a new article in Wikipedia with adding a label to a Wikidata item, writing a new article requires substantially more effort.

<table>
<thead>
<tr>
<th>Term</th>
<th>Count Wikipedia Article Titles</th>
</tr>
</thead>
<tbody>
<tr>
<td>file format</td>
<td>44</td>
</tr>
<tr>
<td>checksum</td>
<td>37</td>
</tr>
<tr>
<td>operating system</td>
<td>150</td>
</tr>
<tr>
<td>data integrity</td>
<td>30</td>
</tr>
<tr>
<td>software</td>
<td>131</td>
</tr>
<tr>
<td>license</td>
<td>65</td>
</tr>
<tr>
<td>reproducibility</td>
<td>27</td>
</tr>
</tbody>
</table>

Table 1: Count of Labels from Wikipedia Article Titles

B. Multilingual Item Labels from Wikidata

The designers of the data model for Wikidata intended it to be a multilingual knowledge base [1]. Each item in Wikidata has a Qid identifier composed of the letter Q and numbers. These Qids are designed to avoid privileging one human language over others supported by the knowledge base. The Wikidata data model supports labels in more than three hundred languages [3]. Wikidata editors add labels in many different languages. Over time, the set of all labels for a particular item becomes a very useful set of translations.

An advantage of sourcing labels from this subset is that Wikidata labels are added at a faster pace than new articles are created, this subset is likely to grow more quickly over time. In order to add a label, users type the string into the user interface in the area designated for the language of choice, and then press ‘publish’ to contribute the content. Wikidata item labels are seen by many editors, as well as by many people who reuse data from Wikidata, thus these labels are likely to be updated quickly if they require improvement. Multilingual labels are an aspect of Wikidata that some editors monitor closely [3].
In Table 2 we see the count of labels available in the Wikidata Items subgraph. To date the terms from our sample data set with the largest number of available labels are ‘software’ and ‘operating system’, each with labels in more than one hundred human languages. The terms ‘checksum’ and ‘reproducibility’ have fewer available labels.

### C. Multilingual Property Labels from Wikidata

Four of the terms in our sample dataset are related to properties in Wikidata. Wikidata properties are predicates that describe how items are related to one another. Properties are also modeled to accommodate labels in all languages supported by Wikidata. Some members of the Wikidata community specialize in working on property labels [19]. We can consult the subgraph of property labels for our sample dataset to see if there are any additional labels in languages not yet covered by the other subsets. While this may result in some redundant labels, as we would expect the labels to be the same for the item and the property, there could be some additional languages that have coverage in the property label subgraph. For example, in Figure 5, we see some of the labels available for the Wikidata item ‘checksum’ include labels from Thai and Ukrainian, but not Turkish. In contrast, in Figure 6, we see that a Turkish label is available.

<table>
<thead>
<tr>
<th>Term</th>
<th>Count Wikidata Item Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>file format</td>
<td>55</td>
</tr>
<tr>
<td>checksum</td>
<td>39</td>
</tr>
<tr>
<td>operating system</td>
<td>105</td>
</tr>
<tr>
<td>data integrity</td>
<td>33</td>
</tr>
<tr>
<td>software</td>
<td>103</td>
</tr>
<tr>
<td>license</td>
<td>70</td>
</tr>
<tr>
<td>reproducibility</td>
<td>35</td>
</tr>
</tbody>
</table>

Table 2: Count of Labels from Wikidata Item Subgraph

A disadvantage of sourcing labels from this subgraph is that there are a limited number of properties in Wikidata. There are currently more than 10,000 properties in Wikidata, but more than 100,000,000 items. Thus there are many terms that will not be found among properties. In Table 3 we see the count of labels available in the Wikidata Property label subgraph. For terms in our sample data set that are not related to a Wikidata property, we recorded N/A in the table.

<table>
<thead>
<tr>
<th>Term</th>
<th>Count Wikidata Property Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>file format</td>
<td>38</td>
</tr>
<tr>
<td>checksum</td>
<td>26</td>
</tr>
<tr>
<td>operating system</td>
<td>69</td>
</tr>
<tr>
<td>data integrity</td>
<td>N/A</td>
</tr>
<tr>
<td>software</td>
<td>N/A</td>
</tr>
<tr>
<td>license</td>
<td>76</td>
</tr>
<tr>
<td>reproducibility</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Table 3: Count of Labels from Wikidata Property Subgraph

### D. Multilingual Property Labels from Wikidata

Wikidata also contains detailed linguistic data in the Lexeme namespace. Community members create lexemes, forms, and senses in the Lexeme...
namespace following the data model for lexicographical data [20]. The Lexeme namespace, namespace L, was created in 2018 [21]. Wikidata has a property that is used to connect Lexeme senses to corresponding Wikidata items. The property has the English label ‘item for this sense’ and is P5137. Through the use of this property, the Wiki-data items from our sample data set can be connected to lexeme senses. In Figure 7, we see the lexeme ‘software’ (L1135). In the section of the page with the heading ‘Senses’ we see that the property ‘item for this sense’ has the value ‘software’ which is the Wikidata item identified with Q7397.

The graph of lexeme senses and their connections to Wikidata items is likely to increase in size over time. Currently, for this sample data set there are zero lexeme senses for ‘checksum’ and ‘data integrity’. This is likely due to the fact that these concepts are domain-specific, and relatively infrequently used by people who are not engaged with the domain of computing.

A useful tool for searching for lexemes is Ordia [22]. Ordia can be used to search for lexemes and provides overviews of connections between lexemes and other content. Wikidata editors to the Lexeme namespace have already contributed more than half a million lexical entries [23].

An advantage of sourcing labels from this subset is that it is likely to grow in the future. As more editors use the property ‘item for this sense’ P5137 to connect Lexeme senses to Wikidata items, this subgraph will grow. Lexemes are connected to external identifiers related to etymology, dictionaries and other linguistic resources. Depending on the type of resource for which you are sourcing multilingual labels, pointers to additional linguistic information may also be helpful. Another advantage is that the data model for lexicographic data in the L namespace accommodates the use of references. Lexemes can also be connected to authoritative sources from which information was sourced. For example, in Figure 9, we see that the Swedish noun ‘licens’ is sourced back to Svenska Akademiens Ordbok using the property ‘described by source’ in Wikidata’s Lexeme namespace. This increases the value of labels sourced from the lexeme subset as they may also include provenance information.

The disadvantage of sourcing labels from this subset is that there are not as many editors contributing edits to the Lexeme namespace in Wikidata as there are editors who contribute to other namespaces.
In Table 4 we see the count of labels available in the Wikidata Lexemes subgraph. The terms ‘software’ and ‘license’ currently have the largest number of lexeme senses that have been connected to their Wikidata items. As encouragement for more Wikidata editors to familiarize themselves with the Lexeme namespace, people organize weekly challenges with a topical focus. For example, one recent lexeme challenge was focused on software and another on computing. These challenges are announced via Wikidata-related communication channels. We anticipate that as more editors learn about the lexeme namespace this subgraph is likely to increase in size.

<table>
<thead>
<tr>
<th>Term</th>
<th>Count Wikidata Lexeme Senses</th>
</tr>
</thead>
<tbody>
<tr>
<td>file format</td>
<td>1</td>
</tr>
<tr>
<td>checksum</td>
<td>0</td>
</tr>
<tr>
<td>operating system</td>
<td>3</td>
</tr>
<tr>
<td>data integrity</td>
<td>0</td>
</tr>
<tr>
<td>software</td>
<td>16</td>
</tr>
<tr>
<td>license</td>
<td>23</td>
</tr>
<tr>
<td>reproducibility</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 4: Count of Labels from Wikidata Lexeme Sub-graph

VI. DISCUSSION

The multilingual labels available via the Wikidata Query Service could be of value to people who are looking to source translations for terms in an ontology, vocabulary, glossary or for text in the user-interface of an application. While the number of available labels varies across terms, the open licensing of the data and the accessibility of the data via the Wikidata Query Service make this an attractive cost-free alternative to hiring translators for groups with limited budgets.

Looking at the count of labels available for the terms in our sample data set it is clear that editors have added more labels for ‘software’ and ‘operating system’ than the other terms. This is likely due to the high levels of awareness many editors have for these terms. The other terms in the sample data set are more specialized, and thus may be less familiar to editors. To date, editors have added the fewest number of labels for the terms ‘reproducibility’ and ‘data integrity’. Fewer editors may be familiar with these terms, or have use cases that would lead them to edit these items.

The webapp we created to complement this paper allows viewers to see each label in the context of the set of supported languages. Not only can you get a sense of how many labels are available per term for each subset, it is also possible to see each label if you hover over the colored language blocks in the webapp.

Members of the Wikidata community are motivated to contribute for many different reasons. There is no group or individual dictating how others should contribute to the project. Different subsets of Wikidata have different numbers of labels for the terms in our sample data set because there is no coordination of how work is accomplished, other than ad hoc decisions among editors to collaborate. This is consistent with the theoretical work describing peer-productions systems.

As more people with digital preservation expertise decide to become editors of projects of the Wikimedia Foundation, it is possible that editors from our international community of practice could contribute more labels in additional languages to items, properties, and lexeme senses to Wikidata or contribute new articles in additional language versions of Wikipedia. Such contributions would benefit anyone interested in reusing data from Wikidata or Wikipedia. Guidance related to contributing to Wikidata tailored to the digital preservation community is described in [27]. Leveraging the infrastructure of the projects of the Wikimedia Foundation for collaboration is a strategy for that supports users from many different language contexts to benefit.[28]

VII. CONCLUSION

People who create or maintain vocabularies, ontologies, applications or other projects may require multilingual labels for concepts in their systems. The cost of paying for translations into multiple languages can quickly add up, and may be beyond the budgetary constraints of many projects. Not only is there a multilingual knowledge graph that is free to reuse, exploring the multilingual data in the

---

5 https://dicare.toolforge.org/lexemes/challenge.php?id=52

7 The webapp that includes the interactive table is available at https://wikidp-research.k2.services/multi-lingual-table.
projects of the Wikimedia Foundation is an approachable task using the Wikidata Query Service. The Wikidata Query Service provides multiple options for downloading results in formats such as CSV, JSON, or HTML, they also provide code snippets for reusing queries within external applications, as seen in Figure 10. Once a subset has been identified, either through SPARQL queries or a ShEx schema in the Entity Schema namespace, results may be consulted again at a later point to determine if additional data is added by the Wikidata community over time. Subsets can be reused in other applications, to enrich ontologies, vocabularies, or within other resources where multilingual labels are needed.

Sourcing labels from multiple subsets of Wikidata increases the breadth of languages that can be covered. People who are committed to holding themselves accountable to the values of accessibility, inclusion, and diversity may want to consider sourcing multilingual labels for resources in the domain of digital preservation from the projects of the Wikimedia Foundation. Some members of the digital preservation community may wish to contribute labels in their own languages for these terms, or for any other items or properties in Wikidata related to digital preservation, in order to improve and extend the knowledge graph.

We offer the techniques described in this paper for identifying potential subsets of multilingual data as strategies that others in the digital preservation community may find helpful. Investigating the multilingual label inventory from projects of the Wikimedia Foundation via the Wikidata Query Service could reduce or eliminate the need to source multilingual translations from other, more expensive, sources. As we are all in this together, let’s support one another in our shared goals of increasing multilingual access points in projects and tools used by the digital preservation community.
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Abstract – Software is a very complex product, offering an endless number of different states and appearances. To foster academic discussion about software-based cultural and scientific phenomena like computer games, digital art, or scientific computational models, it is necessary to be able to reference specific moments of running software. In this article, we discuss the possibilities to “freeze” software while being executed and describe constraints for the long-term preservation of these snapshots.
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I. INTRODUCTION

Citation is an important tool for scientific research. With citations, one can point to prior or related work, for comparison and scientific or socio-cultural discussion. Hence, access to cited work is an essential service of libraries and archives. Long-term digital preservation is the tool to ensure the availability of (cited) digital works for future access.

With the emergence of more and more complex born-digital works, such as software-based art, computer games, and all kinds of interactive digital artifacts, and software in general, citation of works as well as access to cited works became a significant challenge. Citation of software has been integrated into scholarly practice, firstly due to the increased importance of software as a tool for research, e.g., data processing and data modeling. Especially since scientific software is usually made for a specific purpose, requires dedicated resources, and is an indispensable part of the research process and, thus, their authors deserve attribution. Furthermore, software setups perform extensive and complex operations. With the requirement to reproduce scientific results, availability and ideally re-executability of software is curial.

With emulation, there is a rather generic approach to keep software artifacts usable [1]. Providing a usable (or executable) reference to access and use software artifacts is currently ongoing work, e.g., through the Emulation as a Service Infrastructure (EaaSI) program of work [2]. A working and usable infrastructure to (re-)execute or “re-perform” a preserved digital object is necessary but not always sufficient to support research activities. Software or digital objects in general are not only complex in technical terms and, thus, need necessary technical infrastructure to be rendered but also complex in use and operation and manifold in their options, appearance, and how they are perceived by users. Hence, in many cases the description of the software and its execution dependencies is not sufficient to describe specific aspects of the software’s performance. The basic assumption of software functionality (and computers) to process data input and (re-)produce an output does not cover intermediate steps or user-machine and machine-machine interactions during execution. These, however, do not only bear important aspects of how a particular result has been achieved but may constitute important information or facts themselves. For instance, a computer game or a software-based digital artwork can produce an almost endless combination of states (e.g., the state after a character in the game has been positioned in a particular way after responding to other game elements). Not all of them are relevant, but some are. Picking these for
With the growing importance of software as a cultural and scientific product, the necessity of citing software was recognized [5]. Citation practice ranges from informal mention to detailed version information but are being formalized further. Citation of software implies (or should imply) the availability of software.

Even though many initiatives have started archiving software, software preservation in general is still an open issue because of the complexity and size of the task and sometimes due to legal obstacles. Preservation of source code [6] is to a certain degree the most systematic and successful public approach so far. However, available source code does only cover a limited field (open-source software) and, more importantly, there is a long-term usability problem [7], as source code cannot be trivially reused without further technical steps (i.e., compilation into an executable binary form). Furthermore, for more complex scenarios, different software products need to be contextualized (setup and configured) within a defined execution environment (e.g., using an emulator) and, especially in context of computational research, brought together with data. Container technology solved some of the dependency, setup and configuration problems [8] but seldomly reduces the operational complexity (e.g., the number of settings, runtime variables) of non-trivial setups.

For smaller, controlled subsets, there are tailored solutions, not only to reproduce a computational result but also to transparently document all in-between steps in an executable form, e.g., Jupyter notebooks. But even for these rather constrained niches, long-term access and reproduction is quite difficult [9], [10].

Another alternative to deterministically restore a specific application state without reproducing interactive user (GUI)-events (e.g., [11]), which are prone to non-deterministic behavior of GUI applications, are so called “record and replay” tools (e.g., [12], [13]). In contrast to tools recording GUI-events (e.g., macro recorders), these tools record the interaction of an application with the underlying operating system and, thus, can deal with potential non-determinism (e.g., clock/time functions, random number generators). These tools, however, are usually quite intrusive (e.g., they depend on special CPU features or only work for special cases like...
applications with limited interactivity) and slow down the execution of the recorded application significantly.

2. **Snapshots of Running Application Processes**

Presumably, the main motivation to access preserved (and cited) software setups beside verification of published results could be exploring the relevant software environment further, e.g., by changing intermediate inputs in a case of interactive computational science or to follow different paths of a computer game. But there are many other different use-cases for preserving a specific state of a running software setup. This section will discuss the concepts to generate software snapshots.

A “snapshot” is a saved (serialized) state of a running process or system. Any information needed to restore the process or system and to continue its execution is contained within the snapshot. This operation requires some technical support of the surrounding environment, i.e., the software that is creating the snapshot. Since we do not want to constrain snapshots to a single architecture, computer platform, or operating system, i.e., we want to be able to cover applications from different technical epochs, we chose to take a snapshot of the whole system the application of interest is running in (guest system). We, thus, assume that the guest system is running on either virtualized or emulated hardware (i.e., in an emulator or hypervisor).

In principle, there are different ways to create a snapshot of a running system. The first one is taking advantage of the capabilities of the hypervisor or emulator. Some emulators (e.g., QEMU, v86) or VM hypervisors (e.g., VMware Workstation/ESXi, VirtualBox) offer built-in functionality to create snapshots. The emulator or hypervisor can pause the execution of a guest and save all states of the hardware (i.e., the virtual CPU and any other virtual hardware devices). The snapshots created this way are called *virtual machine snapshots*. Saving the state of the whole computer system to disk can also be done by the (guest) operating system itself without the help of a hypervisor, a feature typically called “hibernation” or “suspend to disk”. However, this option is only available for a few emulators/hypervisors (and guest operating systems in case of hibernation).

But having a working option to create virtual machine snapshots (e.g., QEMU), a further option to consider could be to run emulators not capable of creating snapshots themselves (e.g., SheepShaver, VICE) within a capable hypervisor (or emulator) and use it (the “outer” emulator) to create snapshots (of the “inner” emulator). Most likely, the generated snapshots depend on the software (emulator or hypervisor) they were created on. Firstly, virtual machine snapshots are saved (serialized) in a format specific to the emulator/hypervisor software used. Secondly, while it would be possible for other emulators to re-implement support for an existing virtual machine snapshot format, this seems unlikely as the virtual machine snapshots including their configured operating system require the exact same (virtual) hardware (i.e., not only the same CPU but also identical other virtual hardware devices) it has been created on to be restored successfully [14]. Even the forward-compatibility of virtual machine snapshots to later versions of the same emulator/hypervisor will likely decrease over time as their main usage is for live migration and short-term snapshots.\(^1\) Hence, virtual machine snapshots must be carefully curated and maintained together with the necessary software (i.e., the emulator or hypervisor) for restoring, which will lead to significant maintenance overhead over time.

An alternative option to storing the complete hardware state of a virtual machine is to create *process snapshots* (also known as application snapshots) which do not rely on a hypervisor but on functionality offered by the operating system. Process snapshots save the state of a specific running application, comparable to the way the operating system saves the process’s state when executing a context switch.

\(^1\) We have found that a snapshot taken using hibernation by the guest operating system might even fail to restore on different builds of the very same emulator source code, see https://gitlab.com/emulation-as-a-
service/emulators/qemu-eaas/-/blob/v2.5/dsdt.patch. This finding might be extendable to virtual machine snapshots taken by the emulator/hypervisor but does require further research.
While virtual machine snapshots save the state of the whole platform (i.e., the CPU and any devices, e.g., the IBM PC platform), process snapshots only save the state of (parts of) the CPU (i.e., only the parts of the hardware defined by the instruction set architecture (ISA), e.g., the x86-64 architecture). For other resources (the equivalent of devices), they make use of the abstraction the operating system provides and are therefore less hardware dependent. Consequently, however, they have a rather strong operating-system (i.e., kernel Application Binary Interface “ABI”) dependency as well as a dependency on any open files, network connections, or similar resources originally being in use by the process at the time of creating the snapshot. For our purposes, we chose to create a process snapshot of the emulator process\textsuperscript{2}, and thus, implicitly the state of the guest system.

Taking a snapshot of a running process usually requires special support from the operating system, because some parts of the process’s states are not visible to the process itself but only available to the operating system. The Linux kernel was extended to provide previously missing APIs to create process snapshots by the Checkpoint/Restore In Userspace (CRIU) project\textsuperscript{3}, which also provides a user-space helper utilizing the kernel’s API to create, serialize (i.e., save as regular files), and restore process snapshots\textsuperscript{4}.

CRIU works best when it is used to snapshot isolated applications running in their own Linux container\textsuperscript{5} using a container runtime\textsuperscript{6} and is, in fact, already well integrated into contemporary container runtimes\textsuperscript{7}. As we already developed a framework to package (untrusted and potentially insecure) emulators including supporting infrastructure as self-contained container images and let them run in an isolated Linux container in the EaaS emulation framework [15], we used the same approach for CRIU\textsuperscript{8}. Taking this approach, preserving emulators (and snapshots) becomes a special case of preserving containers [16].

3. **LONG-TERM ACCESS TO PROCESS SNAPSHOTS**

Solving portability issues of the created snapshots solves only the smaller part of the problem. The second problem set is to restore or reactivate a snapshot using future computer systems. By choosing process snapshots, we have reduced hardware dependencies, which are typically abstracted by the operating system. For instance, for a (user-space) application to be run on a Windows or Linux system, the hardware configuration of the computer does typically not matter to the application. Instead, an application uses well defined interfaces of the operating system to interact with graphics, sound, or network hardware. These interfaces are stable and do not change, e.g., if a hardware component is replaced. Hence, for process snapshots, the remaining (future) dependencies are the operating system application binary interface (ABI) and the CPU instruction set architecture (ISA; e.g., x86-64), which should make these snapshots portable between contemporary systems but also to future systems.

\textsuperscript{2} We are only using emulators here. There would be no principal problem in creating a process snapshot of a hypervisor that uses the Linux kernel’s KVM ABI (e.g., QEMU) as these hypervisors are normal processes. However, this functionality has only niche use cases and is not supported by process snapshot frameworks, see https://github.com/checkpoint-restore/criu/issues/229.

\textsuperscript{3} Checkpoint/Restore In Userspace, see https://criu.org/.

\textsuperscript{4} The kernel patches created by the CRIU project were accepted and included in the upstream Linux kernel, so that the CRIU user-space helper can be used together with any stock Linux kernel, reducing maintenance burden.


\textsuperscript{6} Standardized in the OCI Runtime Specification (https://github.com/opencontainers/runtime-spec) and implemented in, e.g., Docker, runc, or crun with the help of functionality provided by the Linux kernel.


\textsuperscript{8} The images may have to be slightly altered (e.g., checked in an automated process) as CRIU can place subtle restrictions on the kind of executables it is able to restore properly, see https://github.com/checkpoint-restore/criu/issues/1507.
1. **Restoring the Execution Context**

When CRIU restores a snapshot, it interacts with the Linux kernel to restore the exact same state the process was in when the snapshot was created. The "exact same state" reproduced by CRIU includes CPU registers and memory used by the application as well as any resources opened by the application, e.g., files or network sockets. These resources must remain available in the very same state (e.g., the same file content) and must be saved, managed, and restored independently from the CRIU snapshot. We have already accomplished this by using container images, for which a derivative image can be created when snapshotting the application. For network connections (e.g., connected TCP sockets), CRIU's approach is usually more brittle as they depend on the uncontrollable outside world (e.g., the remote end of a TCP socket will probably be gone when the snapshot is restored). In the EaaS emulation framework, we have already solved this problem by providing network access only via a virtualized and isolated network.

2. **Identifying Remaining Hardware Dependencies**

The described approach makes sure that any applications can continue to run after being restored. However, CRIU's intended usage scenarios are focused on short-term usage of the created snapshots on homogenous machines (i.e., using the same CPU model or, at least, the same CPU generation from the same CPU vendor with the same architectural features, similar other installed hardware devices, and similar Linux kernel versions). In other words, CRIU's process snapshots may still depend on the original CPU model. This can be a surprising property as applications can break in unexpected and subtle ways under different CPU models, even more so when the CPU is changed during the application's execution. Normal applications do not expect that the CPU's (visible) features change during execution and, as the application, deliberately, has no way to notice that it is being snapshotted and restored, it even has no chance to react to the changed CPU at all.

On the x86(-64) architecture, the CPU vendor and model, its supported extensions to the original ISA, and other features of the CPU are exposed via the CPUID machine instruction. The CPUID instruction is unprivileged and, thus, can be executed by user-space applications. It is typically, transparently, included by the compiler into the executable binary for features like function multiversioning or queried using dedicated libraries by the application itself. All these features have in common that they, at the start of the application, select one of several machine code versions of the same function most suitable (i.e., optimized) for the current CPU model. This is a problem if the target CPU has less features (e.g., no AVX2) than the original CPU. After resuming the snapshot, the application will still execute the code path requiring the original CPU features (e.g., AVX2) and execution on the target CPU will fail, generating a SIGILL signal (on Linux/POSIX) and terminating the process.

A possible approach could be to require the target CPU to always support more features than the original CPU, e.g., by requiring it to support all CPU extensions available at a time. We found, though, that this approach does not work as, apart from being expensive by requiring the latest CPUs, CPU features are not only added by vendors but sometimes also removed again in later CPU model...
generations\textsuperscript{15}. A “best” CPU including every feature ever introduced may, thus, not always exist.

More importantly, though, we found that, e.g., a snapshot created on a CPU not supporting AVX2 will crash on a CPU supporting AVX2, i.e., a CPU with strictly more features. Debugging showed that this is due to the XSAVE instruction, which writes the CPU register's state to memory at an application-provided location. The (byte) size the register state will need in memory can be queried by the application (or a supporting library) using the CPUID instruction, but this, again, is typically only done at application startup and cached for later use. If, in our case, the snapshot is now resumed on a target CPU requiring more space for its register state (i.e., by having the larger AVX2 registers), not enough space will have (unknowingly) been reserved by the application when calling the XSAVE instruction and the CPU will silently overwrite parts of memory, e.g., in the application’s stack, leading to the application’s crash.

A possible workaround is to disable the problematic features (e.g., AVX2) on the target CPU with the operating system's help\textsuperscript{16}. This workaround was tested but proved not to be successful as a number of applications, including the widely used GnuTLS library\textsuperscript{17}, check incorrectly for the availability of CPU features, subsequently still try to use the disabled features and crash. This results in crashes of even very basic dependent applications like “apt-get”.

Thus, the most feasible way is to directly restrict the CPUID instruction to report only desirable features as available and report a buffer size for the XSAVE instruction that is large enough for any target CPU’s register state. At the same time, this is advantageous as it allows to restrict the used CPU features to a sensible set of features supported by not only the latest CPUs but a large number of (cheaply available) CPUs from different vendors (and most x86-64 emulators). Such “common denominators” of features are already standardized as micro-architecture levels (e.g., x86-64-v2) in the ELF x86-64 psABI\textsuperscript{18} and are recently starting to be used to define minimum system requirements of Linux distributions.

\textit{CPUID virtualization}

Manipulating the CPUID instruction, though, proves to be problematic on the x86-64 architecture, a property than can be attributed to the fact that the x86-64 architecture (without extensions) does not conform to the virtualization requirements introduced by Popek and Goldberg [17]. The CPUID instruction can be seen as a behavior sensitive instruction that is not privileged, i.e., can be executed directly by user-space application without a chance for the operating system’s kernel to interfere.

An extension found on most Intel processors\textsuperscript{19} remediates this problem by allowing to turn the CPUID instruction into a privileged instruction, and, thus, trapping it in user space.\textsuperscript{20} This feature is used


\textsuperscript{16} Using the Linux kernel’s “clearcpuid” and “noxsave” command-line options, which do not directly interfere with the result of the CPUID instruction for user-space applications but only disable CPU features using the CR4 control register.

\textsuperscript{17} See https://gitlab.com/gnutls/gnutls/-/issues/1282. The underlying problem is that such problems do not get much real-world test coverage as users do not typically want to restrict their CPU’s features, i.e., never run applications under such kernel configurations.

\textsuperscript{18} Processor-specific application binary interface, https://gitlab.com/x86-psABIs/x86-64-ABI.

\textsuperscript{19} Exposed by the Linux kernel via the arch_prctl(ARCH_SET_CPUID, ...) system call, see https://man7.org/linux/man-pages/man2/arch_prctl.2.html.

\textsuperscript{20} Both Intel’s VT-x and AMD’s AMD-V virtualization extensions for the x86-64 architecture do allow for hypervisors to trap CPUID instructions. An alternative approach would, thus, be to have the application run in its own virtual machine (potentially inside yet another virtual machine provided by a cloud provider) restricted to, e.g., the x86-64-v2 micro-architecture level. This approach was not pursued as more virtualization levels will most
by the libvirtcpuid project\textsuperscript{21}, which, independently from our work, researched the presented problem of a snapshot created on a CPU with less features (e.g., no AVX2) crashing when being resumed on a CPU with more features (e.g., AVX2). Their intended use case, however, focuses on live migration of applications and differs from our long-term preservation use case. Additionally, they rely on the described Intel extension, which is neither found on AMD x86-64 CPUs nor in emulators and often not exposed by cloud providers, reducing its usefulness for our application significantly.

We, thus, modified libvirtcpuid’s approach slightly: while the original libvirtcpuid relies on the described CPU extension to trap CPUID instructions, we modify the application’s executable (ELF) binary files in advance to replace every CPUID instruction with an RDMSR instruction\textsuperscript{22}. RDMSR instructions, in turn, are always privileged on the x86-64 architecture and, thus, will trap with a signal to user-space that can be processed by libvirtcpuid in its usual way\textsuperscript{23}. This approach is not guaranteed to work as applications may dynamically generate just-in-time (JIT) code including CPUID instructions. Only being generated at runtime, these instructions would not be processed by our tool and still leak unmodified CPUID information to the application. However, this is very unlikely as, as described above, code using the CPUID is typically statically generated by the compiler or placed in dedicated libraries. Other potential problems, e.g., applications checking for CPU features by trying to directly use them without checking for their availability first\textsuperscript{24}, are the same as for the upstream libvirtcpuid and rare in practice.

\textbf{Other sources of non-determinism}

As described above, the restored application also depends on outside resources. Obvious ones like files (either regular files, UNIX domain sockets, or pipes) are already handled by our emulation framework. Non-obvious ones include time functions\textsuperscript{25}, which naturally depend on the time in the outside world, either measured as time since the system was booted (CLOCK_MONOTONIC) or as real (i.e., wall-clock) time (CLOCK_REALTIME). The former (CLOCK_MONOTONIC) can be virtualized by the Linux kernel using time namespaces\textsuperscript{26}, which are already supported and handled by CRIU. As they are typically used via the C standard library, the latter (CLOCK_REALTIME) can potentially be modified in user-space\textsuperscript{27} to be derived from CLOCK_MONOTONIC with a constant (user-configurable) offset.

However, an application could also use the RDTSC instruction to directly read the processor’s time-stamp counter. Differently from the CPUID instruction, the RDTSC instruction can be disabled utilizing the CPUID instruction is not feasible as they might not easily be recognized anymore when linked into the application in binary form, the variety of such libraries is too diverse, and some applications (e.g., GnuTLS) do not employ such libraries at all but directly use the CPUID instruction for similar purposes, leading to a very brittle application-specific manual patching approach.

\textsuperscript{24} In this case, if the CPU feature is available on the original CPU, the application will recognize it as usable but will crash as soon as trying to use it on the target CPU after the snapshot is resumed.

\textsuperscript{25} Exposed via the clock_gettime() system call on Linux, see \url{https://man7.org/linux/man-pages/man3/clock_gettime.3.html}.

\textsuperscript{26} \url{https://man7.org/linux/man-pages/man7/time_namespaces.7.html}

\textsuperscript{27} For instance, using the LD_PRELOAD mechanism, see \url{https://man7.org/linux/man-pages/man8/ld.so.8.html}. 

\textsuperscript{21} \url{https://github.com/twosigma/libvirtcpuid}

\textsuperscript{22} Introducing the ELFant tool, a powerful but friendly shell script that tramples over your ELF files, see \url{https://github.com/emulation-as-a-service/libvirtcpuid}.

\textsuperscript{23} A conceivable alternative approach of replacing CPUID instructions with a call to a library function emulating and manipulating the CPUID instruction directly is not feasible as the CPUID instruction is encoded in only 2 bytes, which is not sufficient space for any jump/call instruction. In contrast, the RDMSR instruction is encoded in 2 bytes as well, and can, thus, directly replace the CPUID instruction in the binary file without any further modifications. Yet another conceivable alternative approach of replacing library functions (e.g., libcpuid) probably degrade performance and (nested) virtualization is not universally available at cloud providers or comes with extra costs, see, e.g., \url{https://ignite.readthedocs.io/en/stable/cloudprovider/}.

\textsuperscript{24} In this case, if the CPU feature is available on the original CPU, the application will recognize it as usable but will crash as soon as trying to use it on the target CPU after the snapshot is resumed.

\textsuperscript{25} Exposed via the clock_gettime() system call on Linux, see \url{https://man7.org/linux/man-pages/man3/clock_gettime.3.html}.

\textsuperscript{26} \url{https://man7.org/linux/man-pages/man7/time_namespaces.7.html}

\textsuperscript{27} For instance, using the LD_PRELOAD mechanism, see \url{https://man7.org/linux/man-pages/man8/ld.so.8.html}.
and trapped in user-space\(^{28}\). As the application might not expect RDTSC to not work, further modifications to the application might be necessary. In contrast to the CPUID problem, however, this problem is immediately visible already when starting the application on the original CPU and can, thus, be handled more easily instead of manifesting itself in an unfixable way later long after the snapshot has been created.

A final class of resources that must be dealt with are resources available on the original system that are being masked by the container runtime/configuration but are not available at all on the new system. As they are not available at all, CRIU cannot mask them like on the original system and, thus, might fail to restore the snapshot.\(^{29}\) Here, a simple workaround is to not mask the resources in the first place.\(^{30}\)

5. Emulation in Emulation

To restore an application state, the snapshotted emulator process containing the running application must be restored using a suitable technical environment. In the case of a future reactivation, the required technical environment for restoring will be an appropriate emulator, e.g., a suitable x86-64 emulator satisfying the CPU dependencies (e.g., the x86-64-v2 micro-architecture level) and a container runtime including an appropriate Linux kernel and pre-configured tools to restore the snapshot (e.g., CRIU). This runtime then will be able to restore the snapshotted process (emulator running a guest system). This setup, however, will lead to an emulation-in-emulation (stacked emulation) access context.

Using emulation-in-emulation as an emulation-based digital preservation strategy is not an ideal solution in general. While the idea is simple and appealing, i.e., today's emulator setups containing obsolete systems and running, e.g., on a contemporary Windows 11 system, can be preserved and kept available through future emulators by simply focusing on today's Windows 11 system and so on. However, with technical epoch and thus, every new level in this emulator stack, a technical and conceptual mapping between contemporary computer systems and the last generation (latest emulators) must be made.

These mappings usually require technical compromises, especially but not only, for interactive usage, because future concepts have changed significantly. For instance, by moving toward gesture inputs, mapping modern touchscreen gestures to 3-button mouse events is necessary. Clever emulator developers will find a user-friendly and usable solution for their technical environment and context. However, with every additional layer (and mapping), it will be harder to operate the original system (e.g., the 3-button mouse, through an emulated touchscreen using a future VR setup) and, eventually, some states or concepts of the original system will become inaccessible throughout the different layers. Therefore, we usually argue to “migrate” the old (guest) systems to new emulators, such that any new generation of computer systems with new interaction paradigms (e.g., virtual reality) adapt these directly to the old concepts.

For this special case (snapshots of running processes), however, the emulation-in-emulation scenario is necessary and justifiable. Its necessity results from the design choices of taking process snapshots. In the case of virtual machine snapshots, restoring the saved machine state on future emulators is possible in theory. However, in practice it will be quite difficult since the target machine must match exactly the hardware of the snapshotted virtual machine. Even the transition (live migration) between two contemporary virtual machines, both running within the same emulator (in this case, two created on a desktop computer may, thus, fail to resume on a server or cloud computer.

\(^{28}\) Exposed as prctl(PR_SET_TSC, ...) by the Linux kernel, see https://man7.org/linux/man-pages/man2/prctl.2.html.

\(^{29}\) For instance, the Linux kernel only provides /proc/asound/ (masked as empty directory inside containers) if the host system includes a sound card. This is typically true for desktop computers but untrue for server or cloud computers. A snapshot in the sound card scenario, it might be acceptable to not mask the sound card when being run on a desktop computer as the desktop computer is typically operated by only one user, who is already able to manipulate and interfere with the sound card in host system anyway.

\(^{30}\) This can pose security problems but, e.g., in the sound card scenario, it might be acceptable to not mask the sound card when being run on a desktop computer as the desktop computer is typically operated by only one user, who is already able to manipulate and interfere with the sound card in host system anyway.
QEMU-based VMs) turned out to be rather difficult [18].

For the conceptual idea of saving and restoring an application state, the concept of emulation-in-emulation is appropriate. Not only is the depth of the emulation stack limited to the maximum of one extra layer and, thus, the mapping problem between contemporary systems and old systems is addressable, but this also is a desired setting since the future user is able to observe the exact state, including all features and limitations of the access platform (emulator) the creator of the snapshot has experienced. Even if the restored snapshot offers limited usability (compared to running the application using future emulation-based access platforms), it offers a stable and reproducible reference point.

4. Conclusion and Future Work

In this article, we have presented a technical and conceptual analysis on the preservation of software execution states (so called snapshots). The concept of preserving snapshots will not only contribute a further facet for software citation, but it will also contribute to an increased usability of emulation setups by simplifying the preparation of ready to use software setups. Users can be presented with a configured and running application in a usable state, without the hurdle of operating an old computer system, e.g., staring an application, finding the necessary files, etc. For some (future) software setups, such an approach might be the only viable solution. Software becomes a boundless product which is difficult to capture and to “own” since it is not shipped anymore on media. Modern software offers dynamic installation processes with multiple options for extension, in-app purchases, etc., relying not only on individual decisions but also the publisher’s infrastructure and especially support of installing outdated software packages.

In addition to citation use cases, the functionality required to fulfill these can be useful for other long-term access purposes. For example, when making digital artifacts available via emulation that rely on slow or complex software environments, it can be valuable from a user-experience perspective to be able to immediately restore the system or network state to a point after all the software components involved have completely loaded. The state-saving functionality described in this paper is currently in use at Yale University Library as part of their efforts to retain access to web sites including the Ross Archive site\(^{31}\) and the Historical Register Online site\(^ {32}\). Access to both sites is provided via emulation of hardware supporting the underlying web server software, database software, and a contemporaneous web browser. Each of these has to be loaded before the user can access the site in emulation and the process can take minutes. By pre-loading them, saving the state in a process snapshot, and loading the state at point of access, this saves the user a great deal of time and significantly improves the user experience for them.

While there is a proof-of-concept implementation available as well as working real-world examples as part of the EaaS project, the focus of this work was to improve our understanding of potential technical hurdles restoring snapshots in the future. x86-64-based systems are still the most important platform running in-production framework. Hence, our analysis was focused on x86-64 process snapshots. Future work will widen the scope to other relevant platforms (e.g., ARM64).

Rer-storing snapshots does not only pose technical challenges but also administrative ones. The runtime environment must be archived and maintained, as well as any other runtime dependency. By encapsulating emulators with their runtime dependencies within containers, preserving containers (and their runtime), the preservation of snapshots is just a special case of the existing EaaS container preservation workflow.

An important limitation of our experimental setup is the time lag between a snapshot request and the snapshot executions. This lag is currently somewhere around 2-5 seconds. Additionally, serializing a snapshot takes time – linear to the total memory of the process used. Hence, currently our setup is not yet suitable for highly dynamic software setups, e.g., computer games, where states are changing very quickly, and not suitable to create a series of fine-grained snapshots. However, there are promising developments to improve snapshot

---

\(^{31}\) https://rossarchive.library.yale.edu/

\(^{32}\) https://yalehistoricalregister.library.yale.edu/
performance and to support fine-grained, high frequency incremental snapshots [19].
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Conference Topics – From Theory to Practice

I. INTRODUCTION

The Harvard Library began operation of its Digital Repository Service (DRS) in October 2000. At that time, no viable commercial or open-source products were available. Consequently, it was necessary for the Library to build a novel system in-house [1]. Since then, use of the DRS has grown to hosting over 10.6 million digital objects, 890 million files, and 90 formats, totaling over 2 PB. These materials span all content genres critical to the University’s research, teaching, and learning mission as well as its administrative operation. While the DRS technical platform has been maintained and incrementally updated over the past two decades [2][3], it still remains a custom system making increasingly unsupportable demands on finite internal resources. Furthermore, the functional applicability of the DRS is increasingly constrained by limitations arising from long-standing and deep-seated conceptual design, implementation, and operational decisions.

To address these concerns, the Library is engaged in a generational modernization known as the DRS Futures project. This effort will revitalize the DRS and reposition it to continue to provide effective, efficient, and sustainable stewardship of the University’s digital collections in light of future challenges and opportunities [4].

The Futures project is structured in three phases:

1. Envisioning an ideal repository
2. Specifying an achievable repository
3. Deploying an operational repository

The first phase is a purposefully open-ended investigation of aspirational needs and goals explicitly unfettered by considerations of how they ultimately will be provisioned. These ideals will be winnowed down to the achievable in the second phase, contextualized with the aspirational end-goals foremost in mind. In essence, the Library is looking beyond what the state-of-the-art might be today, towards what it could and should be in the near or far future. Such long-range strategic thinking is possible only when rooted in robust philosophical and conceptual foundations.

1. EXPLORATORY APPROACH

The process of planning and deploying any significant socio-technical system naturally progresses through stages of initial ideation and subsequent development or procurement [5]. The transition from the intangible considerations of the former to the specifics of the latter is codified in terms of system requirements. These function variously as a specification for development, an...
evaluative rubric for procurement, and acceptance criteria for formal project completion. Traditional requirements development is approached inductively [6], relying on stakeholder engagement as well as reference to prior practice, professional intuition, and shared community attitudes to establish needs, goals, and aspirations ultimately refined into a set of use cases [7]. However, in order to achieve a higher level of confidence in final requirements, inductive results should be complemented by a parallel abductive process deriving requirements from a small axiomatic set of accepted first principles [8].

Andow describes abduction as the mode of logical inference that seeks the best possible explanation for a domain's phenomena, in distinction to deduction's logically-necessary and induction's logically-most-probable explanations [9]. The final logical refinement of these philosophical and conceptual principles constitutes an abstract reference model (ARM) of the desired system. An ARM is a framework defining the fundamental entities and relationships constituting a domain untethered from the semantics of any specific implementations [10].

Due to its logical formality and systematic application, abductive derivation is more likely to result in comprehensive coverage of appropriate domain considerations relative to a more ad hoc and anecdotal inductive process, however well-grounded it may be in historical precedent, domain best practice, and professional experience. In essence, the top-down abductive approach starts with a high-level model of the entire domain under consideration and systematically segments it into smaller and smaller units of greater and greater conceptual detail. The bottom-up inductive approach, on the other hand, starts with various granular units of detail that are gradually refined and abstracted with an assumption that they will eventually cohere into comprehensive coverage of the full domain. Ideally, the two approaches will exhibit significant, if not full, overlap. Regardless, performing the two activities in parallel provides an opportunity to identify and fill in any gaps resulting from the individual exercises.

2. PHILOSOPHICAL INQUIRY

The foundational basis for the Futures project emerged through a process of Philosophical Inquiry (PI). PI is a qualitative research method deriving meaning from experience through abductive questioning of fundamental assumptions within a domain of practice to propose new, and better, explanatory structures for that domain [11]. In the Futures context, the inquiry began with questions regarding the fundamental nature of the preservation enterprise. The Encyclopedia of Archival Science defines digital preservation as “the processes and controls that enable digital objects to survive over time” [12]. This formulation emphasizes an object- and process-centric view that implicitly promotes a metaphorical narrative of digital preservation as a managerial endeavor. That is, a set of activities done to objects to ensure persistence of their significant characteristics over time. While an important foundational step, this narrative minimizes critical attention to what subsequently can be done with those objects and to what effect.

Similarly, the phraseology common to other community-accepted definitions of the preservation field – for example (with emphasis added): “policies, strategies, and actions that ensure access to digital content over time” [13]; “act of maintaining information, independently Understandable by a Designated Community, and with evidence supporting its Authenticity, over the Long Term” [14]; “series of managed activities necessary to ensure continued access to digital materials for as long as necessary” [15]; “processes aimed at ensuring the continued accessibility of digital materials” [16] – emphasizes two points. First, that the primary role of domain agents is an enabling one, e.g., acting as strategizers, maintainers, managers, processors. Second, that the imperative goal of the exercise is provision of artifactual access.

Access refers to the ability and permission to find and retrieve information relevant for a specific purpose [17]. In other words, access is an enabling factor for subsequent use, which remains a distinct phenomenon. While Wilson argues that this distinction may be operationally prudent [18], it can be conceptually problematic. The consensual weight of repeated assertions of the operational primacy of accessibility implicitly positions digital preservation conceptually as an essentially managerial activity, whose imperatives stop with provisioning access [19]. However, the ability to retrieve a well-managed object is distinct from a subsequent capacity to make productive use of it. The parameters of that usage are concerned with post-managerial experience.
The embrace of that experiential component recasts digital preservation as an essentially communicative, rather than merely managerial, enterprise. That is, it aims to facilitate future purposive human engagement with past informative expression. While that facilitation necessarily involves technological intermediation through artifactual vehicles and managerial processes, its underlying goals are fundamentally humanistic in nature. These give preeminence to the role of the information consumer [20] and the communicative outcomes of the consumer/content engagement.

The success of an act of preservation-enabled communication is dependent on its consumer-facing consequence. That is, preservation acts are successful if they result in a pertinent change to the consumer’s intellectual, psychological, or physical state that otherwise would not have been known, felt, or performed [21]. As any such success is contingent with respect to time, place, person, and purpose [22], digital preservation inherently operates in an subjective sphere. Efforts to ensure beneficial outcomes over time are complicated by the fact that the passage of time is inexorably accompanied by ever-growing technical distance. However, the more significant preservation challenge over archival timespans is the accompanying cultural distance separating the points of content creation, acquisition, and use.

A communicative perspective of the digital preservation domain makes it susceptible to a communicological approach. Communicology is the study of individually-embodied human discourse [23], in distinction to disembodied machine-to-machine information-theoretic communication [24] and socially-embodied mass communication [25]. That discourse is viewed as a system of expressive signs whose meaning emerges through contingent interpretation by their consumers individually, institutionally, and culturally-positioned in socio-technical space [26]. A “sign” is a high-level abstraction for any information-laden entity that “stands to somebody for something in some respect or capacity” [27]. Stamper extended the traditional tripartite structure of a sign – syntactic form, semantic content, pragmatic experience [28] – to encompass six aspects pertinent for greater applicability to digital information systems [29] (see Table 1). Abrams proposed a seventh, performic, aspect for pertinence to digital preservation [30]. This recognizes that digital objects must be dynamically and contextually performed to be susceptible to analog human perception and cognitive interpretation [31][32].

The common metaphor of a digital carrier is the ontic (or tangibly-reified) manifestation of an abstract information-laden message. That message encompasses three distinct semiotic aspects:

1. Empiric symbolic encoding
2. Syntactic rhetorical expression
3. Semantic meaning or psychological affect

These generally align with the FRBR Manifestation, Expression, and Work constructs [33], which constitute an essential progression from the
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Content analysis of digital preservation policy determines that the success of long-term digital preservation activity is commonly evaluated in terms of four normative qualities: the integrity, authenticity, accessibility, and usability of managed digital content [19]. Since these policies establish the implicit social “contract” underlying the interaction between preservation stakeholders and delegated service-providers, whether internal or external to an institutional program [30], these qualities suggest three defining imperatives for the preservation enterprise:

1. Ensuring the existence of authentic information objects
2. Supporting modalities of authoritative information access
3. Affording opportunities for legitimate information experiences

Authenticity is the quality of an object being what it purports to be; authoritativeness, that of being appropriate and reliable for the purpose at hand; and legitimacy, that of being meaningful for that contextually-situated purpose. (Authenticity is viewed as subsuming integrity, as any explicit loss of integrity inherently implies corresponding loss of authenticity.) These correspond to intentions and expectations that future preservation outcomes encompass the preserved artifact itself; the means to interact with and know about the artifact; and the experiential results of that interaction. The authenticity/legitimacy distinction contrasts objective universality (authentic for all) with subjective contingency (legitimate for one). In other words, while a given digital object is singularly either authentic or inauthentic, that same object may be susceptible to any number of legitimate (re)uses, each particular to contingent context.

Efforts to ensure these beneficial outcomes over time is complicated by the ever-increasing number, size, complexity, and diversity of digital content available for preservation attention, as well as the continual – and often disruptive – evolution and transformation of the modalities of desired (re)use. These problematic aspects of long-term stewardship can be ameliorated through a comprehensive programmatic approach to fundamental preservation concerns [44], which encompass various functional categories:

1. Predilect – Decide what you intend
2. Select – Appraise what is available
3. Collect – Obtain what you select
4. Introspect – Know what you obtain
5. Perfect – Enrich what you know
6. Protect – Steward what you have
7. Direct – Control how you steward
8. Project – Offer what you control
9. Connect – Provide what you offer
10. Reflect – Assess what you do

These extend the set of categories previously derived by Abrams [45] to provide explicit consideration of curatorial discretion regarding acquisition (selection) [46]; opportunities to augment the representation [47], description, and understanding [48] of objects, behaviors, and contexts (perfection); and programmatic governance and accountability (direction) [49]. Regarding the previously identified categories, predilection encompasses stakeholder consultation, analysis, and prioritization. Collection remains the most decisive preservation imperative: while proactive stewardship doesn’t guarantee success, an absence of that stewardship almost surely guarantees failure. Introspection provides intellectual as well as technical characterization, facilitating targeted workflow development and automation. Protection lies at the artifactual core of the preservation endeavor while projection and connection mediate the experiential. Reflection supports continuous programmatic improvement.

The perspectival shift in digital preservation emphasis towards communicative information experiences suggests the desirability of similarly recasting the domain concept of significant properties to that of significant affordances [30]. In the preservation context, an affordance is a functional capability available to a human consumer to do something meaningful with a preserved object [50]. For example, the property of (quantitative) fixity affords the ability to determine (qualitative) integrity. Similarly, the property of an image’s defined colorspace affords the ability for colorimetrically-reliable visual presentation. In other words, an affordantial perspective complements a focus on the managerial and artifactual aspects of preservation attention with communicative and experiential considerations. The experiential connotation of affordance also highlights the view of human engagement with a preserved digital object as a subjective performance [51]. The meaningfulness of the pragmatic response to such a performance is dependent on various frames-of-reference that contextualize the encounter [52]. These include the contexts of [45]:

1. Cultural production, indicative of originating creative intention
2. Curatorial appraisal, selection, and aggregation in thematic collections, through which the individual member objects accumulate associational meaning [53]
3. Prior consumption, indicative of alternative interpretive reception and response
4. Collateral lived-experience and proximate purpose of the contemporary consumer, which establish experiential expectations

While the domain concept of representation information is defined in generic terms [14], in practice it has not encompassed the means to represent, capture, and retain all of these diverse contextual positions [53]. New infrastructural systems should provide explicit support for persistent management of and experiential access to authoritative performative behaviors and relevant contextual reference frames.

4. EMERGENT INFRASTRUCTURAL PRINCIPLES

Digital preservation is a complex of people, policies, procedures, as well as systems facilitating technically-mediated, but fundamentally human communication across time [54]. Given that technical infrastructure is inherently ephemeral and needs to be refreshed and re-envisioned periodically [55][56], it is appropriate to assert expansive aspirations for its function and operation during its design phase. While these may not be immediately provisionable, they set a benchmark for incrementally-achievable programmatic goals. For the Futures project, these goals include support for:

1. Any content genre, language, structure, form, number, size, and description
2. Any managerial duration (interim, persistent, or permanent) and eventuality (proactive when possible, reactive when necessary)
3. Any stakeholder competency, purpose, and modality

The first group is concerned with maximizing the scope of preservation eligibility; the second, the range of preservation intentions and expectations; and the last, the parameters of experiential (re)use.
A claim of effective support for these various goals does not necessarily imply a uniform level of outcome. Instead, effectiveness should be viewed as the condition of doing the best one can regarding a given body of digital content at a particular point in time and state of expertise, tooling, and capacity as well as controlling curatorial priority.

The design, implementation, and operation of preservation infrastructure should embrace a number of programmatically-significant qualities:

1. **Transparency** – Open decision-making [57]
2. **Stability** – Available at a time and place and in a manner of user choice
3. **Reliability** – Predictable behavior conforming to documented function [58]
4. **Productivity** – Maximal purposive impact with minimal effort
5. **Affordability** – Maximal service function at minimal total cost [59]
6. **Sustainability** – Longevity with minimal demands on necessary resources [60]
7. **Functionality** – Responsive enhancement for ever-evolving needs

These factors address important social concerns of stakeholder adoption, retention, and accountability. At a technical level, they should be complemented with other architectural principles, including:

1. **Separation of concerns** [61]
2. **Elastic scalability** [62]
3. **Asynchronous operation** [63]
4. **API-first** [64]
5. **Extension through (re)configuration rather than coding**

The first two principles suggest an approach of decoupled interoperability through stateless microservices. The third promotes fault tolerance and adaptive error recovery with eventual consistency. The fourth ensures uniformity of function for both human and automated agents, maximizing opportunities for access modality, automation, and ecosystem integration. The final principle facilitates infrastructural sustainability and relevance through functional customization and enhancement without recourse to expensive software updates. This also permits a wider range of institutional roles to participate meaningfully in functional improvement.

Taken together, these socio-technical principles contribute to the Futures project’s evolving abstract functional reference model (see Figure 1). This encompasses computational components at five tiers of abstraction:

1. **Console** – Interfaces for human and automated agents
2. **Registry** – Persistent state for content and logging of infrastructural processes
3. **Proctor** – Machine-actionable policies and automated enforcement

![Figure 1. Functional reference model](image-url)
4. **Mill – Microservice-based processing farm**
5. **Store – Bit-level persistence of tangible manifestations of content** (defined by prior Library standardization on the S3 API and OCFL structuring principles [3]).

(The lower two tiers are named in playful homage to Babbage and Lovelace [65].) Note, again, that this is an abstract description of core functional entities and relationships. Pointedly, it is not intended directly as an architectural diagram or technical specification.

The core of the model conceives of ideal digital preservation infrastructure as a finite state machine. Stateful transitions are initiated by either external or internal stimuli, that is, user-specified requests such as new deposit submissions, or self-identified conditions such as fixity violations. An automated policy enforcer evaluates the stimulus in light of current content state and applicable policy rules. If necessary, the enforcer dispatches a series of potentially chained microservice invocation requests intended to bring the state back into conformance with policy prescriptions. IRODS provides a useful exemplar in this regard [66][67]. The Preservation Action Registries (PAR) initiative [68] suggests an alternative avenue of exploration regarding the expression and evaluation of policy rules.

Subsequent project activity will supplement these efforts with a stateful information model pertinent to expression and persistence of the artifactual and experiential functions, affordances, and imperatives enumerated in Table 1. The model is still under development, but its current draft form is shown in Figure 2. Its core is a four-level data hierarchy of Objects/Works, Representations/Presentations, Files, and Bitstreams. Works define complex Object aggregations or hierarchies. Objects conform to structural/semantic content models, analogous to file-level MIME format typing [69]. This facilitates descriptive high-level characterization and validation, as well as aggregation of like-with-like for efficient bulk processing. Representations (defining subsets of files in the PREMIS sense [70]) and Presentations respectively model static relational file structure and dynamic navigational behavior, similar to the physical/logical distinction of a METS <fileSec> and <structMap> [71]. Similar to Object-level models, Representations are typed by characteristic tropes indicating their organizational structure. Files document content independent of specific instantiations, which are modeled by Replicas, similar to the FRBR Manifestation/Item distinction [33]. The Bitstream entity is introduced primarily to model the heterogeneous contents of container files.

**Figure 2. Information reference model**

A parallel hierarchy of abstract entities establishes common heritable properties. All are instances of the Thing ur-entity, characterized by their essential type, purposive role, informative function, and expressive form. For example, Objects are of simple or multipart type; Representations, tangible or digital type; and Files, unitary, wrapper, or container type. Similarly, Objects play a (primary) content or (operational) system role; Representations, a substantive, descriptive, or instrumental role; and Files, a data or metadata role. Thing is subtyped to define Referable things and their status – active, (logically) deleted, (physically) purged – and link count. The latter supports entity composition by reference as well as value. A referable Encoding documents optional compression and encryption as applied to encoded Manifestations representing formatted byte sequences.

5. **NEXT STEPS**

Once the abstract reference models are fully populated, the generalized use cases and user stories synthesized from the details provided by stakeholder engagement will be aligned with the
derived cases and stories implied by the models. The consolidated cases and stories will inform the development of comprehensive functional and non-functional system and service requirements. These, in turn, will form the basis for a Request-for-Proposal (RFP) to identify plausible candidate solutions. Target candidates will be solicited from commercial vendors and community-supported open-source projects. The RFP also will be evaluated for potential internal Library software development, focusing on the integrative “gluing” together of externally-provisioned components; supplying otherwise unavailable but vital added-value function; or other areas in which the targeted allocation of institutional resources can provide a unique contribution.

6. CONCLUSION

The foundational conceptualization of a domain establishes the metaphoric as well as pragmatic boundaries of legitimate domain focus and action [72]. Current perspectives of the digital preservation enterprise promote a view largely limiting its concerns to the managerial and artifactual. While these are necessary enabling factors, they do not address sufficient attention to the communicative and experiential aspects of preservation concern. Fuller understanding and exploitation of the domain follows from complementary attention to both the enabling means as well as the enabled ends of the enterprise. The latter can be summarized as facilitating system-mediated, but fundamentally human communication unfolding across archival timespans and accompanying technical and cultural distance.

Progress towards this goal revolves around three primary digital preservation imperatives: ensuring persistence of authentic information objects; providing authoritative information access modalities; and affording opportunities for legitimate information experiences. Considerations pertinent to the first are well-examined and modeled by the broader preservation community at the abstract [14], architectural [73], and deployment [74] levels. Similar efforts regarding the second imperative are emerging through research and practice in software preservation and emulation [75]. Intentions and practices supporting the third, experiential imperative are less mature. The communicological framework proposed here provides useful structuring principles for further investigation of this final preeminent concern.

The Harvard Library DRS Futures project used this communicological framework as the basis for an open-ended exploration of the constituent components of an ideal digital preservation infrastructure. This process derived novel abstract functional and informational reference models from a set of initial axiomatic principles. While the contours of the model infrastructure are unlikely to be fully provisioned in the near term, they nevertheless constitute a critical roadmap for long-term planning of the Library’s digital preservation intentions. A future phase of the Futures project will derive a constrained version of the idealized vision that is achievable and ultimately procurable and deployable. In almost all human endeavor, it is very unlikely that achievement ever exceeds aspiration. Thus, there is no reason not to set high aspirations as a benchmark for a desirable goal that can be approached incrementally. The Library hopes that its new conceptual foundation for digital preservation contributes to the success of its internal stewardship priorities, as well as provoking useful community discussion regarding the field’s theoretical basis and progress towards state-of-the-art innovation and adoption.
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I. INTRODUCTION

At the National Archives of the Netherlands (NANETH), we have implemented the three important preservation functions, namely: Preservation- Watch, Planning, and Action. Team preservation NANETH uses Watch to undertake an in- and external risk assessment. These risks can be changes in the technical environment, the user community, and organization (e.g., budget cuts). Planning then allows us to develop advice for previously identified risks. This can be done in collaboration with potential stakeholders. Our advice will then be transferred to the collections department, who are responsible for its implementation at NANETH. [1]

Although rumors about Adobe Flash’s impending End of Live status had been circulating for a while, it was in September 2020 that our team discovered the news that Adobe would definitively end support of Adobe Flash Player on December 31st, 2020. Adobe would also block Flash objects from running. [2] Initially, we thought the impact to our holdings to be minimal, expecting no or only a few information objects containing Flash to be present in the collection. However, a quick scan of our holdings showed that we did have Flash objects in our digital repository. This led us to change our risk assessment (Watch) of Flash from ‘no risk’ to ‘potential risk’. Before starting the Planning function, we formulated several research questions concerning the subject of Flash content in our archives:

• How many Flash objects do we have in our digital repository?

• Is the assumption correct that the Flash content can mainly be found in web archives/websites?
• What is the impact of the Flash content, and can Flash be rendered in pywb¹ or another viewer?

• What are possible strategies for keeping Flash sustainably accessible?

Our goal was to identify the magnitude of the problem, the potential solutions, and selecting which one would suit our organization best. Through a series of meetings dedicated to researching Flash, we eventually formulated a strategy or advice for preserving our Flash objects in a way that ensures their ongoing accessibility through emulation. Setting up several dedicated meetings, we ensure within our team that there is opportunity to work on these extended projects with the entire team. This way, we can learn from and with each other while also working toward a final product (e.g., an advice, research report).

II. WHAT IS ADOBE FLASH?

Adobe Flash is a software platform that allows for animations, web videos, and web application (e.g., games and websites) to be created. It was primarily used to design websites and advertisements on websites, also known as banners. Subsequently, Adobe Flash Player is the viewer that could be used to view the content that we created with Adobe Flash. Flash had an immense user base for creating interactive websites at first. However, with the introduction of HTML5 this decreased. Moreover, security issues were identified, which led Adobe to transfer to the Adobe Air platform. Flash Player was eventually deprecated in 2017 and became end-of-life in 2020 for all users outside of China and the non-enterprise users. [3]

III. FINDING FLASH

We used several methods to answer the question of how many Flash objects are present in our digital repository. We conducted our initial search for Flash objects by extension. We had already found out that, while there are more options for Flash objects, the extensions .fla, .swf, and .flv were most relevant to our holdings.

• The Macromedia Flash FLA Project File Format with .fla extension is the ‘authoring’ format for the application software. It’s a proprietary format and therefore only able to be created and edited in Adobe Animate and Adobe Flash Pro. Objects in this format contain the original, uncompressed source files for Flash animations and applications and are used to store vector graphics, pictures, text, animation timelines, and other components necessary to make a Flash project. They also include metadata such as project settings and scripting code required to provide interactivity and other project abilities.

• For distribution, the ‘final result’ of these FLA project files is typically exported to a Shockwave Flash file, the compiled format for sending Flash content over the internet. SWF files are formed by assembling and compressing the FLA file’s assets and elements. The assembled SWF (pronounced ‘Swiff’) file includes all of the information required to show and interact with the content, such as the timeline and stage attributes. SWF files can include complex features such as scripting, vector graphics, and multimedia playback in addition to animations and interactive content. The SWF files are compressed and optimized to reduce their size, which results in them not being easily modified or edited.

• Alternatively, FLA projects can also be exported to Flash Video or .flv files. This is a video container that supports a variety of video codecs and several audio codecs. These files can still be opened with software such as Adobe Animate (multiplatform), Media Player Classic (Windows), VideoLAN VLC media player (multiplatform) and individual objects in this format, depending on the codecs used, might therefore be less ‘at risk’ than previously mentioned formats.²

Unfortunately, simply searching by these extensions was not foolproof. It resulted in giving us false hits in addition to giving us valid results. This was due to the fact that our digital repository, obviously, also considered text containing our search terms as a hit. By using an added filter, we were able to fill in the

¹ Pywb is a Python web archiving toolkit for replaying web archives. From: https://github.com/webrecorder/pywb.

search terms in the File name field. This gave us exclusively Flash objects. However, we are aware that extension is not a solid guarantee for finding file formats. For this reason, we use PRONOM and Digital Record Object Identification (DROID) in our digital repository. Using the PRONOM Unique ID (PUID), we assembled a list to search NANETH’s digital repository for Flash objects. This resulted in the following search query:

"x-fmt/382" OR "fmt/507" OR "fmt/757" OR "fmt/758" OR "fmt/759" OR "fmt/760" OR "fmt/671" OR "fmt/762" OR "fmt/763" OR "fmt/764" OR "fmt/765" OR "fmt/766" OR "fmt/767" OR "fmt/768" OR "fmt/769" OR "fmt/770" OR "fmt/771" OR "fmt/772" OR "fmt/773" OR "fmt/775" OR "fmt/776" OR "fmt/505" OR "fmt/506" OR "fmt/104" OR "fmt/105" OR "fmt/106" OR "fmt/107" OR "fmt/108" OR "fmt/109" OR "fmt/110"

After this advanced search, we discovered that we do have Flash objects in our digital repository, at two levels: as single objects, in a folder structure of a website, and as objects in ZIPs or WARCs, as part of a harvested website. The search yielded nine results:

- Four separate objects
- One ZIP-file
- Five WARCs

With the ZIP-file and the WARCs, we had now discovered they contained Flash objects, but not how many and that they contained. Further research outside our digital repository resulted in figuring out there were three Flash objects in the ZIP-file and a total of nine in the WARCs. In addition to not being able to directly query our digital repository to find out how many Flash objects we have, we also didn't know the exact location of the Flash objects within those containers. To figure this out, you have to look inside the containers, by unzipping them (ZIP), for example, or creating indexes for them (WARC). Therefore, we downloaded the ZIP-files to our laptops to look inside the map structure. With the WARC-files, we downloaded them to our laptops so we could open the files with Notepad++ (a source code editor). [4] Opening the WARC files in Notepad++ allowed us to look at the entire WARC and the building blocks within it. By using Ctrl + F we could search for the extensions previously identified (.fla,.swf, and .flv). This will show us where the Flash content is present within the website and gives a slight indication to what it is about.

In addition to not being able to directly query our digital repository to find out how many Flash objects we have, we also didn't know the exact location of the Flash objects within those containers. To figure this out, you have to look inside the containers, by unzipping them (ZIP), for example, or creating indexes for them (WARC).

In total, we found four individual objects, three objects in a ZIP-file, and five WARCs, bringing us to a total of nine objects. Among the Flash objects were several interactive maps. We also found audio files and headers that were loaded into an interactive Flash object. In absolute terms this may not sound like a big problem, but at the time of this search there were about ten ZIPs and 25 WARCs in the digital repository. Relatively speaking, a tenth of our ZIPs and a fifth of our archived websites were in danger of information loss. Since governmental organizations have a period of 20 years to transfer archival records not selected for destruction to NANETH, we can only expect these numbers to grow in the coming years. This idea was further strengthened after our more specific research into the Flash objects in our repository showed that one of the objects was merely a reference to another website. The web page, part of the website of the minister of the Interior and Kingdom Relations of Netherlands, shows a small article that warns against bicycle theft (a very important issue in a country with more bicycles than people). Accompanying the article is a hyperlink to a video (the Flash object in question). However, this video is not present on the harvested website, but on the website of another ministry. This ministry has not yet transferred their web archive to us, so we can expect this video in the next couple of years in our digital repository.

Our second question during this stage was if the assumption was correct that our Flash content could solely be found in web archives/websites. After our search, this assumption was found to be correct. The separate Flash objects are located in the folder structure of an archived website, while the ZIP files are a compressed website. It is still possible that future transferred archival records with Flash objects will not be limited to websites. They could for example be cd-roms with Flash animations in government campaigns, raising the public's
awareness of some topic. However, the current situation and short-term predicted situation is limited to websites.

Having identified the Flash content within our digital repository, we were able to establish the impact further by trying to view the content. A good example was an archived webpage of the website of the Minister of Metropolitan- and Integration Policy, Roger van Boxtel. The website was archived in 2016 from servers, the date on the website is August 22nd, 2002. The Flash object on this page is a map of the Netherlands wherein larger cities can be selected. When selecting one of the cities, the user is then sent to a story about future plans for that particular city. Fig. 1 shows the impact of not being able to view the Flash content on the left. On the right, the user is able to see the website as a whole, including Flash content. As you can see in fig. 1, we did eventually succeed in being able to see the Flash content. In chapter III we will elaborate on this more.

Users can of course use (website) viewers at home. However, these are not equipped to show Flash content by default. Moreover, our users do not have the information that we have Flash content in our web archive, how much there is, where they are situated exactly, and what the best solution is to view these objects. This gives us two possible solutions:

- NANETH-side solution: implementation on the side of NANETH. This allows our users to view our web archive without investing time to research how to view it and subsequently installing that solution.
- User-side solution: implementation by the user. We find this to be less ideal since it expects a certain degree of research and effort on the side of the user. At the National Archives we are committed to and stand for low-threshold sustainable accessibility. If you expect your users to install viewers, you create barriers. This is also why we find a client-side solution for Flash in Web sites/web archives undesirable.

IV. DEALING WITH PREJUDICE

The two preservation strategies considered for keeping Flash content accessible were file format migration and emulation. With migration you migrate the information from an older or less durable file format to a more modern or durable file format. Emulation allows you to mimic the old hardware and software environments in a modern hardware and software environment. [5] Our preservation policy doesn’t explicitly state a preferred choice between the two. However, our daily practice shows a clear inclination towards migration. This is due to, for example, the technical and legal challenges included in emulation. This led...
us to start with investigating migration as a potential solution. However, to be able to properly assess potential solutions, we first needed to see the Flash content rendered to know exactly what we are dealing with.

A. Rendering

To render the Flash content, we tested three ways:

- Conifer [6]
- Ruffle [7]
- Browsers with older version of Flash Player [8]

Previously, we mentioned our inclination toward migration. However, these three ways are all emulation-based. Our initial searches did not yield any migration-based solutions. At this time, we started to realize that our inclination towards migration would be based on the previously mentioned outdated prejudice that surrounds emulation.

In addition to using our own collection for these tests, we also used a collected corpus of Flash objects. This corpus was compiled with, among others, the use of the Internet Archive, the UK Web Archive, and the Apache Software Foundations test sets. [9]

Conifer allowed us to launch an environment containing an emulated older browser with Flash support. Opening the website of Minister van Boxtel in that browser shows the interactive map, as seen in fig. 1. The benefits of using Conifer are that it is open-source, allows the use of multiple browser-versions (see fig. 2), and is free to use. The disadvantages are that you need to register as a user, and the limit set on the amount of concurrent users, which results in waiting times. With Conifer being an online service, this solution would be a user-sided solution. Furthermore, it is unclear to us to what extent an emulated browser passes the security risks associated with Flash Player to the user’s computer. However, as long as the emulated browser is offered only for trusted Flash objects from our collection, this risk will be negligible.

Using the Ruffle website, we were able to download a Flash emulator. This standalone version allows the user to render loose Flash objects, while the browser plugin shows the objects in the websites themselves. Using the plugin, we were able to render the interactive map. As with Conifer, Ruffle is open-source and free to use. Ruffle also has the benefit of
being available as either a standalone version as a browser plugin. However, both of these need to be installed by the user. Therefore, it is a user-sided solution, which is not preferred by us.

Using the Internet Archive, you can download versions of both Mozilla Firefox and Google Chrome that have an older version of Flash Player installed. This third option, like the previous two, also provided us with a rendering of the interactive map. This solution allows the user to view the Flash objects in their 'original environment' using a free download. Nonetheless, as with Ruffle, it is a user-sided solution. Moreover, the risks associated with Flash Player are brought in.

The three solutions each have their own pros and cons connected to them. Table 1 shows an overview of a few findings connected to these solutions.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Open source</th>
<th>Installation required</th>
<th>Client- or server-sided</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conifer</td>
<td>Yes</td>
<td>No</td>
<td>Client</td>
</tr>
<tr>
<td>Ruffle</td>
<td>Yes</td>
<td>Yes</td>
<td>Client</td>
</tr>
<tr>
<td>Browsers with older version of Flash Player</td>
<td>No</td>
<td>Yes</td>
<td>Client</td>
</tr>
</tbody>
</table>

Table 1. Overview of the results of the three solutions tested.

When we investigated file format migration as a strategy, it quickly became apparent that there is little to no open-source tooling available to migrate Flash objects. NANETH's digital repository offers no tooling for it, and the leading registries in our field such as PRONOM [10], WikiData for Digital Preservation [11], and the Community Owned digital Preservation Tool Registry (COPTR) [12] also don't mention any Flash migration tools. There used to be Google Swiffy, a Flash to HTML5 converter, but this tool was more specifically intended to work on banner advertisements and has since been taken down. [13] There are other commercial providers, but these are expensive and we discovered other reasons why migration does not seem to be the best approach in NANETH's case.

Desk research led us to conclude that there are two main approaches for migrating Flash objects. Interactive Flash objects are often migrated to HTML5. Flash movies can also be migrated to MP4. [14] The Flash objects in our digital repository are primarily .swf files. These are the distributable "compiled" versions of the Flash objects, not the "source code" underlying them. Since there are no known conversion paths from SWF to HTML5, the objects would usually have to be redeveloped from scratch. As Maheswari and Reddy show in their article, the time this takes per object varies from 1 hour to 51 hours. We would assume few organizations will have the resources to allow this as a preservation strategy, depending on the scale of Flash content present. [15] However, even then, it would require specific skills to completely rebuild the look and feel of these objects. Maheshwari and Reddy argue this is because;

- “Recreation of Flash assets like images, vector graphics and animations while adhering to all the aesthetic details is a resource intensive effort.
- Developers may often lack the domain knowledge required for the particular animation. Therefore, they will have to perform the additional step of enumerating all the animation states, before rewriting the entire logic in JavaScript which in itself is a huge task.” [14]

An additional complicating factor with migration is that we found many of our Flash objects within archived websites: inside a ZIP-file or WARC. Even if we did manage to migrate those objects into different formats, we would have to unpack the containers, modify all references to the migrated Flash objects, and then repackage the containers. This is a laborious process, requiring us to modify not only the Flash object, but also the container in which it is packaged.
Eventually we came to the conclusion, to our surprise, that migrating our Flash objects did not seem to be the most suitable strategy. This was affirmed during our research of tools to display WARCs that contain Flash objects, where we came across interesting alternatives.

C. Emulation

We found that there were ways to render Flash objects available in the open-source domain and often emulation-based. Thereby, solutions are available, such as Ruffle, which do not have the same security problems as Flash Player does. According to Ruffle, it is even possible to offer Ruffle as a server-side solution and embed Ruffle into Web pages containing Flash objects via JavaScript. [16] The user then does not have to install anything themselves. A test with the website of Minister van Boxtel on a test web server showed that this can indeed be realized with little work. However, this did require modifying the web page that contains the Flash object.

A solution that seems to fit our infrastructure even better is related to the Conifer solution previously mentioned. At NANETH we connected the Webrecorder Python wayback [17] web archiving toolkit to our digital repository for the playback of web archives on our website. In 2020 the first incrementally harvested web archives were transferred to NANETH. This led to the first (Agile) user stories calling for a web archive viewer with support for this type of web archives. After some research, we chose to implement pywb. The older browser emulation functionality that has been built into Conifer is available to install in pywb environments and is called pywb remote browsers [18]. This solution allows you to provide an emulated older browser version with Flash support. [19]

An additional advantage of being able to provide emulated older browser versions is, that it allows us to display other archived websites, without Flash objects, in a browser that was common when the website still existed. Developments in browser technology and Internet standards can cause modern browsers to display older websites differently than older browsers, whereby the rendering of the older websites in the “natural habitat” of the older browser may yield a more authentic result.

V. Taking Action

As shown in the previous chapter, emulation, for us, is the preferred preservation strategy for Flash objects. Emulation solutions are readily available and available in the open-source domain. They are even available for our pywb infrastructure.

Our advice for action to be taken is threefold. The first advice is a prerequisite for the other two. Without it, the others cannot be realized.

1. We need to document and/or create metadata in which web archives Flash objects are present. [5] That will allow us at NANETH to inform our users about it, while activating server-side solutions for these archives with Flash objects.

2. Short-term advice: inform the user that they are viewing an archived website that contains Flash objects. Additionally, provide instructions on the actions they would need to take to view the content, like downloading an emulator or plug-in such as Ruffle. This is a user-sided solution, since it requires time and effort from our users.

3. Long-term advice: A server-sided emulation solution would need to be integrated into our infrastructure, so users are able to view our Flash objects without investing their own time and effort. Pywb remote browsers is an example of this server-sided emulation solution. While we can get this started in the immediate future, necessary prioritization and lead time will mean it will take longer to realize than the second advice.

These three pieces of advice have been forwarded to our collections department, together with our research report, so they can implement the most suitable solution. Team preservation is part of another department that serves as a sort of consultancy branch. This means we have preservation advisors present in our team, not acquirers or custodians of our collection. For this

---

[5] Currently we only have Flash content in our web archives. In time, we can of course receive other Flash content that lies outside our web archives.
reason we have forwarded our advice, so that they can implement a solution.

While our collections department can implement the first two solutions mostly on their own, with possibly some help needed for adjustments to our website, the third advice needs further work that involves multiple departments. User stories will need to be created that work into our continuous project concerning web archiving. Subsequently, our IT department needs to implement this solution.

In chapter III, we briefly mentioned the security risks associated with Flash Player. In both types of solutions (user- and NANETH-sided) this has to be considered at all stages. We as the National Archives, after all, cannot afford to have our users install an unsafe plugin, or send potentially unsafe content to the user’s browser. Therefore, we have explicitly stated this in our report.

VI. CONCLUSION

Flash has been phased out and is no longer supported by default. We have only a few Flash objects in our collection at the moment, but relatively speaking, a tenth of our ZIPs and a fifth of our WARC objects are at risk of information loss. We expect that our collection of web archives is going to and will continue to grow substantially. However, the phasing out of Flash is a significant risk for sustainable accessibility, especially when transferring legacy websites. In post-2020 websites, we expect to find little to no Flash.

We found that emulation is a better strategy than migration for rendering Flash objects. Our research resulted in three pieces of advice, which can be realized in stages: document the presence of Flash objects in our collection, inform the user about the presence of Flash and solutions to render Flash objects, and develop a server-side solution for displaying Flash objects.

Each realized advice reduces the risk of information loss. After the realization of our long-term advice (no. 3), web archives with Flash objects can be authentically rendered. The choice of pywb remote browsers allows other Web archives to be displayed in older browsers, which can also benefit their authentic display.

This research taught us a lot about Flash and the objects present in our digital repository. This knowledge will help our organization to not only deal with the objects already present, but also with potential future Flash objects transferred to our digital repository. As mentioned previously, our team is part of the ‘consultancy branch’ at NANETH. We will also use our Flash research to give advice to other governmental organizations and archival institutions.
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I. SOFTWARE PRESERVATION AS KNOWLEDGE MANAGEMENT

This article considers software preservation as providing continuous access to reproduced performance: Different from software in active use that exposes a lot of touch points to larger systems and processes, preserved software is kept available in a historicized and more constrained archival context. This (idealized) setting allows to trace and comprehend the capabilities of all kinds of legacy software objects into the future.

Software objects are regarded as having a workable boundary definition, including blurry objects with parts of their resources or performance located remotely [1]. A boundary definition typically applies to software that is in some sense “unique” from a particular point of view. For instance, from the perspective of a data science research project, computational processes developed for the project need to be reproducible; for a museum of digital art, artworks in the collection that were collected at different points in history need to have their performance available for exhibition and research; a memory institution concerned with digital work environments will want to make available legacy productivity software like word processors. In any of these cases the software object in focus can be composed of multiple artifacts including large amounts of adjacent software and dependencies that are out of the preserving party’s reach or control, or might be logistically impossible to turn into local artifacts—that’s the “outside world.” The software object’s boundary thus has to be defined in terms of its performance capabilities at a certain point in time.

We’re further defining the performance of software and the reproduction of that performance as a continuum that is in sync with the lifecycle of a software object as it moves from being actively developed, then maintained, and finally encapsulated.

We suggest a conceptualization of software preservation approaches that are available at different stages of the software lifecycle and can support memory institutions to assess the current state of software items in their collection, the capabilities of their infrastructure, and completeness and applicability of knowledge that is required to successfully steward the collection. Ideally this conceptualization can serve as a guide for improving the understanding of the complexity of software preservation: Software in its different manifestations—as source code, installable binary, installed/configured binary, and remote process—, its different versions—each potentially exposing different characteristics, e.g. adaptations for different markets, languages, and user groups—create a high-dimensional space that is difficult to oversee and makes it hard to navigate to-
wards formulating desired preservation goals. However, as these goals become more defined, gaps in preservation knowledge and capabilities can be identified and addressed with new research and infrastructure building projects.

II. HOW SOFTWARE IS MADE AND PRESERVED

A software object that performs and a software object that has its performance reproduced are identical on the artifact level: both the item in focus (such as a particular executable) and the software environment it is embedded in are identical in both stages, bit for bit. The assessment differs according to the activities required to produce or reproduce the performance—the care work that supports a software object—and the level of connectedness of the object to the world outside its object boundaries.

In the continuum from performance to reproduction of performance, three stages can typically be observed. The activities defining each stage are also available for preservation and are structurally based on different utopias: ideas about what will be done to the software object in the future in the service of preservation.

A. Active Development

When a piece of software is under active development, it is tightly connected to and dependent on the outside world. Through constant modification, which might expand or otherwise change the software’s capabilities, interactions with other software in an ever-changing environment are kept intact. No matter if programmers aim to produce discrete versions or follow a rolling release model, this stage contains a whole additional level of performance: the one required to build the software. Only if the build performance succeeds will the actual desired performance of the software become available.

Preservation at this stage is based on the utopia that programmers will work on and constantly adapt the software to keep its tight integration with the outside world functional. This approach offers the greatest flexibility: over time, a software could be transformed from a desktop into a mobile application, take advantage of new kinds of displays and input devices, be connected to the latest data sources, etc., thereby matching expectations of regular users towards regular contemporary software.

The knowledge required to keep active development going is large and not static: as changes in the outside world happen, some knowledge about outdated components will become obsolete while new knowledge about updated components will need to be integrated into the software development process. This suggests that a history of versions of the software object will be too difficult to keep continuously accessible, unless the capacity for preservation grows with every version created. With the software object being changed continuously it can be expected that knowledge of how to operate and evaluate it will need to be adapted as well.

The potential for knowledge sharing among memory institutions or preservation practitioners is very low at this stage, as all knowledge is object-specific, and the activities rather demand an immersion into software development communities.

Versions of the software object created during active development might be used in the maintenance stage.

B. Maintenance

When a software object is maintained rather than actively developed, development activities are reduced and often focused on adjacent tools and patches. Instead of running the whole build process for an object to make it perform in changing environments, small fixes are applied, operating system settings and driver configuration options are tweaked, and possibly other software tools that improve compatibility with legacy software are used to expand the lifespan of the object. A single version or multiple versions of a software could be created during the active development stage with the plan to later maintain them.

Preservation at this stage is based on the utopia that there will be some clever trick available in the future that allows for a legacy software object to be performed. Patches and tweaks need to be developed or existing tools repurposed to account for a static software object being embedded in a highly dynamic environment.

The capacity required in this stage is significantly smaller than that for active development. Specific knowledge about how to operate the software object is much less dynamic than during active develop-
Object specific knowledge is minimized to only be concerned with how to operate the encapsulated software object. Since this object is not supposed to ever change, and will always perform in the same environment, this knowledge is static. What changes over time are emulators and preservation frameworks, which will need to always accommodate current technical architectures and platforms. Any future issues with the reproduced performance of preserved software objects are to be solved on a framework level. This dynamic knowledge about the preservation framework is highly generalizable, ideally the same for all possible objects, and can be widely shared with a large number of peers with different specializations.

III. IMPROVING PRESERVATION CAPACITY

Each stage of a software object is described above in ideal and abstract terms. Especially in a preservation context it is quite unlikely that any of the stages will be observed in their pure form, and mixtures are to be expected, depending on the complexity, size and connectedness of the software in question and its setup.

When framing software preservation as activities enacted on software objects, thus as a knowledge management challenge, it becomes necessary to radically reduce the actively available knowledge required to reproduce the performance of software.

A decision that a software object should be preserved usually happens at a time when it doesn't make sense anymore for the original person or team doing the active development to continue that activity. For instance, software objects produced during an artist residency, or a research grant will need to be taken care of when these projects conclude, and the personnel involved need to move on to other projects.

Institutions as well as communities won't be able to collect, connect, and find ways to apply an ever-growing body of information on software over time. As long as it can be assumed that certain desirable properties of current networked computer systems should persist into the future—that more or less arbitrary parties can participate in and help develop the overall software environment with at least some degree of autonomy—the world outside of a software object will always keep changing. Hence each
new class of software being collected and preserved bears the risk of requiring significant amounts of previously unmanaged knowledge. Yet there is only so much documentation a person can read, or a community can uphold as practice.

Looking at just a single software object in isolation, a care approach modeled after active development makes sense. However, within a collection or archive, it imposes a limit on the number of software objects that can receive preservation treatment and on the time this activity can be sustained. The more knowledge is generalizable instead of object specific, the more institutions and communities can support each other and pool their resources to improve preservation capacity for the field as a whole. Hence, the closer software preservation can move objects towards the encapsulation stage, for single items, for collections, and for software overall, the more likely future generations will be able to explore a rich, diverse, and equitable history of software.

IV. SOFTWARE PRESERVATION REALISM

It is true that spectacular restoration projects were realized working with legacy source code. [4] [5] They also make for exciting stories as typically important figures from the history of computing and specialized communities, often from the enthusiast space, are involved. Yet exactly these inspiring stories should be interpreted as indicators of the risks of relying on active development for software preservation. While it might be possible to recruit highly skilled developers and knowledgeable hobbyists to work on a groundbreaking software object like an influential game or a landmark operating system—alternatively, pay them well enough to do so—, this is unlikely to happen for an under-appreciated artwork, custom research software, or, plainly boring yet essential software as developed for administrative purposes in government and commerce.

Preservation projects focused on active development are also more likely to succeed for the “classic” model of software creating in which programmers work with local source code and locally available libraries to produce a whole piece of software or component to be packaged and shipped via carrier media or a network connection.

Software Development After the Internet works quite differently. Distributed package managers, interpreted computer languages, and “continuous integration” build processes dominate mainstream development practice and afford developers with previously unknown levels of nimbleness and powerful abstractions. Here the build process has become a performance before the performance, with likely as many variables to consider as for the performance of the software object that is being built. Unless it can be demonstrated that the build process actually works, it is not even possible to assess if all the required dependencies and external resources are available in some form. Since packages and libraries from remote repositories can also change without notice, it becomes increasingly difficult to even deliberately delineate versions of the software object that uses them, and temporarily suspending continuous care for a software object runs the risk of opening a knowledge gap that might turn out to be impossible to close later.

Given these considerations it seems reasonable to move out of the active development stage for preservation purposes and only deal with challenges of an object’s “main performance” that is available after the build. This even makes sense when considering that there is no technical difference between reproducing a build performance or reproducing any other software performance, meaning that a build process could be moved to the encapsulation stage just like its final product. The practicality of this approach has to be decided on a case-by-case basis. For instance, if a software object requires rebuilding to produce different desired results in its main performance, the build performance could be made reproducible as well. The usual restrictions of encapsulation would apply, in particular the loss of unmediated interaction with the outside world.

In some cases, it might also not be possible to leave active development behind, in particular when the tools and techniques used to build the software are not well understood or difficult to control due to their novelty or because they're highly proprietary and opaque. Keeping active development going for long enough to gather sufficient knowledge to move to the maintenance or encapsulation stage could be the only way to develop a long-term perspective for certain types of software objects, such as games built
with proprietary toolkits, software requiring highly secured proprietary online accounts, or access to proprietary data.

Entering the maintenance stage is attractive when active development is uneconomical, and Shared knowledge can be utilized. Despite the software industry’s push to move all users into subscriptions for most products, there is a wealth of knowledge around on how to keep legacy software running and operational past official support times, by tweaking aspects of new systems to cater for the needs of legacy software objects. Sometimes legacy hardware computer setups are available, or systems are deliberately disconnected from the internet to prevent any unintended automatic updates. Many of these tweaks can be abstracted and applied to several objects of a similar technical composition. Overall, maintenance moves the attention of programmers outside of the object to be preserved to the environments it should perform in.

This approach is for the most part offering the same performance and performance quality as active development—a freshly built object will be as responsive and snappy to interact with as a maintained one that is running on a similar system—, yet at some point the connections to the outside world will become impossible to keep going and the object’s performance will degrade.

Returning from maintenance to active development with the plan to update the software object once and then resume with maintenance can be very expensive and risky. Since active development was suspended while the object was maintained, a large knowledge gap might have appeared that needs to be bridged before development can start. It is also hard to predict for how long the result of such a one-time fix will be able to reproduce the desired performance. An update produced with significant effort might become outdated pretty quickly, calling for another potentially expensive active development phase.

The encapsulation stage in many cases relies on products of active development and maintenance: a software object needs to be built to exist in the first place, and maintenance knowledge can be used to construct a suitable environment to package alongside. Once that is done, knowledge can quite cleanly be separated into static object specific and generalizable infrastructure knowledge. Future risk is reduced to the need for suitable emulators being available and the maintenance of emulators’ interfaces with the outside world on the framework level. This means the framework level is ideal for collaboration and most knowledge and development effort can be shouldered in concert by otherwise not affiliated actors. Missing features in an emulator or preservation framework can be identified by practitioners, and stakeholder groups or open fundraising efforts can then commission work to the benefit of any software preservation use case. In an ideal world, emulators and preservation frameworks would be the only places that require active development in order to provide continuous access.

Of course, encapsulation in reality has some drawbacks. Software objects that use bleeding edge or proprietary devices and components or data sources will typically not be possible to capture in full right after creation. For instance, at the time of writing, this is true for projects using virtual reality or augmented reality, dealing with software embedded in a highly competitive market with constantly changing devices, development environments, and real-time online services. Ongoing research on singular objects and classes of objects under active development or maintenance is required to understand which features need to be included into emulators and preservation frameworks.

Additionally, accessing software performance via emulators and preservation frameworks will never be as direct as using software under active development, and to some degree, under maintenance. There will always be some layer users need to pass to access a reproduced performance versus a regular performance, because emulators will have to be spun up and configured by the preservation framework to fit the presented object, and noticeable differences in usage conventions and visual design will contribute to an impression of media discontinuity. This means that any encapsulated software object is necessarily historicized.

V. OVERCOMING LONG-TERM LIMITS ON MANAGING SOFTWARE KNOWLEDGE
Extensive documentation on legacy software products is available in the form of printed and electronic books in libraries. Additionally, the preservation community active on the web provides us with a wide variety of internet artifacts containing tips and hints on configuration, usage and, most importantly, repairing non-functional software products. While this wealth of documentation is necessary and useful, as time goes by, it will become less actionable. The information available was prepared for contemporaneous users and omitted lots of knowledge regarded as implicit in its time. This concerns in many cases basic instructions on how to configure and operate systems that are now deemed obsolete and have fallen out of use. As every change in the software landscape potentially adds another layer of knowledge, demanding preservation professionals to make themselves familiar with everything they need to fully understand any software they are supposed to preserve, is unrealistic and ethically questionable. Similarly, preservation professionals should reflect on their reliance on enthusiast communities and creators for keeping knowledge active and easily retrievable.

Fully configured, encapsulated computing environments (in most cases in the form of a disk image combined with instructions on how to connect and start it up in an emulator) already can serve as a technical embodiment of knowledge, as they can be used without having to look up how to construct one from scratch.

As a next step, recordings of knowledgeable users interacting with encapsulated systems inside a preservation framework can be made so they become deterministically replayable in the future [6]. These recordings can be used to automate simple, recurring tasks, for instance, configuring applications or an operating system; a particularly important usecase for software preservation is automated installations of applications requiring user input during setup. Furthermore, these recordings—together with user annotations—can act as executable documentation, allowing users to follow operational steps and if necessary, take over and adapt a recording to similar tasks, which could then be annotated and stored as a new automated task in a library. Users could choose to have these automations executed in the background, for instance on many encapsulated environments that need to be reconfigured in a similar way or watch the execution to learn the steps.

Even though such recordings act as actionable, executable documentation, a potential library of such recordings will quickly grow into a silo that’s difficult to maintain, containing highly context sensitive information for which no concept for indexing apart from manual annotations and basic technical metadata currently exists. Over time, it will become highly desirable to interact with legacy systems on an increasingly abstract level. For instance, to not have to learn how to load a file in dozens of different applications that might run on top of a bunch of operating systems with differing user interface conventions, recordings would need to become much more variable than fully deterministic.

Feeding existing recordings to a learning algorithm has the potential to make this abstraction possible, taking advantage of the similarities in user interface design conventions used within certain time periods. If a sophisticated enough model that matches semantically described desired activity and user actions can be created, it might be trained on legacy tutorial screen capture videos released by software vendors or created by user communities as released on YouTube or similar public video sharing platforms.
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I. INTRODUCTION

The Morrow Plots, located at the University of Illinois Urbana-Champaign, are a set of well-known experimental agricultural fields noted for both their scientific and cultural importance. The plots are the site of a long-term research experiment (LTRE) to test the effects of crop rotation and were established in 1876, making them nearly as old as the university itself. The plots are of such significance that the university’s College of Agricultural, Consumer and Environmental Sciences (ACES) is planning a sesquicentennial event in 2026. In preparation for this celebration, the authors became interested in enabling greater access to various materials pertaining to the plots, including the data resulting from this LTRE right in the heart of our campus.

Various kinds of experimental data have been collected from the plots in their long history, but there had not been an attempt to consolidate the data into a single, cohesive, well-documented dataset that could be publicly shared and used by others. At iPres 2022, we reported on our early efforts to establish the “Morrow Plots Data Curation Working Group,” a cross-unit collaboration involving the College of ACES, the University Library, and the University Archives [1]. In this paper we describe an update on the group’s progress since last year including the recent assembly and publication of a planting, treatment, and yield dataset, which was made possible by blending data and preservation expertise with deep disciplinary engagement and knowledge. We describe the various stakeholders involved, their interests in this project, and the data release process, including our efforts to engage stakeholders throughout.

A. A Brief History of Change
In 1876, Professor Manly Miles broke ground on “Rotation Experiment 23” which would later become known as “The Morrow Plots” to test growing conditions for corn, Illinois’ most important crop. Every year since, agricultural researchers have planted these plots, located just off the Main Quad, with a combination of corn and other common local crops like oats and clover. Plot divisions allow for comparisons between soil fertility treatments and crop rotation schedules. Over time, the plots have been divided and subdivided as new treatments (for fertility input specifically) were introduced. Although the experiment has continued uninterrupted for over a century, change has been a constant from the beginning.

Shortly after the launch of the experiment, Professor Miles left his post at the University of Illinois. George Espy Morrow, the experiment’s namesake, then assumed responsibility in the fall of 1876, only a few months after the beginning of the work earlier that spring. While little is known about the details of this first hand-off, it was by all accounts swift with the termination of Manly Miles’ contract in June of 1876 [2] [3]. This turnover of the experiment’s leadership would be the first of many in its nearly 150-year history. Since the formation of the Morrow Plots Data Curation Working Group in 2018, stewardship of the plots has changed hands between three different parties. The Morrow Plots are now overseen by the laboratory of Professor Andrew Margenot, current chair of the Morrow Plots Steering Committee (and a co-author of this article).

Each time the Morrow Plots experiment transitioned to a new steward, there was much to be considered as a part of the switch. From the fundamental understanding of the details of the experiment and the nature of its importance, to the recordkeeping and data storage practices employed to ensure the longevity of the experiment’s value. These challenges have been repeatedly brought home to us as members of the Morrow Plots Data Curation Working Group. In addition to changes in plot management over time, within the relatively short history of this working group, there have been major changes to administration in our respective colleges as well as changes in working group membership itself as people transitioned on or off the working group in keeping with different roles or jobs. Thus, we recognized early on that stakeholder awareness and engagement would require perpetual attention.

II. Stakeholders

Given the Morrow Plots’ prominence (physically, historically, and culturally), multiple units at the University of Illinois have an interest in the plots, their history, and their associated data (Fig. 1); in particular, the College of ACES and its Department of Crop Sciences, as well as the Library, the Archives, the Funk ACES Library, and the Research Data Service. Individuals within each of these units also have their own lens for considering the value of anything associated with the plots. For example, researchers from Crop Sciences take an active interest in using the plots for research purposes [4], while archivists are interested in ensuring that this important landmark continues to be represented in the history of the university and that data from the plots are preserved and made available for historical and scientific research use [5] [1]. For life sciences librarians, the Morrow Plots are an important facet of collection management, instruction, and research assistance at the University of Illinois [1].

Additionally, communications groups at the college, library, and even university-level are interested in the plots for their ability to demonstrate the value of agricultural research, convey the impact of the university’s history, and connect with the public, including hundreds of thousands of alumni, who remember the plots as one of the university’s most famous landmarks. Preserving evidence and data from the Morrow Plots and sharing these materials with local communities and the general public is critical to the University of Illinois’ role as a land-grant institution. The plots are important not only for agricultural and university history [6], but also for the advancement of agriculture in the state of Illinois and beyond [7]. Bearing in mind this broad array of stakeholders is important when curating and creating access to the plots’ data and engaging members of different units.

1 Land-grant institutions are public colleges established by the Morrill Act of 1862, the first federal investment in higher education in the U.S.: https://www.archives.gov/milestone-documents/morrill-act.
III. VALUE PERSPECTIVES

A. Agricultural Research

LTREs are few and far between in the agricultural world. These are not necessarily synonymous with agricultural experiments, as there can be LTREs that are ecological in nature (e.g., carbon-enrichment experiments), as evidenced by the National Ecological Observatory Network (NEON) funded by the U.S. National Science Foundation [8]. The U.S. Department of Agriculture funds an 18-site network of long-term agroecosystem research experiments [9], established at the turn of the twentieth century after a crescendo of calls for well-designed, at-scale and intentional long-term evaluation of agroecosystems (LTAR) in the U.S. [10] [11]. However, these federally funded twenty-first century efforts are distinct from and relatively much younger than historical LTREs such as the Morrow Plots. A cluster of these historical LTREs were established with the advent of the land-grant institutions in the late 1800s, several of which continue today as some of the oldest LTREs in the world. In addition to the Morrow Plots – the eldest sibling (1876) - there are the Sanborn Fields at University of Missouri (1888), Magruder Plots at Oklahoma State University (1892), and the Cullars Rotation at Auburn University (1911) [12].

LTREs offer unique insights to the sustainability of agriculture. For example, the oldest continuous agricultural experiment in Rothamsted, United Kingdom, has produced multiple and invaluable insights to the effects of agricultural management practices on soil functions and crop productivity [13]. LTREs offer direct observations of how soils change at timescales beyond typical funding cycles (e.g., 5 years), thereby offering insight to sustainability – inherently a timescale function – at scales not usually assessed. In the case of centennial-scale LTREs, the information gained spans the careers of multiple scientists. Emergent agroecosystem processes and properties can also be captured by LTREs, because some functions of cropping systems only manifest at multidecadal timescales. For example, changes in
soil organic matter or yield stability emerge at timescales that exceed most experimental durations of 5-10 years [14] [15]. Finally, the longitudinal data offered by LTREs, especially in conjunction with auxiliary data (e.g., weather), enables model calibration and validation at a scale that enables backcasting and forecasting at longer time ranges and with higher confidence.

Some have questioned the utility of LTREs such as the Morrow Plots [16] and even Rothamsted [17]. Classic arguments for the constraints of LTREs include:

- **Small plot size**: as a result of subdividing the already relatively small crop rotation plots into fertility input treatments, the 24 distinctly managed plots that currently make up the Morrow Plots are less than 0.01 ha in area. Small plot size means that observations such as yield may be prone to variability or random effects that decrease sensitivity to treatment effects (e.g., drought) or make a given plot more susceptible to data loss (e.g., rodent damage).

- **Replication**: preferably randomized, replication is key to enable statistical analyses of response variables. However, the Morrow Plots do not have strict replication of treatments, precluding analysis of variance (ANOVA) for replicated block or complete block designs [16]. On the other hand, longitudinal studies are still enabled [18], as well as approaches such as exploratory factor analyses and multivariate analyses that enable detecting signals in non-replicated treatment plots over time [19].

- **Context-dependence**: from soil type to climate conditions to geographic region, the insights of a given LTRE will be limited in inference space. This is an issue for any field experiment, which is why a network of LTREs such as the USDA-funded LTAR is essential [9].

- **Changes in treatments over time**: as with any long-term experiment, changes must be made to treatments to keep pace with current practices, including: crop cultivars (e.g., modern hybrid) or even species (e.g., Morrow Plots switched rotation from oats to soybean to reflect recession of animal draft power by mid-1900s), fertilization approaches (e.g., rates, sources), planting densities, tillage, and pest management. However, strict adherence to the original treatments of any long-term experiment will rapidly make the experiment obsolete (e.g., use of bone meal as a fertility source and open-pollinated maize varieties in the Morrow Plots). For this reason, LTREs around the world have kept pace with changes in specific agricultural practices while maintaining the overall concept of a treatment (e.g., “high fertility input” treatments changing sources and rates over time). In fact, updating treatments to reflect contemporary changes helps identify how advancements in agricultural technologies such as hybrids or fertilization have impacted yields and agroecosystem properties such as soil organic matter content [16] [18] – serving as a living record of such changes.

As with any experiment, there are limitations that must be gauged with benefits for scientific insights. Despite the general and specific limitations, the Morrow Plots still offer unparalleled insights to the long-term impacts of crop rotation and fertility management by virtue of its sesquicentennial duration and the archiving of soils sampled since 1904, including soil organic matter [16], microbiological community composition [19] [20], yields [16] [18] and even soil formation [21] and mineralogy [22] [23]. Additionally, the experiment and its soil archive enable evaluation of non-agricultural biogeochemical processes, such as lead deposition from coal combustion in the early 1900s [24]. A comprehensive description of layout and history of the treatments, site conditions, and yields have been extensively reported elsewhere [18].

Beyond these trade-offs in scientific value, logistical constraints to LTREs include the resources needed to continue experiments. Here, the Morrow Plots are unique in that they have enjoyed strong support from the University of Illinois, no doubt in part from their high visibility as a centrally located and national historical monument site as of 1968 [6] on the campus of the state land-grant university. The relatively small size of the Morrow Plots – a key disadvantage for its research applications – also incurs a lower maintenance cost. In contrast, a large-
scale LTRE such as the University of California Davis Century Experiment (e.g., 1 acre replicate treatments) has high costs of operation, which contributed to the early demise of this hundred-year LTRE in year thirty-three [25].

B. College of Agricultural, Consumer and Environmental Sciences

The University of Illinois has a long history of agricultural education and research, especially related to agricultural experiments. An Agriculture Department was among the university's initial units, and a College of Agriculture was established ten years later in 1877 [26]. Following the Hatch Act of 1887, an Agricultural Experiment Station was established at the University of Illinois to oversee the management of several ongoing and new experiments [27]. Originally known as “Experiment 23,” the Morrow Plots was one of these experiments but focused specifically on the effects of crop rotation [28]. Today, it is the second longest-running agricultural experiment in the world, following experiments at Rothamsted, but to the University of Illinois it also holds relevance as a long-term experiment that has roots in ACES's early history and the founding of the university as a land-grant institution.

A search of scholarly outputs that either name or cite research from the Morrow Plots since 2019 returns over one hundred entries, and in varied disciplines from soil science and agronomy to journalism and poetry. The results are not just U.S. or North America centric. Citations and mentions from Europe, South America, East Asia, the Middle East and Africa are also represented. This international scholarly and scientific profile holds significant importance to the University of Illinois and the College of ACES. Because of this reach, the preservation and presentation of the outputs from this LTRE are extremely valuable. In addition to the scholarly impact, the Morrow Plots hold a specific historical and cultural significance to the university community. The “hope that hunger and privation are not the inevitable fate of man,” noted in the proceedings of the plots’ initiation as a registered National Historic Landmark in 1968 underlines not only the scientific value of the experiment but the aspiration that through scientific research and collaboration we can best the worst challenges of our time [29].

C. University Archives

As the official repository for the University of Illinois, the University Archives has a mandate to broadly document the history and activities of the university. The Archives aims to preserve and make available for research use records and personal papers that capture various facets of life on campus including students’ experiences, the work and contributions of faculty, alumni, and staff, and decisions of university administration. As a part of this mandate, the Archives has routinely transferred and preserved records from the University of Illinois' science units and programs. A significant part of the University of Illinois’ early history and curricula was focused on agriculture [30], which is due in part to being one of the land-grant institutions that came out of the Morrill Land Grant Acts in the nineteenth century [31].

The University Archives maintains records that shed light on the university’s agricultural history as well as the plots’ long history as an initial experiment, but also its changing hands over time (and university politics surrounding its significance). The vast majority of the Archives’ materials pertaining to the plots are administrative records, and the Archives has a dearth of materials documenting its scientific significance, especially in the form of historical data.2 In 2019, however, the Department of Crop Sciences transferred a notebook to the Archives containing rotation and yield data spanning from 1876 through 1913, which was subsequently digitized [32]. While this notebook is a significant acquisition that fills this gap in the Archives' holdings, and the Morrow Plots Data Curation Working Group has identified overlapping and later yield data [1], we hope to locate, preserve, and make available other extant data for both historical and scientific research use.3

---

2 See the Morrow Plots LibGuide for a list of records from the University Archives, https://guides.library.illinois.edu/Natural_and_Applied_Sciences_Archives/Morrow_Plots.

3 The University Archives has photographic evidence of other notebooks which exist that possibly have additional data. See Agriculture, Consumer, and Environmental Sciences Photograph File (Born Digital Records), Record Series 8/1/57,
Preserving and making available data from the Morrow Plots helps make the case for access to historical data more generally, especially given the long engagement from the scientific community with the plots (as noted above). There are myriad reasons why ensuring broad and public access to historical data (especially longitudinal data) has great benefit to current science as well as to other stakeholders who have historical, administrative, and general interests including research on climate change and ecological shifts over time (e.g., Climate Data Online). Increasingly, researchers are seeking to identify and reuse historical (analog) data, but finding such data in the first place may be difficult [33]. One challenge is that it is not immediately evident where researchers can look for historical data. For example, academic archives in particular have not been actively engaged in curating and preserving data, let alone historical data [34]. The efforts of the Morrow Plots Data Curation Working Group speak to the need to create access to and ensure the archival preservation of historical data, but also underscore the ways in which such a project benefits from collaboration and engagement with a multitude of stakeholders. From an archival perspective, this helps emphasize the need for more historical data to be identified, transferred to an archive or a disciplinary repository, and thoughtfully and carefully curated for public use. Archives have a vital role in this space, especially in helping to appraise the value of historical data when appraising scientific records while also enhancing access to historical data already held in their collections. At a land-grant institution like the University of Illinois, ensuring public access to such data helps foster greater engagement with the university's scientific heritage while recognizing other potential and future stakeholders across the State of Illinois and beyond.

D. Research Data Service

As one of the stakeholders in the Morrow Plots Data Curation Working Group, the Research Data Service (RDS) provides campus researchers with the expertise, resources, and infrastructure necessary to responsibly manage and steward data. Housed within the Library and serving the entire campus research community, the RDS provides workshops and guest lectures on data management best practices, reviews the data management plans typically required with grant applications, consults with researchers and labs on policies and procedures, and operates the Illinois Data Bank, an open-access institutional repository for research data and its associated documentation and code.

By aggregating, cleaning, and documenting the plots data, the RDS gained invaluable experience from the process leading up to publication. The experience of curating a historical dataset from a LTRE and navigating the interests of the wide variety of stakeholders involved, prepares us for consultations on datasets and data management plans from other longitudinal projects. This experience can be applied not only within the Illinois research community, but also in the wider Data Curation Network, a national network of data repositories and memory institutions to which the university belongs.

The content of the dataset has clear value to agricultural researchers, but the form of the dataset has value to other researchers as well. In preparing the dataset for publication, great care was taken to clean and format the data according to the Tidy data specifications for improved clarity and interoperability [35]. In the interests of open science, the dataset was also meticulously documented, and the cleaning process recorded both in the codebook published alongside the data and in a GitHub repository containing all of the R code used in the process [36]. The RDS can point to these as a model for data producers in a wide range of fields.

The dataset also lends itself well to educational use. At just over 3,000 rows, the table is easy to open and navigate without special skills or software, and since much of it was manually recorded, it's highly human readable. Additionally, the concepts of planting, fertilization, and yield are easily understandable without background knowledge. Lessons about data management and the associated tools and software require sample datasets. The Morrow Plots data would not only be easy to integrate into the classroom for the reasons listed above, it would also give students opportunities to
learn not just about data but also about history and preservation. Finally, exposing the data to a wider audience, including students, opens the door to imaginative reuse.

IV. LOGISTICS

A. Publishing the Planting, Treatment, and Yield Dataset

Recent work undertaken by the Morrow Plots Data Curation Working Group included compiling planting, treatment, and yield data covering 1888 to 2021 from three sources: 1) an internal tracking spreadsheet, 2) published yield tables, and 3) an archival notebook. The tracking spreadsheet kept by farm managers provided crop data for 1955 to 2021. As the most detailed of the three sources, the tracking spreadsheet provided the majority of the variables and the basic structure of the compiled dataset. The dataset was extended backward in time with the help of yield tables covering 1888 to 1954 previously published in a 1982 University of Illinois Agricultural Experiment Station Bulletin [21]. The yield table data was highly condensed for print publication, but once teased out, covered many of the same variables in the tracker. It did not, however, include the specific planting dates or the particular crop varieties for those years. As much as possible, these two variables were supplemented by the third source, the handwritten notebook in the University Archives covering 1876 to 1913 [32].

Data from all three sources was imported into RStudio to be cleaned and compiled. Summaries, spot checks, and exploratory data visualizations were used throughout the process to ensure data integrity. The R code used to clean, combine, and format the dataset is publicly available in R Markdown format on GitHub [36]. For more information on the cleaning process, please see our iPres 2022 publication [1]. The working group opted for the Tidy data format for tabular data employing one column per variable and one observation per row [35]. One of the benefits of the Tidy format is that it takes implied information (e.g., color coded text in the Yield variable to designate crop damage) and makes it explicit (e.g., the addition of a separate Damage variable), allowing the dataset to be converted to other formats without data loss. The Tidy format is highly machine readable, making it easier to combine with other datasets. We successfully tested this by linking the compiled data to a fourth dataset, an inventory of soil samples periodically taken from the plots starting in 1904. The result is a TRUE/FALSE variable noting whether a soil sample exists for the corresponding plot and year. The Margenot Laboratory is working to make more information about the soil samples publicly available, and we may be able to provide more detail in future versions of the dataset.

The Illinois Data Bank was a natural fit for publishing the aggregated Morrow Plots dataset where it will be both carefully preserved and freely available to the public. All Illinois Data Bank datasets are assigned a digital object identifier (DOI) registered with DataCite along with additional metadata following the DataCite Metadata Schema for improved discoverability [37]. The completed dataset is published in CSV format along with an extensive codebook [5], making the dataset FAIR (findable, accessible, interoperable, and reusable) [38]. The Illinois Data Bank retains published datasets for a minimum of 5 years and after that as long as the data remains relevant. Given the enduring value of the Morrow Plots experiment and our deliberate decision to share the dataset in preservable formats, we can expect the data to remain in the repository's collection indefinitely.

B. Administrative Approval

Although the Morrow Plots Data Curation Working Group formed with hopes of gathering and sharing data from the Morrow Plots, the first phase was exploratory. It was not clear exactly what outcomes might result, let alone how those outcomes might be distributed and under what conditions. Until viable outcomes could be articulated, it was difficult to imagine, let alone seek approval for, such details. Additionally, there was no formal charge for the group. While the group's work progressed and the aggregate dataset came together, informal conversations were happening with researchers within ACES (via the Morrow Plots Steering Committee) and the then-manager of the plots. Periodic updates were also given to administration in both ACES and the Library. However, an informal conversation is, by definition, unofficial, and once we were ready to release the dataset to the public, it became necessary to make it very clear to leadership exactly what we hoped to do. A misstep at this stage could result in surprised,
possibly alarmed, or even angered administrators. Therefore, we opted for a synchronized strategy to update our respective administrators in ACES and the Library and get approval prior to releasing the data. Since there are multiple draws on an administrator's attention, we made sure our communications were clear, concise, and decision-ready. We waited until we had a completed draft dataset ready for previewing in the Illinois Data Bank so that administrators could evaluate exactly what would be shared. In communications we also highlighted the three trickiest aspects of publishing the dataset: authorship (especially given the many hands that touched the data over the years), licensing, and the potential for negative impacts since, after almost 150 years of data collection, there are gaps in some variables. We encouraged review, offered to meet to discuss, and finally listed the individual administrators being contacted in the other unit so that it was clear who was being consulted. We received swift approval from the Dean of the Libraries while the Dean of ACES first consulted with others in the college. We retained this email correspondence to document the decision.

V. CONCLUSION

With the initial work of collecting, documenting, publishing, and preserving the Morrow Plots planting, treatment, and yield dataset completed, the working group looks to the future with plans to communicate its availability, develop new resources and relationships for its use as an educational tool, and to celebrate the legacy and impact of the experiment with the stakeholders of the Morrow Plots in a sesquicentennial symposium in 2026. Additionally, efforts are ongoing to uncover and include more data and context materials to enrich the existing data. The working group will also document best practices for curating and preserving Morrow Plots data to ensure long-term stability of the data, especially as the stewardship of the Morrow Plots transitions over time.

Like the initial work, these next steps will require a variety of perspectives and expertise to be successful. No individual or single unit could achieve these outcomes. As working group members, we will continue collaborating and engaging others to further preserve, disseminate and enhance the Morrow Plots data. By coming together, the group members are contributing significantly to preserving and celebrating university history, enabling agricultural research, and improving data education.
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Abstract – Digital preservation significance is widely recognized and imperative for all institutions. It is a pressing concern for archival specialists who acknowledge its relevance and necessity in contemporary information management practices.

The current paper aims to examine the present state of digital preservation and Accessibility of institutional archives in Oman and to ascertain the challenges and prospects in this domain. This research is conducted through a comprehensive analysis of the extant literature and semi-structured interviews with administrative personnel employed in both public and private institutions in Oman. Semi-structured interviews were conducted with ten professionals in governmental organizations, who were chosen based on their expertise and experience in the field, using purposive sampling.

The findings showed that interviewees in Omani institutions value digital preservation for many reasons, such as compliance with Omani law on archives, improved organization and security, and ease of document access. However, all institutions have no unified application strategy for digital preservation. The findings revealed many challenges, including technological obsolescence, security risks, big data management, and human resource challenges.
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I. INTRODUCTION

Digital preservation and accessibility are increasingly important issues in the digital age, as the volume of digital content continues to grow and the reliance on digital technologies increases. In Oman, the adoption of digital technologies in a range of sectors, including education, business, and cultural heritage, has brought both opportunities and challenges for preserving and accessing digital information and materials.

Recent research has highlighted the importance of digital preservation in Oman for ensuring the long-term accessibility and usability of digital content (Aboraya et al., 2021). However, the country faces many challenges in this area, including limited technical infrastructure and expertise and a lack of standardization and interoperability among digital systems (Mehta & Hemmy, 2021). These challenges can make it difficult to preserve and access digital content over time and can hinder the ability of Omani organizations to take full advantage of the benefits of digital technologies.

Digital accessibility is also important in Oman, enabling individuals to participate fully in the digital world (Lucchi, 2013). However, a lack of awareness and understanding of the needs of people, as well as
a lack of accessibility standards and guidelines, can make it difficult to access and use digital content and services (Elnaggar, 2008; Hadidi & Al Khateeb, 2015; Kulkarni, 2019).

This conference paper aims to explore the current status of digital preservation and accessibility of archives in Oman and identify the challenges and opportunities in this area, through a review of the existing literature and semi-structured interviews targeting administrative staff working in public and private Omani institutions.

II. LITERATURE

A. Digital Preservation in Oman

Research on digital preservation in Oman has identified several challenges and opportunities in this area. Studies found that limited technical infrastructure and expertise and a lack of standardization and interoperability among digital systems are among the key challenges facing digital preservation in Oman. These challenges can make it difficult to preserve and access digital content over time and hinder Omani organizations' ability to take full advantage of the benefits of digital technologies (Al Hinai, 2016; Al Mughairi; Mehta & Hemmy, 2021).

Regarding opportunities, Al Hinai (2016) and Aboraya et al. (2021) identified the potential for digital preservation to support the digitization of cultural and heritage collections in Oman and improve the efficiency and effectiveness of government and business operations. However, they also emphasized the need for stronger policies and regulations to support digital preservation in the country and for greater investment in technical infrastructure and expertise.

In addition, digital preservation poses, according to (Mkadmi, 2021), several organizational, technical, legal, normative and strategic challenges. Technological obsolescence remains one of the main problems of information preservation and durability. And it is in this sense that archivists are called upon today and more than ever to find the necessary strategies for cooperation with other information professionals, namely computer scientists, lawyers, data analysts, auditors, etc., to emphasize both the preservation and the accessibility of the documents. Also at the normative level, the challenges are enormous, given the explosion on the one hand of standards in this field related to description, preservation, and accessibility and, on the other hand, the variety of documents to be preserved, which requires each a different strategy, while also putting in mind that other standards in other areas are also involved in this process, namely those of quality, computer security, human rights, etc.

Internationally, digital preservation has been recognized as an important issue for preserving and accessing digital content over time (Lee et al., 2002). Research has identified a range of challenges, including the need to ensure the authenticity and integrity of digital materials, the need to migrate digital content to new formats and technologies as they become obsolete, and the need to manage and store digital content in a way that ensures its long-term accessibility (Galyani Moghaddam, 2010; Gaur & Tripathi, 2012). Several approaches have been proposed to address these challenges, including using digital preservation frameworks and standards, developing digital preservation policies and strategies, and establishing digital preservation repositories and infrastructure (Becker et al., 2009; Maseny & Ngulube, 2020).

B. Digital Accessibility in Oman

Research on digital accessibility in Oman has highlighted the importance of this issue for enabling individuals with disabilities to participate fully in the digital (Abanumy et al., 2005; Al Sulaimani & Ozuem, 2022). However, the literature has also identified several challenges that can make it difficult for people with disabilities to access and use digital content and services in Oman. Studies found that a lack of awareness and understanding of the needs of people with disabilities, as well as a lack of accessibility standards and guidelines, are among the key barriers to digital accessibility in the country (Abanumy et al., 2005; Al Sulaimani & Ozuem, 2022).

Internationally, digital accessibility has been recognized as an important issue for ensuring that all individuals can access and use digital content and services (Jaeger & Xie, 2009; Valtolina & Fratus, 2022). Research has identified a range of approaches for promoting digital accessibility, including the development of accessibility standards and guidelines, the design of inclusive digital products and services, and the use of assistive technologies to support the needs of people with disabilities.
(Kulkarni, 2019). To support digital accessibility, many countries have implemented laws and regulations requiring digital content and services to be accessible to people with disabilities (Lazar et al., 2015; Oliveira et al., 2020).

Despite these efforts, digital accessibility remains a challenge in many countries, including Oman. Research has identified a range of barriers to digital accessibility in Oman and Arab countries, including a lack of awareness and understanding of the importance of accessibility, a lack of trained professionals and experts in the field, and a lack of resources and infrastructure to support accessibility efforts (Mkadmi, 2021). Additionally, the rapid pace of technological change can make it difficult to keep up with the latest accessibility standards and practices. The lack of interoperability between different technologies can create additional barriers for people with disabilities (Kulkarni, 2019; Lewthwaite & James, 2020).

To address these challenges, it is important to adopt a holistic and inclusive approach to digital accessibility in Oman. This could involve a range of strategies, including the development of accessibility standards and guidelines, the design of inclusive digital products and services, the use of assistive technologies, and the implementation of laws and regulations to support accessibility efforts. By taking these steps, we can work towards ensuring that all Oman individuals can fully participate in the digital world.

2. THE STUDY SIGNIFICANCE

Digital preservation and accessibility importance has been widely acknowledged in Oman and internationally. In Arab countries, digital preservation has created numerous opportunities and challenges explored in previous research (Abubaker et al., 2015; Awamleh & Hamad, 2022). However, some gaps in the existing literature still need to be addressed to achieve more inclusive and equitable outcomes.

One area that requires further investigation is the impact of digital preservation and accessibility in Oman. There is a need for more in-depth studies on how digital technologies can benefit people to access archives and digital content. Understanding the challenges and opportunities of digital accessibility and preservation can help identify effective strategies for promoting access to information rights. Additionally, more research is needed on how digital technologies can promote cultural inclusivity and diversity in Oman.

3. AIMS

- Highlight the importance of digital preservation and accessibility in Omani institutions.
- Identify the challenges and opportunities of digital preservation of documents and ways to access them in Omani institutions.
- Explore the potential future directions for digital preservation and accessibility in Oman, including emerging technologies and best practices that could help to ensure the long-term accessibility of digital content.

4. METHODOLOGY

To explore the current status of digital preservation and accessibility in Oman, we conducted semi-structured interviews with ten experts from ten Omani organizations. Our sample consisted of government r professionals, who were chosen based on their expertise and experience in the field using purposive sampling.

Table 1: Sample Details

<table>
<thead>
<tr>
<th>Participant</th>
<th>Organization</th>
<th>Sector</th>
<th>Gender</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Amman Airports</td>
<td>Government</td>
<td>Male</td>
</tr>
<tr>
<td>2</td>
<td>Oman Air</td>
<td>Government</td>
<td>Male</td>
</tr>
<tr>
<td>3</td>
<td>The General Secretariat of Tender Board</td>
<td>Government</td>
<td>Male</td>
</tr>
<tr>
<td>4</td>
<td>Ministry of Social Development</td>
<td>Government</td>
<td>Female</td>
</tr>
</tbody>
</table>
Anonymized Government Male
Environment Agency Govern ment Female
Ministry of Justice and Legal Affairs Government Male
Omani Board of Medical Specialties Government Male
Ministry of Endowments and Religious Affairs Government Male
Namaa Holding Government Male

A. Data Collection and Analysis

The interviews were conducted in person by a research assistant specializing in digital Archives and lasted approximately 45 minutes each. The semi-structured interviews followed a set of guiding questions but also allowed for flexibility and exploration of additional topics that emerged during the interview. We recorded and transcribed the interviews for analysis. The interviews were in the Arabic language and then were translated into English.

We used thematic analysis to analyze the data from interviews, in which themes and patterns were identified and coded across the interview transcripts and grouped. This allowed us to explore the perspectives and experiences of our participants and gain insights into the current status of digital preservation and accessibility in Oman.

B. Limitations

One limitation of our study is the small sample size, which may not represent the variance of perspectives and experiences of all experts in digital preservation in Oman. Additionally, our interviews were conducted with professionals working in specific sectors and organizations, and therefore, the findings may not be generalizable to other sectors or organizations. However, our study provides valuable insights into the current digital preservation and accessibility practices in Oman and offers a starting point for further research.

5. Analysis

A. Importance of digital preservation

Regarding identifying the importance of digital preservation in Omani institutions, most respondents were well aware of what digital preservation is and its importance in business management, document control and retrieval when necessary. This is because most of the respondents have academic training in document management and archives and they consider digital preservation as part of their job duties, which have absolute priority, in line with the speed and flow of documents in digital form. The respondent, A2, considered that “digital preservation helps in speedy retrieval of information in a timely manner, centralization of preservation, and provision of spaces occupied by paper documents. It also enables rapid sharing of information and greater confidentiality of information.” In the same context, most respondents expressed their strong awareness of the importance of digital preservation as the best way to bypass spatial and temporal requirements (A5), as it enables the institution to facilitate access to documents at all times and from all places. It also allows more than one employee to access the same document, which avoids frequent copying of files, thus reducing operational costs (A4). However, one of the respondents (A6) considers that digital memorization is still somewhat recent in institutions and has started with the beginning of using e-mail (Outlook) as an official means of communication, which provides, in addition to messaging, other functions related to the calendar, task management, contacts, note-taking, and journal logging. This last respondent stated, “Before establishing archives departments in institutions, there was no digital preservation. The beginning of circulation of documents in digital form was since the institution adopted e-mail (Outlook) as an approved means of correspondence within the institution. The
management and preservation of digital records is still new to us.”

In addition, the interviewees highlighted the importance of digital preservation in organizing and securing documents, especially since it was based on the archival tools prepared by the National Records and Archives Authority (NRAA), which is particularly represented in the document classification system and the Records retention schedules. Thus, (A8) considered that the process of “preserving digital files in the institution with organized and systematic applications linked to the classification system and schedule of retention periods of the NRAA contributes significantly to the rationalization and governance of document organization and retrieval processes.” In this context, (A9) also expressed that digital preservation does not include preserving documents from loss but should also focus on protecting media and containers from the factors affecting them.

B. Digital preservation process

When we were asked how the digital preservation process takes place, whether it is carried out at the level of the institution or outside it or by adopting cloud computing, the answers were mixed. Most of the respondents mentioned that the archiving process takes place mostly inside the institutions, and sometimes it takes place in addition to that in cloud computing applications and other times in the servers of the ministry or institutions specialized in digital preservation outside the institution. A1, A2, A3, A5, and A9 mentioned that digital preservation is done on internal servers under the direct responsibility of the organization. In contrast, A2 and A3 mentioned that some documents are saved in cloud computing and internal archiving, citing Microsoft applications in this regard. On the other hand, A4 mentioned that the new direction is to work on finding a system that matches the standards of the NRAA, as he stated that “the archives department is trying, in its meetings with officials in the ministry, to persuade those concerned to implement a new system that is more compatible with the standards of the NRAA.” In the same context, A8 also stated that it will “work on an electronic document management program in future, and it will be compatible with the standards of the NRAA.” A6 also confirmed that the “Woussoul”1 system prepared by the NRAA would soon be approved, which depends on the preservation policy on national cloud computing that will be concentrated within the Sultanate (in the Information Technology Authority in the Knowledge Oasis). However, A10 considers that digital archiving is still in its infancy, and there is no clear strategy for this purpose except for e-mail archiving.

C. Digital preservation strategy, tools and standards used

We believe the digital preservation process must be subject to a clear technical and administrative strategy. There must be an advanced technical structure that is subject to standards and specifications that guarantee the governance of documents and the speed of their retrieval while preserving their confidentiality, comprehensiveness and authenticity throughout the preservation period in the institution, as well as when implementing their final fate either by deporting them to the NRAA or by destroying them in accordance with the conditions and standards related to destruction. Therefore, our first question in this section is related to the existence of strategies and evidence on which digital preservation is based. The answers seemed to be distinct as well. Where more than half of the respondents (A4, A5, A7, A8, and A9) expressed the absence of a clear strategy and policy with regard to saving and securing data, and if there are some rules, then the information technology department alone follows up on that, without referring to the departments of documents management. In this regard, A4 stated, “There is no specific policy for keeping these files for the long term. With regard to risk management, data preservation and Backup, it is the responsibility of the information systems departments. The documents management department does not have into the process of signing the system contract. We have no idea about these operations and system updates”. At the same time, the rest of the respondents (A1, A2, A3 and A6) confirmed that the digital preservation process is by NRAA to generalize it thereafter to all the institutions concerned by the Omani law of archives.

1 Woussoul (which means "access" in English) is the name of the "EDRMS" system which is developed
subject to many procedures issued in the form of circulars and regulations by the relevant ministry and also by the Information Technology Authority and the Electronic Defense Center, where A3 stated that “it is following several procedures in the preservation process with regard to digital preservation, the circulars, policies, standards and regulations issued by the Ministry of Transport, Communications and Information Technology and the Electronic Defense Center are followed. For example, at the level of digital preservation on cloud computing, reliance is placed on the “cloud computing policy first” and the cloud computing governance framework”.

As for the technological tools used in the digital preservation process, they are summarized, according to the respondents, in computers and databases within the electronic correspondence system, scanners, electronic sharing files, as well as photocopiers and servers for data preservation.

Specifications or standards of the digital preservation process was our third question in this section, by which we mean standards related to quality, metadata, structure, file formats, digitization, encryption, and standards related to access, including for people with special needs, etc. The answers to this question also ranged between positive and negative, as each of A1, A2, 3, and A5 confirmed that the archiving process is subject to standards related to metadata and file formats as well as to data encryption and that most of these standards were partially included in procedures guides developed by NRAA such as The National Guide to electronic documents and records management as well as by the Ministry of Transport, Communications and Information Technology. However, most of the respondents, including those who declared the existence of standards, did not provide details about the extent of the application of these standards or their contents. This is because only information technology employees deal with these issues and ensure their implementation.

D. Challenges of Digital preservation

It was found that digital preservation brings forth many challenges. One of the foremost challenges is technological obsolescence, which leads to electronic systems and information resources becoming outdated over time, thus making it difficult to use and fully leverage their potential. As expressed by Interviewee A7, “All electronic systems and information resources are subject to obsolescence, and their use becomes limited over time due to changes in programs and modern devices in the contemporary era, leading to difficulties in their utilization and optimal exploitation.” Therefore, keeping up with modern changes, programs, and technologies is essential to overcome this challenge. In addition, digital preservation depends on the system developer rather than the institution, making renewing contracts critical in ensuring its maintenance over time.

Another significant challenge is security, as there is a risk of hacking, stealing, or erasing data, necessitating adherence to current security policies issued by relevant security authorities. Interviewee A7 emphasized the importance of “modern policies in the security of electronic documents and information issued by the security authorities such as the National Authority for cyber defense” and highlighted the Information Security Department's responsibility to ensure data safety. Other challenges include difficulty processing the increasing volume of data and the high flow of information, requiring expertise in information technology, high storage capacity requirements, and risk management for maintaining servers. Updates to the systems may also be unsuitable and not aligned with the nature of the data stored in old systems (A1).

Institutional and organizational challenges are apparent in the process of digital preservation. These include the presence of contracts with external companies, the lack of policies and guidelines to support the integration of documentation specialists with those in charge of digital preservation, and a shortage of specialized expertise in managing digital preservation, as Interviewee A3 pointed out, absence of policies that support specialists in integrating with those charged with digital preservation. Also, the resignation of expertise specialized in managing digital preservation.” In addition, financial documents cannot be managed in digital form, which can lead to difficulties in understanding the context of the document for staff, as Interviewee A5 highlighted. Furthermore, the complexity of document management systems and the changing file formats
and sizes present further challenges, necessitating regular hardware updates. Access to the system should be limited to the organization to avoid the risks associated with using systems outside the organization's scope.

Human resource challenges, such as job instability, the failure to manage systems and the ambiguity of digital preservation standards, were also identified through the interviews (Interviewees A7 and A9, respectively). Overcoming these multifaceted challenges will require careful consideration of technical, security, institutional, and human factors. Ensuring effective and long-term preservation of digital documents will depend on addressing these challenges.

E. Opportunities of digital preservation

The interviews shed light on the potential benefits of digital preservation and the challenges it presents. According to the interviewees, digital preservation offers several opportunities, such as improved administrative memory, streamlined document sharing, and collaboration on the same file. The possibility of monitoring and auditing by many users was also highlighted (A2), as well as the potential to exploit all the advantages of digital technologies in processing, describing, and organizing data. Furthermore, digital preservation was essential for linking administrative institutions, facilitating services provision, and developing electronic and smart governments (A1).

According to Interviewee A3, digital preservation provides opportunities to support financial and administrative oversight inside and outside the institution, enhance project management, and improve spending efficiency. The presence of digital data and documents enables the acquisition of reliable decisions and reports and facilitates monitoring and following up on government projects. The interviewees also mentioned other advantages of digital preservation, such as lower space storage costs and easier data updates (A3).

In addition, the interviewees highlighted the benefits of easy and quick access to documents and files, which supports government efforts in improving services and enables institutional participation in administrative work. The accuracy, ease, and speed of file retrieval were also emphasized (A5 and A6).

Overall, the interviews suggest that digital preservation offers a range of potential benefits regarding data management, project management, and government services. Such benefits can be realized by overcoming the challenges posed by digital preservation, including technological obsolescence, security risks, big data management, high storage requirements, and human resource challenges. Addressing these challenges will be critical in ensuring an effective and long-term preservation of digital documents.

F. Future directions for digital preservation and accessibility in Oman

The data from the interviews indicate that the presence of a strategy for digital preservation in the organizations varied among the participants. While some organizations had a specific plan and strategy for digital preservation, others did not have a strategy in place.

Participants A1 and A2 confirmed that their organizations have plans to acquire a system for managing documents and electronic documents, which will be compatible with the standards of the NRAA. Participant A4 mentioned the general trend in the Sultanate to contract with the “Woussoul” program licensed by the Omani government, which is an integrated system for all institutions in handling digital files. Participants A5 and A6 acknowledged that the government’s approach, through the launch of the government document management system (Woussoul), will lead to strong digital preservation in the future, which requires the development of special strategies to keep up with technological developments. Participant A8 also mentioned that their organization has a digital transformation team, indicating that the organization is taking steps towards digital preservation.

On the other hand, some participants noted the lack of a strategy for digital preservation in their organizations. Participants A3 and A7 confirmed that there is currently no strategy for digital preservation, but work is underway to implement the access system adopted by the NRAA. Participant A9 mentioned that the organization is developing legal regulations to facilitate the creation of a guide for managing digital content. Finally, participant A10 confirmed that their organization has a strategy for the future of digital preservation.
G. Digital preservation specialists

The responses to the question about designation of those responsible for digital preservation indicate that different organizations have varying approaches to this aspect. In some organizations, there is a designated person or department that oversees digital preservation, while in others, the responsibility is distributed among different departments or employees.

Institutions like A1, A2, A6, and A10 have designated individuals or departments responsible for digital preservation. A1, for example, mentioned that the organization has a director for the digital preservation Centre, and the IT officials are responsible for the electronic system. Similarly, A2 has a digital department that manages data preservation. Organization A6 has specialists in document management, and A10 has specialists in electronic preservation.

On the other hand, organizations such as A3, A4, and A8 do not have dedicated individuals responsible for digital preservation. In these cases, this task is distributed among different departments or employees. For instance, in A3, most employees of the IT department are responsible for digital preservation, while in A8, all electronic systems are the responsibility of the IT department.

Overall, it is important for institutions to have dedicated individuals or departments responsible for digital preservation. Having such individuals or departments would ensure that the preservation process is given due attention and that the process is carried out efficiently and effectively.

H. Adoption of new technologies

From the interviews, it is evident that not all the organizations use cloud computing. Some of the organizations save their data on company servers, which means they do not use cloud computing (A1 and A4). In contrast, other organizations use cloud computing and have specified guarantees for the same within their service provision agreement (A3 and A8). In the case of organizations such as in A5 and A9 organizations, it is not clear if they use cloud computing or not.

Regarding the use of modern technologies related to big data and blockchain, most participants expressed some interest in adopting them. For instance, A2, A3, A6, and A8 expressed an interest in adopting modern technologies related to big data. However, some participants, such as A1 and A5, expressed no interest in adopting these modern technologies.

It is also essential to note that some participants, such as A4 and A6, do not clearly understand whether they use cloud computing. Those participants also do not clearly understand modern technologies related to big data and blockchain. In conclusion, the use of cloud computing and adopting modern technologies related to big data and blockchain vary among organizations. Additionally, some organizations lack a clear understanding of whether they use cloud computing or not, and they also lack a clear understanding of modern technologies related to big data and blockchain. However, most organizations expressed a level of interest in adopting these modern technologies.

I. Data Protection and Rights

Based on the interviews, it appears that the participants hold varying opinions and knowledge regarding data protection and the right to be forgotten in the Sultanate of Oman. The data reveals that a Personal Data Protection Law exists in the Sultanate, which mandates entities to comply with its regulations (A1). However, some participants are unaware of the law or have insufficient knowledge about it (A4, A7). Others rely on the directives and policies issued by the competent authorities (A3), while some participants believe that a guide or similar regulation is unnecessary (A5, A9, A10).

One participant stresses the need for laws restricting loopholes in accessing personal data in the country (A6). Another participant points to the Royal Decree that pertains to the establishment of the NRAA, which specifies which documents can be viewed and when they can be viewed (A8). As for the existence of a strategy for the right to be forgotten, the interviews indicate that no such strategy exists in the Sultanate (A1, A2, A3, A5, A6, A7, A8, A9, A10). However, some participants noted that employee files might contain sensitive information subject to specific retention periods (A1, A8).
It emerges from the results of our study that digital preservation is of interest to all the interviewees, especially those who work in archives departments in public institutions. The majority are aware of the importance of this preservation and put forward at least three main reasons: first, the obligation to preserve all the administrative information stipulated by the Omani law on archives, and as all the institutions where our interviewees’ work are public institutions and are directly affected by this law. Then, the participants consider that digital preservation guarantees the organization and security of documents, particularly by respecting the preservation and classification guides established by the NRAA. The third reason is the ease of finding and sharing documents: availability, immediacy and simultaneous access. All these reasons are consistent with what was presented in the study by (Aboraya et al., 2021) on the long-term accessibility and usability of digital content.

However, despite the importance given by archival specialists to digital preservation, the latter does not yet have a unified application strategy for all institutions. The results of our study show that storage is done both in internal servers and in private companies specializing in electronic archiving and by using cloud computing applications (including Microsoft). This prompted the NRAA to develop the “Wossoul” system with national cloud computing located inside the country, which all public institutions bet on to solve these problems of secure storage. This shows the awareness at the level of high authorities of the importance of digital preservation in an approach to the digital governance of institutions and the state.

Moreover, as this approach is only in its infancy, our questions on the tools, strategies and standards used in digital preservation have brought mixed results. Interviewees noted their optimism towards “Wossoul” system as a unified system with well-thought-out features and built-in standards related to metadata, encryption, file structure and format, and data security. These different standards are already mentioned in the various guides and recommendations of the NRAA and the Ministry of Transport, Communications and Information Technology.

The interviews shed light on the challenges Omani organizations face when attempting to preserve their digital documents, including technological obsolescence, security risks, big data management, high storage requirements, institutional and organizational challenges, and human resource challenges. Similar challenges were highlighted in the literature in many countries, including training and security risks (Kay Rinehart et al., 2014; Kirchhoff, 2008).

One of the main challenges identified is technological obsolescence, which leads to the rapid out datedness of electronic systems and information resources. This can make it challenging to use and fully leverage the potential of these resources, requiring organizations to keep up with modern changes, programs, and technologies to overcome this challenge. In addition, digital preservation depends on the system’s developer, making renewing contracts critical in ensuring its maintenance over time (Conway, 2010).

Another significant challenge is security, as there is a risk of hacking, stealing, or erasing data, necessitating adherence to current security policies issued by relevant security authorities. This requires institutions to have recent policies to secure electronic documents and information issued by the security authorities, such as the National Authority for cyber defense.

Institutional and organizational challenges were also identified, including the lack of policies and guidelines to support the integration of documentation specialists with those in charge of digital preservation and a shortage of specialized expertise in managing digital preservation. Financial documents cannot be managed in digital form, which can lead to difficulties in understanding the document’s context for staff. The complexity of document management systems and the changing file formats and sizes also present further challenges, necessitating regular hardware updates.

Human resource challenges, such as job instability of human cadres in information technology and the failure to manage systems and explain their details to specialists in the field of documents, were also identified through the interviews. Overcoming these multifaceted challenges will require careful consideration of technical, security, institutional, and human factors.
Despite these challenges, studies revealed many benefits, such as the storage of documents, ease of management, and providing powerful search options (Baro, 2016; Mannheimer & Cote, 2017). Similarly, our interviews shed light on the potential benefits of digital preservation, such as improved administrative memory, streamlined document sharing, and the ability to collaborate on the same file. Digital preservation was deemed essential for linking administrative institutions, facilitating services provision, and developing electronic and smart governments. The presence of digital data and documents enables the acquisition of reliable decisions and reports and facilitates monitoring and following up on government projects.

The literature reveals that emerging AI, blockchain, open data, and internet of things technologies are considered among the top future directions of digital preservation (Adu et al., 2016; Hassan et al., 2019; Mannheimer & Cote, 2017). Future directions for digital preservation in Oman included developing specific plans and strategies for digital preservation, adopting modern systems for managing documents and electronic documents that are compatible with the standards of the NRAA, and using integrated systems for handling digital files. Organizations also need to develop special strategies to keep up with technological developments, and legal regulations must be developed to facilitate the creation of a guide for digital preservation.

### 7. Conclusion

The importance of digital preservation is not to be demonstrated; it is imposed today in all the institutions subject to our study, it is present and constitutes one of the most urgent concerns of the various archival specialists. Nevertheless, reflection at the national level must be done to put in place a national strategy for preservation and digital archiving in its broadest sense affecting both sectors: public and private. Our study shows that this work of strategic reflection and development of standards is already underway as part of the electronic government project. It remains to convince a certain timidity, on the one hand, to involve archivists with computer scientists in the various strategies and applications of digital preservation and, on the other hand, to take into consideration all the standards related to documents and which are in addition of those who deal with Records management, particularly those who are linked to the quality and security of both information and systems.

The challenges of digital preservation identified through interviews conducted in Oman include technological obsolescence, security risks, big data management, high storage requirements, and human resource challenges. These challenges call for careful consideration of technical, security, institutional, and human factors to ensure digital documents' effective and long-term preservation. On the other hand, the potential benefits of digital preservation include improved administrative memory, streamlined document sharing, easy and quick access to documents and files, lower space storage costs, improved spending efficiency, and enhanced project management. The data from the interviews revealed that the presence of a strategy for digital preservation in the organizations varied among the participants, with some having a specific plan and strategy for digital preservation while others did not have a strategy in place. Overall, there is a need for institutions in Oman to develop and implement strategies for digital preservation to realize the potential benefits and overcome the challenges posed by digital preservation.

Finally, a good archiving strategy, in our opinion, ensures the integrity of documents and accessibility in the short, medium and long term and participates in particular in preserving personal data and the privacy of individuals.

### 8. References


RUNNING UP THAT HILL

Making Digital Preservation Skills Accessible with Novice to Know-How

Sharon McMeekin
Digital Preservation Coalition
Scotland
sharon.mcmeekin@dpconline.org
0000-0002-1842-611X

Melinda Haunton
The National Archives (UK)
United Kingdom
Melinda.Haunton@nationalarchives.gov.uk
0000-0002-4885-6313
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I. INTRODUCTION

At iPres 2019 in Amsterdam, the authors of this paper both presented within the same session, each reporting on their organization’s approaches to helping build digital skills capacity.

Melinda discussed The National Archives (UK)’s sector leadership role and a recent survey carried out in partnership with Jisc. The survey aimed to assess levels of skill and confidence across a range of digital activities. She detailed how the results of the survey were driving the development of a soon to be published strategy for building capacity within the UK Archives Sector [1].

Sharon’s paper focused on the challenges of developing digital preservation skills for individuals and organizations, and existing and future work from the Digital Preservation Coalition (DPC) to help. She also suggested a number of areas where potential resources and/or collaboration within the digital preservation community could help more effectively meet the challenges faced [2].

Little did they know that they would soon be collaborating on a major training project that would begin to address the issues raised. The project in question would produce the popular “Novice to Know-How: Digital Preservation Skills for Beginners” (N2KH) learning pathway.

In this paper we will set out the motivations for the project, describe the project’s execution, and discuss feedback and impact, before looking to the future.

II. WHY AN ONLINE COURSE LIKE NOVICE TO KNOW-HOW?

The context for Novice to Know-How is drawn from Plugged In, Powered Up (PIPU), the digital capacity building strategy published by The National Archives (UK) in 2019. The need for the strategy was based on sector research into skills, capacity, confidence and resourcing of archive services and archives professionals to carry out activity across core digital delivery areas: preservation, access, and engagement. A survey of over 300 archives workers in 2019 [3] was foundational to understanding in-depth requirements within The National Archives (UK)’s area of responsibility; a range of further in-person events and statistical analyses expanded and provided evidence to underpin the strategy.

Focusing on digital preservation, the 2019 strategy included key findings such as:

1. The need for foundational skills training for beginners.
2. The desire for bite-sized learning modules.
3. The importance of real-world examples and case studies.
4. The need for interactive and engaging content.

The N2KH learning pathway was designed to address these needs, providing a range of courses that cover the basics of digital preservation, from understanding digital objects to planning for their long-term preservation.

The project team worked closely with experts in the field to develop the content, ensuring that it was both accurate and accessible. The courses are delivered online, allowing learners to study at their own pace and in their own time.

The project has been a huge success, with thousands of learners signing up to take the courses. Feedback from learners has been overwhelmingly positive, with many saying that the courses have helped them to develop the skills they needed to support their digital preservation work.

Looking to the future, the project team is already planning new courses and updates to the existing ones to keep the content fresh and relevant.

In conclusion, the Novice to Know-How project has been a huge success, and has opened up digital preservation training to a wider audience. The next stage is to continue to develop and expand the content, ensuring that it remains relevant and effective.

References:
1. The National Archives (UK), Plugged In, Powered Up, 2019.
Case for wide, general upskilling to benefit archives across the spectrum where TNA needs to deliver: “Unfortunately a gap has developed (and appears to be widening) between institutions leading on digital preservation and the remainder of the sector.” (p18)

Case for training to support wide staff understanding of concepts and tools rather than simply purchasing systems: “Software is not a substitute for knowledge and archives undertaking a procurement exercise instead of developing their in-house expertise in digital preservation risk simply spending money on tools they do not really understand.” (p20)

Case for urgency and risk to collections from limitations of skills: “48% of respondents reported they could not generate a checksum of a digital file, 49% could not perform file format analysis and 55% could not extract and publish metadata from a digital file. In each case, roughly another 25% of respondents reported that they ‘had some knowledge/skills’ in the specified area. This amounts to a very worrying proportion of the sample of the profession being unable to carry out critical preservation functions on digital records. This is so deeply concerning because these findings amount to an admission that the nature of contemporary collections is such that today many archive professionals can no longer care effectively for the material they hold.” (p20-21)

Case for hands-on, practical walk throughs and detailed tool support rather than focusing on needs at a policy level – there was already high quality training available, which clearly made the case for needing to approach digital preservation, but archives staff who had attended such training frequently did not report an increase in their confidence or skills to handle digital material in practice: “Training must also be the right sort of training. It certainly cannot be purely theoretical..., digital preservation is a craft skill and must be learned in practice as well as theory.” (p21)

Case for easy access: the survey did not specifically seek out information about online training, but the issues of time, opportunity and (to a lesser extent) cost all emerged, demonstrating a lack of commitment from parent organizations to support archivists in gaining skills that they had identified as critical (p24). An online training course would not address all these issues, but it could reduce some of the barriers and introduce flexibility of scheduling.

This collected evidence overwhelmingly supported developing an online training course, alongside other skills development opportunities such as peer mentoring, an in-person “Archive School” in which trainees learned from digital preservation specialists at The National Archives (UK), and the creation of reference materials [4].

Internal funding was secured from The National Archives (UK) to seek external support to create the online learning pathway. The invitation to tender emphasized a number of points drawn from the research and which became core to delivering the learning program. Participants were expected to have low initial skills and confidence and should build these over time during their learning. The emphasis was on practical and hands-on learning, around a variety of tools, which trainees could then implement in their own workplaces. The role of collaborative working with colleagues in IT was emphasized. There was also a strong desire to connect the learning pathway with best practice already in existence. The tender referenced DigCurV and the Digital Preservation Handbook as possible mapping tools to achieve the right level of skills and coverage of the subject.

III. Developing Novice to Know-How

In a coincidence that would later feel like kismet, at the same time The National Archives (UK) was evaluating the digital skills of the UK Archives Sector and making plans for development, the DPC was reevaluating their approach to training and development.

The DPC’s “Getting Started...” and “Making Progress with Digital Preservation” courses had long been a cornerstone of the organization’s training provision. The training courses offered learners a broad introduction to the range of activities required to establish a digital preservation program, from developing policy to designing workflows. The courses were each held three times a year at venues...
across the UK and Ireland and always received positive feedback from attendees.

While the courses were popular with attendees, their potential impact was limited. They were only available to a maximum of 180 learners a year within a limited geographical area. When considered in light of the internationalization of the DPC, this approach to training raised serious concerns in relation to accessibility and ongoing sustainability.

Developing self-directed online training surrogates for the “Getting Started...” and “Making Progress...” courses was identified as the best option moving forward as this would allow more learners access to the materials while being time zone agnostic. There were, however, significant barriers to making this plan a reality. The DPC would need to procure a Learning Management System (LMS), staff would have to develop the skills required to author training content suitable for delivery online, and additional capacity would be required to facilitate the time-consuming process of creating that online content. As a small, non-profit organization, the DPC lacked the resources to move forward with these plans.

The announcement of the “Invitation to Tender” from The National Archives (UK) was, therefore, both timely and exciting. If the project tender could be secured it would not only provide the opportunity for the DPC to make a move into the world of online training, but also to do so in partnership with a long-time ally and friend.

The DPC’s tender proposal was submitted in November 2019, and notification of its success was received shortly afterwards. Within a project deadline of 31st March 2020, work was quickly initiated.

DPC staff joined colleagues at The National Archives (UK) in Kew, London, over the 11th and 12th of December 2019, while the rest of the UK was focused on a general election, to develop learning objectives and a course structure for N2KH. This process included consideration of the outcomes of the Digital Skills Survey, along with a wide-ranging analysis of digital skill requirements as indicated by several digital preservation good practice resources. The resources examined included the DigCurV Framework [5], The NDSA Levels of Preservation [6], the CoreTrustSeal [7], and the DPC’s own Rapid Assessment Model [8].

The structure developed would become known as the N2KH “Learning Pathway”, which included, in the first instance, six courses and 24 modules. The structure was designed specifically for those with little or no digital preservation knowledge, aiming to provide them with the skills needed to put basic workflows in place at their organization. Once the course structure had been determined the process of content creation began.

It had been agreed by the two organizations that the training content should be delivered in a variety of formats that would help engage different types of learners. To facilitate this and to gain the general skills required for creation of content ready for online delivery, DPC staff undertook research on and training in good practice for online training. This included learning around the range of products contained within Articulate's 360 software suite, a market-leading product for authoring online training content.

To ensure that the content developed was suitably clear, engaging, and authoritative, a robust approach to drafting, review, and update was undertaken. Each module was researched and drafted by its author before evaluation by at least two reviewers drawn from The National Archives (UK) and DPC staff. Edits were then made before a final review was undertaken.

Volunteers were also recruited for a pilot of a selection of the training materials to assess the suitability of content and its delivery. A target of 30 pilot participants was originally set, but 109 expressions of interest were received. Ultimately, 58 pilot participants were invited to evaluate the test materials. A survey and focus group were used to capture feedback from the participants and changes to content were made in response to their comments.

During this time a procurement exercise was also undertaken to identify a suitable LMS. This included drafting of requirements, identification of potential systems from the large number of options available in the LMS marketplace and testing of three systems which best met the identified requirements. SAP’s LITMOS was ultimately chosen for delivery of N2KH.

Version 1.0 of the N2KH learning pathway content was delivered to The National Archives (UK) on time for the 31st of March deadline. Version 1.0 contained modules covering the following topics:
1. Introduction to Digital Preservation
2. Files, File Formats, and Bitstream Preservation
3. Using DROID
4. Select and Transfer Digital Content
5. Ingesting Digital Content
6. Preserving Digital Content

They aimed to provide a balance of the theory behind digital preservation work and practical, actionable advice for those who were new to the topic. There was also an emphasis on free or low-cost solutions that would be accessible to those with few available resources. Content was delivered in a range of formats including video, text, interactive elements, click-through tool demos of DROID, and short quizzes.

A beta launch was offered in April, with early access provided to pilot volunteers (both those who participated and those who were not selected). The learning pathway was officially launched at an online event on 4th of May 2020, with the first monthly cohort of learners beginning the course on the 1st of that month. N2KH is offered for free to all learners, with priority places available each month to learners from the UK Archives Sector and from DPC Members.

IV. N2KH RECEPTION AND LEARNER FEEDBACK

Given the results of The National Archives and Jisc survey, it was expected that N2KH would be popular, but the level of enthusiasm for the learning pathway was a surprise to all of those involved in its development. Places in the first monthly cohort of 140 learners sold out in less than one day. The DPC immediately increased the number of places available with additional financial support received from The National Archives (UK).

The number of registrations received can be partially attributed to timing of the learning pathway's release, just as the world was entering the first COVID-19 lockdown, but three years on it still remains incredibly popular. As of 9th March 2023, 2734 learners have now completed N2KH. And while the largest group of learners have been UK-based, as befits a course developed with the UK Archives Sector in mind, the N2KH learning pathway has been undertaken by learners from 62 countries across Africa, Asia, Australasia, Europe, North America, and South America.

Completion rates are also high, with an average of over 65% over the lifetime of the learning pathway. This is much higher than rates observed for online courses generally. One study from the Open University found that the median completion rate for online courses of 12.6%, with the highest of those included in the study being 52.1% [9].

Extensive feedback has been gathered to ensure that the learning pathway is meeting the needs of learners and to help guide future updates and development. To capture this feedback, learners are invited to complete a survey which includes questions on:

- Their level of digital preservation knowledge
- How long they took to complete the learning pathway
- If the content was appropriate for a novice/beginner level
- What content types they preferred
- If they found the knowledge check quizzes useful
- How they found navigating between resources
- What was done well
- What was missing
- If they encountered any errors (e.g., spelling, and broken links)
- Any other comments or feedback

To date, feedback has been very positive. Over the lifetime of the project the following has been observed:

- Around 95% of respondents have “strongly agreed” or “agreed” that content of the modules was at an appropriate level
- Around 90% of respondents have “strongly agreed” or “agreed” that there is a good variety of content types
- Respondents particularly enjoyed the quiz and tool demo elements
- More practical exercises and case studies were the most wished for additional content

There have also been strong themes within the textual answers provided around:

- Appreciation for the course structure and how content is split into easily digestible portions.
- Praise for the clarity and simplicity of the explanations within the learning pathway,
breaking down the complex issues of digital preservation into content that was accessible.

- A level of apprehension felt by many learners about digital preservation before undertaking the learning pathway, and how they felt a confidence now to begin facing the challenges.

- Offering thanks for the availability of course, noting that they had struggled to either gain access to other training due to barriers such as time or funding, or with the higher levels of presumed existing knowledge of other courses.

The following quotes are taken from the feedback and are representative of the comments received:

_I felt the course was extremely well structured. Key concepts were explained from the ground up, allowing us to build up a good knowledge base from strong foundations._

_It was the first thing on DP that I felt I could understand and that addressed the practicalities more than the theory._

_I enjoyed the whole course and I found it went back to basics to clearly explain fundamental points and build up, which filled in some knowledge gaps for me. It has made me more confident that digital preservation is something that I could now do rather than just aspire to._

_I really felt that this was a practical course – I was able to go away from each module and think about it in the context of my organisation and start to experiment with small steps using the knowledge I had learnt through that day’s module._

Fewer than 1% of learners have replied to the feedback survey with negative comments. These have mostly been from those that felt the level of the course was still too high for them.

V. FURTHER CONTENT DEVELOPMENT AND CONTENT SHARING

In light of the positive reception of N2KH 1.0, The National Archives (UK) has subsequently open invitations to tender for additional rounds of content development. The DPC’s tender proposals have been successful on each of these occasions and the two organizations have now worked in partnership on a number of N2KH projects that further enriched the training content.

Later in 2020 a small project known as N2KH 1.1 was undertaken to add further practical elements to the course, as requested in the feedback. This took the form of four new tool demos, focusing on free or low-cost tools for fixity checking, moving/copying content, and characterization, and a fifth module on using the command line. The project also included formatting of these modules, and existing modules on using DROID, for delivery via the “Digital Preservation Handbook” [10] as well as through the learning pathway. This was done so that the content would be available to learners after completion of N2KH, whilst also making them available to the wider digital preservation community.

A second major N2KH project was commissioned in early 2021, with the aim of adding a new course on “Providing Access to Preserved Digital Content”, rounding out the learning pathway’s coverage of the digital lifecycle. Access had been out of scope of the original N2KH learning pathway due to time constraints and the limited number of good practice publications available. But the publication of the DLF’s “Levels of Born-Digital Access” [11] and other resources now made the creation of content a possibility. The new course was added to the existing learning pathway in April 2021, and is also offered separately for those who had previously completed the original N2KH.

Most recently, The National Archives (UK) and the DPC have started a new N2KH project (3.0), this time focusing on delivering training specifically on the topic email preservation. This learning pathway aims to be a progression on the original learning pathway, assuming a solid foundation of general digital preservation knowledge from learners. Again, the content will look to provide a solid theoretical foundation whilst also offering practical skills and advice that can be put into action. In response to the feedback received from learners, real-world case studies are also being included within the learning content. It is expected that the learning pathway will be open to learners in July 2023.
In addition to the new training content that has been and is being developed, work has been undertaken to share the training content with other organizations for deployment within their own learning management systems. All of the N2KH modules have been created in the interoperable learning content packaging standard SCORM 1.2. A guide to the use of the learning content and its structure has been created and all content is available under a Creative Commons Attribution-NonCommercial-ShareAlike 4.0 International (CC BY-NC-SA 4.0) license. As of March 2023, nine organizations have uploaded N2KH their own LMS. These organizations include a number of universities and national collecting organizations, with the content being used to contribute to both teaching and internal staff development.

Support has also been provided on an ad hoc basis for groups wishing to engage with N2KH as a single cohort. This has ranged from simply offering administrative support to organize access to N2KH at the same time for the group, rather than requiring individual registrations, through to DPC staff providing additional training workshops on topics complementary to the main N2KH learning pathway. Additional topics covered have included policy development, risk management, continuous improvement, and advocacy. Informal feedback has suggested this has been a positive experience for those taking part. The benefits mentioned have included:

- Additional motivation and support gained from sharing the learning experience with colleagues
- Improved clarity and outcomes when working on digital preservation thanks to a shared foundation of knowledge

Due to the positive responses received to the complementary sessions, the DPC will soon be trialing a series of “Novice to Know-How Plus” sessions for their Australasia and Pacific members.

VI. “Plugged In, Powered Up” Review

In 2022, Simon Wilson, an experienced archives consultant, was employed to conduct a review of Plugged In, Powered Up to gauge the impact of the range of activities provided across the capacity building strategy. This did not directly seek feedback on N2KH as standalone, as the training course was more widely circulated beyond TNA’s leadership activity, but it was a key element of the activities to be assessed. The key to success of PIPU would be to see progress in those areas of digital skills and confidence across the UK archives sector. As with the 2019 Jisc/TNA survey, another sector-wide survey was explored and understood in more depth through focus groups. 172 responses were received. Almost 3 in 4 had completed N2KH, the largest recognition and participation level of all the PIPU outputs to date.

The survey outcomes show a major change as a result of 3 years of digital capacity building (Table 1). From 34% agreeing “I have sufficient digital expertise to deliver my role” in 2019, by 2022 this had increased to 43%. A remarkably consistent 9% improvement was also seen in responses to the contrasting “My colleagues have insufficient digital expertise” (agreement reduced from 49% to 40%).

Other key outcomes include:

- 12% improvement in services where digital archives are stored in multiple, geographically distinct locations (41% to 53%)
- 11% improvement in regular fixity checking (17% to 28%)
- 12% improvement in having a digital strategy in place (35% to 47%)
- 12% improvement in clear responsibility for digital preservation (33% to 45%)
- 19% improvement in offering access to digital records of some kind (37% to 56%)

<table>
<thead>
<tr>
<th>2022</th>
<th>2019</th>
</tr>
</thead>
<tbody>
<tr>
<td>43%</td>
<td>34%</td>
</tr>
<tr>
<td>28%</td>
<td>17%</td>
</tr>
<tr>
<td>47%</td>
<td>35%</td>
</tr>
<tr>
<td>56%</td>
<td>37%</td>
</tr>
</tbody>
</table>

1 https://creativecommons.org/licenses/by-nc-sa/4.0/legalcode
<table>
<thead>
<tr>
<th>Activity</th>
<th>No knowledge</th>
<th>Have the knowledge</th>
<th>No knowledge</th>
<th>Have the knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generating a checksum of a digital file</td>
<td>17%↓</td>
<td>44%↑</td>
<td>47%</td>
<td>26%</td>
</tr>
<tr>
<td>Performing file format analysis</td>
<td>22%↓</td>
<td>38%↑</td>
<td>48%</td>
<td>24%</td>
</tr>
<tr>
<td>Managing permissions for digital files</td>
<td>21%↓</td>
<td>19%↑</td>
<td>48%</td>
<td>17%</td>
</tr>
<tr>
<td>Extracting metadata from born-digital files</td>
<td>33%↓</td>
<td>16%↑</td>
<td>55%</td>
<td>15%</td>
</tr>
<tr>
<td>Redacting a document for web publication</td>
<td>46%↓</td>
<td>13%↓</td>
<td>54%</td>
<td>18%</td>
</tr>
</tbody>
</table>

Table 1: Survey results in relation to specific skills
(Note: figures are approximate as slightly different scales were used across the two surveys)

There is evidently much room to continue to improve, but this is a significant shift in a short period of time – which was also, of course, a highly disrupted period for all working in archives services, when the exigencies of dealing with the pandemic took precedence at times, and where some archive services were entirely closed for months if not longer, with employees on furlough.

Some respondents were keen to see Novice to Know-How content more accessible outside the online learning management system, as they wanted reference access. This is in fact already feasible: tool demos are embedded into the Digital Preservation Handbook, and the entire course or selected elements downloaded as reference materials, for participants, or as a whole for those who have not taken the course. This emphasizes how valued and flexible the content developed through N2KH is, although it also underlines the need to continue to communicate the alternate ways in and ongoing accessibility of the content in different contexts. There was spontaneous appetite for an “archivist to digital archivist learning pathway”, suggesting that the skills development and confidence-building approach of N2KH had real resonance for participants.

One might get depressed about the levels of real confidence in practical tasks but Wilson states “It is interesting to note that the confidence level for the practical tasks...is higher than it is for the advocacy and broader tasks.” – in general there is very low confidence, and it is not especially focused on the practical at it was in 2019.

The 2019 survey showed a high demand for online training, which was not visible in the 2022 survey, presumably because this had been developed and delivered to such a high proportion of respondents.

13 respondents to the 2022 survey identified their main barrier in delivering more digital preservation as having the confidence to follow-on from Novice to Know-How training – this underlines that future developments need to retain a focus on confidence, and not go too far too fast if they remain targeted at mass audiences. Many more respondents wanted “more of the same” from TNA’s next steps.

Further anecdotal evidence of the positive impact of N2KH has been observed in the applications for UK Archive Service Accreditation since 2020. The majority of applications have cited N2KH as a means of improving digital preservation skills across archive services, bringing skills up to a shared level and informing colleagues to the point where institutional conversations can move on.

Less positively, there was still a sense of frustration and lack of confidence in digital preservation skills for certain respondents. Some commented that N2KH itself assumed too much and “a more basic introduction to digital archives is needed to introduce the key concepts”. Given that
N2KH starts from a very basic understanding that digital records require management, this was dismaying. This may underpin the analytical observation that the previous gap between best and worst preservation performers is widening. The weakest services may require a different approach. It may also be linked to issues with general information technology competencies and related confidence within the sector.

Additionally, only 19% of respondents say they have a complete digital asset register (41% say no/don't know). This may in part be an artefact of using different terminology in N2KH but is a worrying baseline.

VII. FUTURE PLANS

Continuing to deliver an online training offer which goes from basics to more expert is a clear priority for both The National Archives (UK) and the DPC.

At present we have focused on novice to intermediate work, with the forthcoming email preservation learning pathway offering the first in a potential series of content looking at challenges of particular formats.

It may be that such courses to expert level are worthwhile, but The National Archives (UK) does not yet have a clear steer from the archives sector as to what would be most valuable, so they will continue to explore options and monitor sector needs. At present, all development of N2KH has required competitive tendering, and project funding, often on contracts with tight deadlines. This has created opportunities which would otherwise have been impossible but also management issues and time pressures. It may be that an alternative collaboration model could work better in the long term.

The National Archives (UK) hope to continue to support networking and skills sharing, through peer mentoring and opportunities to share staff expertise with the sector. They are also aware that capacity for development time in their target audiences is limited and are considering whether there is a role for a national body in modelling and advocating time for training across the country as well as a clear role in advocating for the significance of the work.

There is also the question of how to serve those who are not sufficiently confident even for N2KH. This may involve additional support for particular activities, such as getting to a Digital Asset Register baseline.

In line with their ongoing program of translation of other key resources, the DPC has considered the possibility of translation of the N2KH to languages other than English. Unfortunately, there are additional barriers to this process for online learning content. The time, skill, and knowledge required to carry out the translations are not the only resource requirements, for online learning there are also significant resource requirements and complications resulting from the need to specially format the content in the correct format for delivery through an LMS. Although it is unlikely that progress with translations will be possible in the short-term, the DPC will continue seek possible opportunities.

The organization is also working towards the delivery of online training development outside of the N2KH collection. Courses are already in development on the topics of “Continuous Improvement” and “Risk Management for Digital Preservation” and additional courses around a variety of digital preservation topics are being considered. Without additional funding, the DPC will not be able to make this training free to all as with N2KH, but it will be considering different funding models that will ensure the content is financially accessible whilst meeting costs.

The continued sustainability and relevance of N2KH will remain a key priority for both organizations. A yearly review schedule has been included in forward planning to ensure the content continues to represent good practice in the ever-evolving field of digital preservation.

The learning pathway will also remain free for all learners, although the number of monthly places available may be reduced if additional funding to support access is not secured. Further promotion of the course to new audiences is also planned, as are efforts to increase awareness of the availability of the content within local LMSs.

VIII. CONCLUSION

The development of the Novice to Know-How learning pathway has been a rewarding endeavor for all those involved. It has reached a large, international audience, and has provided many practitioners with the grounding in digital
preservation practice they have previously been unable to access.

The National Archives (UK) and the DPC will continue to collaborate on supporting the sustainability of the learning pathway and will investigate the possibilities for further developments that will help broaden access to digital preservation knowledge and practice.
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Abstract – Journalistic content is a crucial part of history, yet its longevity always remains uncertain without proper curation and preservation. This is true in particular when it comes to journalistic content under authoritarian regime contexts, where freedom of the press and information freedom are usually in vain. The article explores the case of collection.news, a community initiative that crawled, disseminated and hosted the journalistic content of Apple Daily, a pro-democracy media outlet that was forcibly shut down by the authority in Hong Kong. By discussing the key events and tools used by collection.news initiative, the three distinctive features of it, namely exigency, decentralization, and anonymity, are highlighted. Finally, suggestions to the digital preservation field for supporting these community initiatives in authoritarian regimes will be given.
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I. INTRODUCTION

There is a common saying that “journalism is the first draft of history”. News content is one of the important records that document the events happening around the world, and also has become an indispensable part of many people's lives. That said, freedom of the press is not guaranteed in many parts of the world, especially for people living in authoritarian regimes. Critical journalism platforms operating under such regimes are always being targeted by the authorities since true journalism, which involves exposing government wrongdoings, could be a threat to these regimes. When these media platforms are cracked down by the regime, the associated news content, if not well preserved by third parties, is usually vanished.

This article will discuss the case of collection.news. The project is a community initiative that preserved the web content of Apple, a now-defunct pro-democracy media platform based in Hong Kong. The research methods will be outlined in the next section. After that, the key events, tools used, and approaches adopted of the initiative will be illustrated and then the analysis follows. Lastly, a conclusion will be drawn and suggestions for the digital preservation field will be provided.

II. RESEARCH METHODS

The paper adopts a qualitative approach in this study by analyzing primary and secondary sources. These sources include forum posts, collection.news website and its GitHub repo documentation. Drawing upon the analysis, the author will further discuss the tools used, coordination and distinctive features of the preservation project, make analysis, and give suggestions.

III. BACKGROUND OF APPLE DAILY

Apple Daily was a prominent pro-democracy media outlet before its forced closure in June 2021. In 2019, Hong Kong experienced the largest-scale pro-democracy movement, the Anti-Extradition Bill Movement, in the territory. In response to the political unrest in Hong Kong, the Chinese government promulgated the controversial Hong Kong National Security Law (NSL) on July 1, 2020, the 22nd anniversary of the handover of Hong Kong's
sovereignty from the United Kingdom to the People's Republic of China.

Pro-democracy media platforms were deemed as one of the high-risk groups being targeted by the authority under NSL [1]. Two months after the NSL came into effect, Jimmy Lai, the founder of Apple Daily, was arrested by the National Security Department of the Hong Kong Police Force on suspicion of "collusion with foreign forces". On the same day, the police also searched the headquarters of Apple Daily. Despite the arrest, Apple Daily kept its business as usual afterward.

However, less than a year later, on June 17, 2021, the National Security Police arrested other management of Apple Daily and searched the headquarters again. The authorities also froze Apple Daily's assets, which eventually led to the media's cessation of operations. On June 23, the board of Apple Daily announced that the company would terminate its operations no later than June 26, and its digital platform would be shut down by midnight June 24.

IV. THE EMERGENCE OF COLLECTIONNEWS

Following the forced shutdown of Apple Daily on June 24, 2021, a netizen "五大素球缺汁不可" (user id: #355204) created a thread on LIHKG forum, which is a Reddit-like forum based in Hong Kong, announcing that they had web-crawled over four hundred thousand articles from Apple Daily's website [2] (Fig. 1). In addition, the original poster expressed their wish to index the content afterward for web hosting and invited other forum users to contribute ideas on how to distribute and host the content. Some forum users suggested in the thread that there should be a frontend website for hosting the news article content with search functionality, while others proposed some distribution methods/platforms such as InterPlanetary File System (IPFS), BitTorrent, and GitLab for disseminating the news content data.

Two days later, the original poster created another thread [3] and included a GitHub repository link [4] to the initiative's documentation. On the GitHub repository, the author outlines the initiative's position and aims. Below is a translated version:

- The initiative primarily aims to back up the textual content of Apple Daily as I strongly believe in the power of words.
- The initiative aims to index the content and host an SEO-friendly website for people to search for old articles.
- Revealing the data is meant to promote brainstorming and encourage us to think about how we can utilize the data. The initiative does not intend to conceal the data. In fact, most people will not extensively browse the data after it has been backed up.
- Revealing the data can achieve the goal of decentralization. Even if someone who possesses the data gets into trouble later on, others can still continue.
- The initiative does not intend to crawl all of Apple Daily's content, such as images, videos, Instagram accounts, YouTube channels, Telegram channels, Facebook accounts, etc. I am aware that someone else is working on this.
The GitHub repository also provided a tutorial on how the end-users could download a copy of the media content through the Resilio Sync download tool in the forum post. The author explained the adoption of Resilio Sync: because of its decentralized, high-speed P2P sharing and flexibility in the modification of source files features.

V. COLLECTION.NEWS FRONTEnd ACCESS AND ITS FUNCTIONALITY

Less than a month after the original post, on July 21, 2021, the same user created another thread on the LIHKG forum. They mentioned that after some effort throughout the weeks, they crawled more than 2.2 million articles from Apple Daily's website and hosted a website for frontend access to news articles. The original poster also mentioned that the aim of the website is hoping an essential part of Hong Kong history would not be faded out because of the closure of Apple Daily.

Fig. 2 is the landing page of Apple Daily's content on collection.news website. By clicking on the boxes, users will be directed to the corresponding article. Akin to the layout of Apple daily's original website, the top grey bar lists different categories of articles. The date selection menu, represented by the middle black box (選擇日期), allows users to sort articles based on their publication dates.

In the top right-hand corner, users can access the website's search function. The indexing service is provided by Google (Fig. 3). This feature allows users to search articles by keywords. Mentioned in the FAQ section of collection.news website, using Google's indexing service is based on financial considerations and mitigating the risk of experiencing cyber attacks on the indexing server by hackers.

VI. STRENGTHS AND LIMITATIONS OF COLLECTION.NEWS

The Internet Archive is another important platform for archiving Apple Daily's web content. However, the two platforms serve different functionalities, and have their pros and cons. The left and right sides are screenshots of the same article from the Internet Archive's Wayback Machine and collection.news respectively (Fig. 4). In comparison, the most significant advantage of collection.news is its ability to showcase attached photos, an essential
component of online news articles, whereas Wayback Machine was unable to crawl the picture for this article and many other instances.

However, one major problem for the collection.news platform is that the content might not be up-to-date and may affect the data integrity of the content. As shown in the timestamp, Wayback Machine successfully crawled a more recent version of the webpage (2021.04.16 17:57), whereas the content hosted on collection.news was from an earlier version (21.04.16 02:00), which was 15 hours earlier. This discrepancy is most likely due to the limitation of web crawling from a legacy source before the complete shutdown of Apple Daily's web server.

Also, despite collection.news being a newly-built website for hosting the archived news content of Apple Daily with search functionality, it is unable to preserve the user interface and layout of Apple Daily's website, unlike Wayback Machine does.

VII. ANALYSIS OF THE PRESERVATION PROCESS

Table 1 summarizes the tools and platforms adopted by collection.news project. In contrast to traditional institutional approaches to implement preservation projects with long-term planned, structured and centralized features, the whole collection.news digital preservation project was an autonomous, decentralized and anonymous digital preservation movement initiated by passionate netizens. The three distinctive characteristics of this community-led project are exigency, decentralization and anonymity, respectively.

Exigency is one notable characteristic of this project. The Apple Daily web content was an archives-at-risk with only a small window of time to plan and execute the preservation process. From Apple Daily being searched by the National Security Police on June 17, 2021, to the time that Apple Daily eventually ceased operation by midnight June 24, 2021, there was less than a week of time. This tight timeframe posed challenges to the preservation project facilitators, since they would have to work under intense pressure and grasp the golden period before the complete shutdown of service to crawl the data as much as they could. This urgency also meant that the preservation plan was likely to be incomplete and rough, potentially leading to critical data loss.

Decentralization is also another distinctive feature. Most digital preservation projects, due to financial, management and staffing considerations, are usually managed by GLAM (Galleries, Libraries, Archives, and Museums) institutions with a centralized operational approach, whereas the community-led collection.news project was operated in a decentralized way:

1. For preservation storage, there was no centralized data repository or platform for long-term preservation. Instead, the project publicly disseminated the news content data to end-users and relied on every single end-user for long-term preservation. This practice was entirely different from most institutional centralized approaches.

2. For data dissemination, the collection.news initiative made use of peer-to-peer protocol tools such as Resilio Sync and IPFS to disseminate the news content. The main advantage is the decentralized feature that could disseminate data with multiple users simultaneously while avoiding download speed bottlenecks. Another benefit of using peer-to-peer protocols is to prevent government internet censorship or denial-of-service attacks on a single hosting platform.

3. Adopting GitHub and GitLab as the platforms for documentation was also a decentralized approach. These open-source project platforms enable open collaboration and backup of content from every user without restrictions. This can ensure further access to the documentation. Also, similar to the case of Mainland China internet users, hosting documentation and organizing community archives on GitHub could be a way to circumvent Chinese government internet censorship [5].

Another distinctive characteristic of this project is its emphasis on anonymity. While most digital preservation projects were organized by identifiable institutions or organizations, collection.news
initiative was largely operated under the radar. The user name of the original poster’s account on the LHKG forum was a pseudonym. The GitHub repo was also owned by a brand new, designated account with no prior history. In addition, the initiative never publicly recruited volunteers nor openly organized crowdfunding campaign for funding. The organizational and operational details, such as funding, the number of facilitators and the decision-making model, remain concealed. This was, as mentioned in the FAQ on collection.news, intended to reduce the potential political risks.

VIII. CONCLUSION

This article introduces the case of collection.news, an autonomous and anonymized community initiative for preserving the online content of a Hong Kong-based newspaper platform, Apple Daily. The article then overviews the preservation process and approaches adopted by collection.news, by highlighting the key events and tools used. In the later part, this article points out three distinctive features of the whole community initiative compared to conventional digital preservation projects, namely exigency, decentralization, and anonymity. This case study should be helpful for readers to understand community-led digital preservation activism issues under authoritarian regime contexts.

In recent years, the world has been experiencing serious global democratic backsliding. With the expansion of authoritarianism, unfortunately, there might be a growing trend of more cases like the sudden collapse of Apple Daily. With reference to the distinctive features of collection.news discussed in the previous section, the digital preservation field could take specific actions to support these community initiatives:

1. Exigency: Authoritarian governments’ crackdown on their targets is always unexpected. It is critical to plan ahead to collect and preserve the records and data before they vanish. While there is relatively sophisticated development for research data management cycles and digital preservation lifecycles, such as the DCC’s Curation Lifecycle [6] and DPC’s preservation Lifecycle [7], our field should consider developing standalone lifecycle frameworks for community digital preservation projects. These frameworks could help civil society actors, especially those in authoritarian regimes, to plan in advance and avoid abrupt crackdowns that leave little time for preservation efforts, just like in the case of collection.news.

2. Decentralization: Decentralization is an effective way to rapidly and widely disseminate censored data while mitigating political risks. However, without central management, the longevity and integrity of these digital assets remain uncontrollable and uncertain. To address this challenge, institutions from the free world could provide storage and techniques for parties to relocate their endangered digital materials. One example is Safe Havens for Archives at Risk Initiative [8], which is dedicated to providing support to organizations or individuals that need to deposit their records documenting human rights violations in reliable repositories.

3. Anonymity: Anonymity is crucial when it comes to conducting archiving initiatives in authoritarian regimes, as it ensures the safety of the initiative’s facilitators. To support the facilitators of these community initiatives in circumventing state surveillance, more tutorials and technical assistance should be provided to teach them how to use encryption platforms and tools, such as Tor [9] and Session [10], for communication and operation without being detected by state authorities.
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Abstract – Environmental sustainability is becoming an important factor in digital preservation. We have calculated the carbon footprint of our Finnish national digital preservation services, which we provide for cultural heritage and research sectors. We concentrate on the carbon footprint of manufacturing hardware and shipping the equipment to data centers, and the carbon footprint of the hardware service life and employees related to the services. Using data provided to us by the hardware manufacturers and other sources, we show that the majority of the emissions come from manufacturing and shipping of hardware, whereas the emissions created during the service life has a smaller role. As a whole, the annual carbon footprint of the services is smaller than the annual carbon footprint of three average Finns.
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I. INTRODUCTION

Our national digital preservation repository, funded by the Ministry of Education and Culture of Finland, provides services for preserving cultural heritage and research data [1]. Our concept includes two national services: (1) The Digital Preservation Service for Cultural Heritage (in production since 2015) preserves digital assets from the cultural heritage sector, represented by archives, libraries and museums, and (2) The Digital Preservation Service for Research Data (in production since 2019) preserves data from the research sector, represented by universities and other research institutes. Given the diversity of the user needs, the digital assets to be preserved make up a very heterogeneous whole while simultaneously requiring various and flexible solutions. Both of these services together are in this paper referred to as Digital Preservation Services (DPS). The technical solution behind the services is common for both cultural heritage data and research data.

The carbon footprint of an IT-service can typically be modeled by breaking the service down to its separate components. The hardware has a lifecycle carbon footprint starting from manufacturing the raw materials, transportation of the hardware, production usage, and lastly the disposal of the hardware. On a data center level, data center power usage effectiveness (PUE) [2] is the driving factor together with hardware electricity usage when calculating the production usage carbon footprint. Enterprise level hardware vendors provide their own figures for the carbon footprint for their hardware.

In addition to the footprints mentioned above, the employee footprint includes emissions from
offices, traveling, heating, waste management and so on. The employee footprint consists of carbon emissions resulting from the daily work of administrating, developing, and managing the DPS.

We calculate the total carbon footprint of our DPS in this paper. These calculations apply only to our current configuration and thus cannot be applied in general to any other DPS. They might however provide some general guidelines and insights for others.

For calculating the carbon footprint, our services can be divided into hardware, data centers, network, administration work, development work, and supporting ICT-services. The carbon footprint of constructing the data centers is not within the scope of our calculations: DPS’s should in general be geographically distributed to several data centers. The density of data storage is now on a level where only a few server racks are needed to hold several petabytes of data. Therefore, our DPS does not need its own data centers and we utilize only a minor part of the existing data centers. The data centers thus facilitate many other IT-services in addition to our DPS.

The paper is divided as follows: In Chapter 2 we describe the hardware of our DPS, in Chapters 3 and 4 we show the carbon footprint of manufacturing and shipping the hardware and of the actual service life, in Chapter 5 we bind these findings together with some observations, and in Chapter 6, we conclude the paper with future work.

II. HARDWARE

Our DPS platform utilizes three separate data centers for storing preserved copies in order to reduce geographical risks. The available capacity of the DPS is currently 3.6 peta bytes per copy. Currently, the platform consists of the following hardware:

- 13 x HPE Proliant DL360 Gen10 frontend and validation servers (ingest)
- 10 x HPE Apollo 4510 Gen10 storage servers
- 4 x HPE Apollo 4200 Gen9 tape library front end servers
- 2 x HPE Apollo 4200 Gen10 tape library front end servers
- 2 x IBM TS4300 tape library with 7 IBM full height LTO-8 tape drives and 336 LTO-8 tapes
- 1 x IBM TS4300 tape library with 7 IBM full height LTO-9 tape drives and 231 LTO-9 tapes
- For tape drives 15 % duty cycle is estimated.

Our DPS platform also includes a dark archive storage for mitigating worst case disasters related to online storage copies. The dark archive can be divided into three components when making calculations about its footprint: (1) Dark archive copy manufacturing, (2) Dark archive copy logistics, and (3) Dark archive copy storage.

We are not required to have dedicated resources for dark archive logistics and storage as they are shared with multiple other customers. Logistics are organized into monthly transports to the dark archive.

The volume of the dark archive is the same as our DPS platform. Currently the dark archive consists of LTO-8 tapes stored in Pelican 1450 transport cases. The total number of these cases is 24, and the total number of dark archive LTO-8 media is 336.

III. MANUFACTURING AND SHIPPING

The carbon footprints of hardware manufacturing and shipping (more accurately: raw materials, manufacturing, shipping, and disposal at the end of the life cycle) have been reported to us by the manufacturers. The calculations from both of the manufacturers are based on the Product Attribute to Impact Algorithm (PAIA) [3] and represent the status of the products in 2022. From these given calculations, Table 1 summarizes the carbon footprint of our DPS platform for hardware manufacturing and shipping.

The hardware components used in our DPS platform for ingesting and preserving contents can be divided into different roles. We can calculate the carbon footprint of the DPS platform based on the following roles: ingest, spinning disk storage, magnetic tape storage, and the dark archive. Fig. 1 depicts the relative size of the carbon footprint from manufacturing and shipping for each hardware role.

The carbon dioxide emissions for the last mile of transportation need to be calculated separately because the distances from the manufacturer sites...
to our data centers are different. The HPE servers are shipped to our data centers from within the EU while tape hardware is transported from North America. The logistics carbon footprint for ten HPE Apollo 4510 Gen10 servers is 675 kg CO2ekv. These calculations are included in the sums in Table 1.

Table 1. The carbon footprints of manufacturing and shipping per unit.

<table>
<thead>
<tr>
<th>Component</th>
<th>Number of devices</th>
<th>Carbon footprint (kg CO2ekv)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HPE Proliant DL360 Gen10 (ingest)</td>
<td>13</td>
<td>14079</td>
</tr>
<tr>
<td>HPE Apollo 4510 Gen10 (spinning disk)</td>
<td>10</td>
<td>44890</td>
</tr>
<tr>
<td>HPE Apollo 4200 Gen9 (LTO-8, LTO-9)</td>
<td>4</td>
<td>9404</td>
</tr>
<tr>
<td>HPE Apollo 4200 Gen10 (LTO-8, LTO-9)</td>
<td>2</td>
<td>4704</td>
</tr>
<tr>
<td>IBM TS4300 tape library (LTO-8, LTO-9)</td>
<td>3</td>
<td>19116</td>
</tr>
<tr>
<td>IBM LTO-8 tape drives</td>
<td>7</td>
<td>665</td>
</tr>
<tr>
<td>IBM LTO-8 tape media (active, dark)</td>
<td>672</td>
<td>5020</td>
</tr>
<tr>
<td>IBM LTO-9 tape drives</td>
<td>7</td>
<td>665</td>
</tr>
<tr>
<td>IBM LTO-9 tape media</td>
<td>231</td>
<td>1726</td>
</tr>
<tr>
<td>Pelican 1450 transport case (dark)</td>
<td>24</td>
<td>210</td>
</tr>
<tr>
<td>Total DPS platform manufacturing CFP</td>
<td></td>
<td>100479</td>
</tr>
</tbody>
</table>

The calculation of the carbon footprint for the dark archive contains emissions resulting from manufacturing the LTO-8 media tapes and the Pelican 1450 transport cases. The exact carbon footprint of a case has not been provided to us, but we can estimate it by looking at the materials from which the case is constructed. A case weighs 2.5 kg and its raw material is polypropylene. Our figures are estimated from the carbon footprint of polypropylene pipe manufacturing [4] and they consist of producing polypropylene molecules and manufacturing the case. The total carbon footprint for manufacturing a Pelican 1450 case is estimated to be 8.4 kg CO2ekv. This is an insignificant part of our whole carbon footprint.

IV. SERVICE LIFE

The carbon footprint of the hardware service life depends on data center Power Usage Effectiveness (PUE). Currently, our services are located in three separate data centers with different PUE values: (1) Data center A with a PUE value of 1.66; (2) Data center B with a PUE value of 2; and (3) Data center C with a PUE value of 1.2. The PUE value defines the energy efficiency of the data center. For example, a PUE value of 1.2 means that the data center requires 20% energy on top of the real power usage of the DPS platform. It can for example be cooling or lighting. The electricity production for the data centers is done with Finnish hydropower where the corresponding carbon dioxide emission is 24 kg CO2ekv / MWh. This figure is based on information found in the carbon footprint calculation tool created by the Finnish Environment Institute [5].

Table 2 depicts the carbon footprint for each hardware component of our DPS during its service life. The calculations include the PUE of the data center where the components are located. We assume in our calculations that servers with hard drives have a lifespan of five years while tape libraries and media have a lifespan of seven years. Fig. 2 shows the relative size of the carbon footprint of the service life for each role of the hardware: ingest, spinning disk storage and magnetic tape storage.

We have in close collaboration with our partner organizations (organizations that preserve their data in our DPS) defined common national preservation specifications, which in detail describe how digital
assets should be prepared before ingesting them to the preservation service. This includes for example requirements for metadata and file formats. We put a lot of effort into automated validation of the submission information packages and their assets during the ingest phase: This includes for example virus checks, full metadata validation, file format validation and verification of checksums. Our service also performs continuous monitoring of integrity by calculating and verifying checksums. For all these operations, to mention only a few, we use the GlusterFS distributed file system\(^1\), MongoDB databases\(^2\), Python programming language, and various 3rd party open source components. Our software stack as a whole uses 100% open source solutions.

Our DPS have 17 experts working full time. The employee carbon footprint is calculated to have been 17.14 kg CO\(_2\)ekv in 2021, making our total annual carbon footprint for human resources in our services 292 kg CO\(_2\)ekv.

The carbon footprint of the dark archive is close to zero. We use one transport case per month, which makes the carbon footprint for the logistics around 4 kg CO\(_2\)ekv per year. Two years are needed to transfer all 3.6 peta bytes into the dark archive using LTO-8 tapes. The storage facility is located in a natural environment, shared with many other users, where external temperature and humidity control is not needed.\(^3\)

---

\(^1\) https://www.gluster.org/

\(^2\) https://www.mongodb.com/

\(^3\) The PUE value is therefore effectively 1.
V. OBSERVATIONS

Due to low carbon dioxide emissions of electricity production, the service life carbon footprint is only around 14% when compared to the manufacturing and shipping carbon footprint. This is shown in Fig. 3. This ratio is low even though we put a lot of computing resources into the validation of the submitted content during ingest. The majority of the carbon footprint is thus generated during manufacturing and shipping, and not during the actual service life of the hardware.

![Figure 3. Manufacturing and shipping create a large carbon footprint compared to the service life.](image)

When considering the storage areal density impact on the carbon footprint, the spinning disk areal density has the highest density and therefore its lifetime carbon footprint is not that far away from the footprint of tape environments. LTO-8, which has the lowest areal density, suffers from the fact that two modular tape libraries are needed to handle 3.6 peta bytes of storage.

Using electricity production with lower carbon dioxide emissions decreases the carbon footprint and reduces the impact that data center PUEs have on the total carbon footprint. Another major point of view that needs to be considered is however the total energy consumption during operation, regardless of the carbon footprint produced by it.

![Table 3. The annual carbon footprint.](image)

<table>
<thead>
<tr>
<th>Component</th>
<th>Annual carbon footprint kg CO₂ekv</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ingest</td>
<td>3520</td>
</tr>
<tr>
<td>Spinning disk storage</td>
<td>9460</td>
</tr>
<tr>
<td>Magnetic tape storage (LTO-8)</td>
<td>4532</td>
</tr>
<tr>
<td>Magnetic tape storage (LTO-9)</td>
<td>3092</td>
</tr>
<tr>
<td>Dark Archive</td>
<td>273</td>
</tr>
<tr>
<td>Human resources</td>
<td>292</td>
</tr>
<tr>
<td>Total annual carbon footprint</td>
<td>21169</td>
</tr>
</tbody>
</table>

It can be noted that the dark archive with LTO-8 magnetic tapes has the lowest annual carbon footprint by far of all hardware components. Active tape environments suffer from tape servers that read and write the data, producing emissions in doing so.

The electricity production emissions play a role, if not a decisive one, in the total carbon footprint. Obviously, electricity production with low emissions should be prioritized.

As a collective result, our annual DPS carbon footprint is 21169 kg CO₂ekv. The Finnish Innovation Fund Sitra has calculated the average annual carbon footprint for a Finnish citizen in 2018, concluding that it is 10300 kg CO₂ekv [6]. The total carbon footprint of our DPS amounts to the carbon footprint of slightly less than three average Finnish citizens on an annual basis.

VI. FUTURE WORK

A few missing components from the calculation have been recognized: The results do not yet include carbon emissions of the optical network, data communication, or common support components for production and development. The carbon footprint relating to pre-ingest processing of digital content is also not within the scope of this paper.

The current calculations will become outdated when we increase the storage capacity or update the hardware. Carbon footprint calculations should be updated regularly whenever hardware infrastructure is changed or renewed.

Some possibilities to reduce carbon footprint are for example changing disk storage to other storage technology with a lower carbon footprint, favoring environment friendly technology and data centers, using emission free electricity, aiming for high areal
density in storage media, and increasing the service life of hardware components in use.

By the end of 2023 the ingest and spinning disk components will be transferred from our site in southern Finland to Northern Finland. The data center cooling in the new site is implemented with open air free cooling which leads into an excellent PUE of 1.05. This means an annual reduction of 435 kg CO₂eq to our carbon dioxide emissions.

We have not utilized Green Coding [7], but the possibility to reduce carbon footprint through efficient processing is something to consider in the future.

A large work is ahead for IT-infrastructure manufacturers. They have to learn to minimize their products manufacturing carbon footprint. One component in this would be extensive recycling of product materials. A second major change which will have a significant impact is the green energy transformation for the production phase of IT-hardware. This transformation has just started in Europe and the future is promising regarding this shift.

We as consumers must start to require and prioritize more environment friendly infrastructure. Hopefully, the digital preservation community and IT experts are able to find ways to influence this in a positive way.
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Abstract – Radio Elyssa's sound archives face challenges in the post-revolution Tunisian context: preserving a large volume of digital content with limited resources while preserving Tunisia's cultural heritage. The Digital Cooperation Association Tunisia and Radio Elyssa are collaborating to test the potential of Artificial Intelligence tools to automate archival tasks. Before any automation, it is necessary to understand the regulatory procedures for digital archiving: identifying, classifying, migrating, and storing data according to best practices. Long-term preservation faces challenges due to limited resources and increasing digitization. The combination of human expertise and AI will enable Radio Elyssa to use AI responsibly to fulfill its mission.

Keywords – artificial intelligence, image, music, Audiovisual, chatbot.

Conference Topics – immersive information, We're All in this Together

I. INTRODUCTION

The period since the 2011 revolution in Tunisia has presented multiple challenges in the capacity to preserve and make accessible Tunisia's rich audiovisual cultural heritage. In response to the various challenges facing Tunisian institutions as well as the new potentials of digital preservation, the Digital Cooperation Association Tunisia (“DCAT”) was formed in 2019 by members of the audiovisual archives community. DCAT supports digital archival efforts through partnerships, research, and trainings (such as Webinar Series “Digitisation and Restauration of Audio-visual Objects” organised by Landesarchiv Baden-Württemberg) aimed at developing archival expertise and building a collaborative community. This article describes a partnership between DCAT and a community radio station called Radio Elyssa that focuses on researching and testing the potential of artificial intelligence tools to support digital preservation strategies and audience engagement. Radio Elyssa was created in 2012 to present events and educational programs from the city of Gabes, with a focus on civil society and sustainable development activities of the municipality. The project tests how appropriate use of artificial intelligence tools can help to make archives more accessible, better organized, and preserved, thus highlighting and realizing their cultural value.

II. INTEGRATING AI INTO RADIO ELYSSA'S DIGITAL PRESERVATION STRATEGY

A significant portion of Tunisia's radio archives have been lost due to financial pressures resulting in the closure of many stations, and lacking resources many of the remaining collections are not being properly maintained. Radio Elyssa's sound archives are of great value in documenting Tunisian history and culture across the southern region. Unfortunately, Radio Elyssa faces new challenges that put their collections at risk: economic difficulties, gaps in cultural preservation capacity, and huge amounts of digital content to manage. The station broadcasts 24 hours a day, seven days a week, with one-hour programs recorded in an MP3 format at 128 kbps, totaling 1.2 GB of content per day of audio recording. In the past, these recordings were made on physical media (CD) and many of these recordings were lost during multiple location moves between 2012 and 2014. Additionally, at some points the station was relying on YouTube as a backup format which is also not a sustainable archival medium. In 2020 they received a new radio license through the The Independent High Authority for Audiovisual Communication (HAICA) [1], and the law obliged them to adopt a preservation strategy...
This partnership explores how AI can help in the development of a sustainable and affordable preservation strategy.

To ensure the long-term preservation of cultural heritage, a reliable preservation strategy includes the creation of geo-redundant preservation of 2 or 3 master copies, the migration to new formats and media, awareness of obsolescence, controls of integrity, accurate metadata, transparent rights management, professional monitoring, and adaptation of standards. Radio Elyssa’s archives face digital preservation challenges due to technical, financial, and human constraints, which influence the choice of storage formats. They aim for an optimal balance between storage space and quality and implement regular verification, migration, and cloud backup procedures to minimize data loss.

While Radio Elyssa’s archive is primarily comprised of audio recordings, it also includes image and video content used for promotion and education. They use lossless formats like JPEG and FLAC [3] for images and audio. The MP4 format with X264 encoding is chosen for video, specifying a parameter (CRF) that adapts the bit rate according to the content. A value between 15 and 20 offers a compromise between quality and storage space.

Storage solutions include multiple SSDs for backup with a plan to migrate to higher quality storage media every five years. Data integrity is verified prior to migration. Initial investments have covered the purchase of storage media and verification procedures but the long-term plan is for an extensive cloud storage service to reduce the need for local storage.

Innovation in AI can improve archive management and has the potential to quickly analyze large data sets and automate archiving tasks. The Radio Elyssa case study focuses on the judicious use of targeted AI applications to optimize specific tasks while adhering to archiving best practices and increasing audience engagement. The goal of implementing AI is to reduce costs, including technical training, and to improve efficiency. The partnership between DCAT and Radio Elyssa tested the following AI tools to identify which ones would be most helpful for Radio Elyssa’s long-term goals of preservation and audience engagement:

- Chatbots for video and sound migration
- AI for audience engagement through image enhancement
- AI for audio enhancement and music creation
- AI for transcription and subtitling of Tunisian Arabic
- AI for Analyzing and Correcting Video, Creating Subtitles, and Detecting Deepfakes

This article will explain how these tools were tested, and the benefits and challenges that arose. It is important to note that AI must be carefully implemented to complement human monitoring that determines appropriate digital preservation methods.

III. Testing Chatbots for Video and Audio File Migration

As part of long-term preservation and access, Radio Elyssa migrates its production-output audio and video files to higher quality formats. Audio MP3 files are converted to the lossless format FLAC, and video MP4 files with h264 codec are converted to a VP9 codec [4] (with a CRF of 18) which supports higher resolutions up to 8K. Chatbots [5] such as ChatGPT [6] can simplify this process of audiovisual content migration. For those unfamiliar with Python tools for audio-visual [7] tasks or FFmpeg [8], the use of chatbots can help guide the migration process. Chatbot technology can help break down the steps of all parts of the migration process, enabling real-time feedback, simplifying progress tracking, and making adjustments as needed.

The team from Radio Elyssa and DCAT tested four chatbots (Chat GPT, You.com, Caktus AI and writesonic.com) for use in automating migration tasks. They found that all the chatbots could help automate their tasks, although Caktus.AI offers more parameterization and customization of the conversion. Recognizing that automating large processes would be expensive with a paid solution, they noted that Chat GPT and you.com’s free services would be preferred for budget-conscious archives. They also noted that given limited technical knowledge on the part of archivists and the potential to make mistakes when using chatbots, a better solution may be the simple use of open-source app shutter encoder [9].
The chatbot tests raised many questions about the technical expertise, both of coding and of file formats and codecs, that is needed in archival management. Although using chatbots to automate tasks may seem accessible to staff with more programming experience, it still may be inaccessible to some staff, without significant investment in training. More research is needed to understand how to develop the human skills needed for archival tasks in a digital preservation strategy incorporating AI. On one hand, human oversight is needed when implementing AI tools, and on the other hand, staff must be properly trained to provide that oversight.

Super-resolution creates an increase of resolution in image processing and can be very helpful in making images usable, but the increase in storage space raises questions about the feasibility of long-term storage. The tests also raised significant questions about the authenticity of images and concerns of how tools such as super resolution could change, for example, facial features in a photograph. The tests raised the important point that the responsibility for preserving the authenticity of archives rests with humans.

IV. AI FOR AUDIENCE ENGAGEMENT THROUGH IMAGE ENHANCEMENT

Radio Elyssa’s photographic archives, featuring radio shows, guests, and special events, represent valuable resources to engage audiences, albeit with somewhat limited quantity. These images are an effective means of attracting audience attention before and after broadcast through social media platforms such as Instagram. Unfortunately, many of these images have been shared and stored in low TIFF quality versions, reducing their effectiveness to inform audiences about radio programming. For long-term preservation these images converted to JPEG, and using AI tools can help with the improvement, enhancement and optimization of images, making them more legible and suitable for use on different platforms.

Due to limited expertise working with images in the team, they chose to test tools that could perform simple tasks such as object and background removal with remove.bg and automatic color correction and super-resolution [10] with Real-ESRGAN which performs Real-World Blind Super-Resolution training with pure synthetic data [11].

Super-resolution creates an increase of resolution in image processing and can be very helpful in making images usable, but the increase in storage space raises questions about the feasibility of long-term storage. The tests also raised significant questions about the authenticity of images and concerns of how tools such as super resolution could change, for example, facial features in a photograph. The tests raised the important point that the responsibility for preserving the authenticity of archives rests with humans.

V. AI FOR AUDIO ENHANCEMENT AND MUSIC CREATION

Making the Radio station’s sound archive available for long-term preservation and re-use has a few challenges. Questions of copyright mean that not all music is accessible for re-use, and external recordings suffer from poor sound quality due to non-professional equipment and a lack of sound management expertise. To address these concerns, the team tested Artificial Intelligence tools for sound improvement, automatic mixing/mastering, and music creation.

The team used Krisp.ai and Adobe podcasts [12] to test how they were able to enhance and automatically attenuate noises in external interviews, in order to save time in the studio. They found that Adobe was able to reduce noises by 100%, while Krisp.ai was not able to reduce all the noises, despite the wide options that it offers. For automated mixing/mastering algorithms they tested Mixcord and Square and found that they improved consistency and productivity, mixing 100 times faster than manually. They tested Jukebox [13], MuseNet [14], AIVA, and beatoven.ai to generate customized music in order to expand Radio Elyssa’s musical offerings.

These tests provided important insights into the potential benefits and challenges for using AI in a radio sound production environment and archive. The team found that while these AI tools helped to produce high-quality programs, optimize editing time, and saving on archiving costs human supervision is still essential. They found, for example, that AI algorithms struggle with complex audio, requiring human adjustments. They noted that because sound design choices ultimately shape Radio Elyssa’s programming character and impact, they need to be controlled by experienced
professionals. Additionally, the use of AI-generated music raised questions about the need for human verification to ensure copyright compliance. Additionally, using AI-generated music can be problematic because listeners are not accustomed to it.

In summary, the targeted, responsible AI use for specific audio tasks can optimize Radio Elyssa's post-production processes. But human expertise, judgment, and curation remain essential to ensuring the audio heritage's artistic quality and uniqueness. The tests revealed the important point that AI augments—rather than replaces—human capabilities.

VI. AI FOR TRANSCRIPTION OF THE TUNISIAN ARABIC DIACRITECT

Transcription of speech is a powerful tool that many archives employ for increased access to their collections. Speech-to-text tools can produce transcripts for search and research purposes, and can help create subtitles for video content. Radio Elyssa and DCAT tested multiple speech-to-text tools including Kaptoned, Kapwing, Free subtitle.ai and Subtitlebee and found that none of them could sufficiently recognize the Tunisian Arabic dialect. Despite the availability of parameters for the Tunisian dialect in different systems and programs, support remains limited, leading to unacceptable transcription errors.

One possible solution could be the development of speech recognition software or machine learning models specifically trained on Tunisian dialects in collaboration with archives. This would improve the accuracy of the transcription process and better support for the language and its nuances. Another approach could be to use local linguists and experts to manually transcribe and annotate audio recordings, to create a training dataset for machine learning models. This dataset could be used to improve existing automatic transcription systems or to develop new ones according to the specific needs of the dialect. A combination of technology and human expertise is likely to be required to effectively address the challenges posed by the Tunisian dialect. This will ensure the accuracy and reliability of the text produced from these tools.

VII. AI FOR CORRECTING VIDEO, CREATING SUBTITLES, AND DETECTING DEEPFAKES

Although the archives of Radio Elyssa contain only a limited number of videos (programs, interviews, news), AI offers the potential to help improve these images with tools such as motion detection, green screens, or background removal (runway ml). Text-to-video tools [15] such as Gen2 can delete objects or create video from text, opening up new potential for post-production or creative re-use of video from the archives.

AI tools offer a lot of potential also for creating subtitles and translations on video files, but the problems of automatic generation of subtitles remains a challenge for the Tunisian Arabic dialect, as explained in the section about transcription.

Finally, Radio Elyssa and DCAT have been testing tools to detect deepfakes [16], such as Deep AI's DeepFake-o-meter. The team understands that broadcasters and archives need to take careful steps to ensure the authenticity of content and to avoid accidentally sharing or storing deepfakes in the archive. Unfortunately, the development of deepfake detection tools helps to aid the development of deepfakes themselves, and the speed of evolution of deepfakes makes it impossible to create tools to detect them. The team is aware that deepfakes are a serious concern to the ethical responsibilities of broadcasters and archives, and that humans must play a role in carefully checking sources in order to verify authenticity.

VIII. CONCLUSION

Radio Elyssa and Digital Cooperation Association Tunisia's partnership created a rich environment for exploring the potential of AI to assist the radio station's long-term digital preservation strategy. Given that the radio station's goal is production, it is helpful to partner with an outside organization that is oriented towards the technical and intellectual demands and challenges of preservation. Radio Elyssa is facing technical and financial difficulties, including a lack of resources and expertise and creative solutions and the use of AI have helped the station to reduce the costs of technology, equipment and training in order to fulfill the mission of preserving Tunisia's cultural heritage, while respecting ethics and rights. However, challenges remain with regards to the accuracy of
audio transcription, compliance with copyright for AI-generated content, and human responsibility for the ethical preservation of cultural heritage over the long term.

Continuing professional training of employees mixed with the development of strong digital preservation governance is essential to ensuring Radio Elyssa's digital sustainability. A balanced combination of AI software, open-source software, such as cup cat, and shutter encoder, and human know-how prevents over-dependence on either. Responsible use of AI means that it must be supervised and controlled by human experts at all stages. Humans must define policies, understand the limitations of AI, and make the final decisions. Preserving high quality audiovisual heritage depends on informed human decisions supported by tools used with discernment. By investing responsibly in infrastructure and procedures that balance constraints and best practices, Radio Elyssa's archives can be sustainability preserved. Through this partnership with DCAT, Radio Elyssa recognized that careful adoption of AI tools, with appropriate governance structures and human supervision, will be essential to ensure ethical [17] and sustainable cultural preservation.
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Abstract - Most of the knowledge generated in academic institutions today is in digital form. Given that institutional repositories (IRs) across universities receive, preserve and make access to digital assets. The aim of this study is to assess the status of digital curation at Institutional repositories in selected Universities in Botswana and Kenya. The study takes a quantitative approach whereby data was collected through survey questionnaires administered amongst university IR staff in Botswana and Kenya. The data collected was analysed and presented with tables and figures. The Open Archival Information System (OAIS) Functional Model was used in this study as a lens to investigate the problem. The findings of the study show that public universities in Botswana and Kenya have established IRs that ingest digital records into their custody. Most resources ingested include thesis and publications by academic staff and students. These IRs store their digital records on local servers and other storages like CDs. This study found that the majority of the IRs both in Botswana and Kenya do not have digital records preservation plans. This study recommends the use of the OAIS model to preserve, manage and make access to digital records at East and Southern African public Universities Institutional Repositories.
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INTRODUCTION

Universities and higher education institutions are in the business of generating a lot of information and knowledge resources, both in analogue and digital formats. By comparison, digital content has become increasingly ubiquitous in present day organisations. Anderson and Rainie (2012) acknowledge that “we swim in a sea of data [...] and the sea level is rising rapidly”. Institutions are increasingly finding themselves “between a rock and a hard place” when facing rapidly changing technologies and the sheer volume of digital creation (Hedstrom, 1998). Due to the exponential creation of born-digital materials, information is being lost nearly as soon as digital assets are produced. As a result of this, individuals, institutions, and society as a whole need an accurate, complete and usable record of human activities, and an appropriate legal and institutional framework in which to use that record. Without trustworthy records, people and institutions cannot make informed decisions, verify existing information, evaluate evidence, hold others accountable, construct accurate histories or develop new knowledge (Prom, 2011). An authentic record does not preserve itself, and even the best-intentioned record creators often lack the resources or expertise to act as permanent custodians for non-current records. Nor can we rely on those who provide the service of temporarily storing and transmitting records to permanently preserve an interpretable record of human activity (Prom, 2011).

Harvey (2010) posits that technical obsolescence or fragility, lack of resources, ignorance of good practices, and uncertainty over appropriate infrastructure – all constitute serious risks to data. In previous years, digital preservation efforts originally focused on ensuring that material survived technical obsolescence and organisational mismanagement. Preservation implied a passive state, where material would be “dumped” in an inaccessible “dark archive”, with only a few authorised users, to ensure that it retained its integrity and authenticity.
Lately, the focus has shifted to ensuring that digital material is managed throughout its lifecycle so that it remains accessible to those who need to use it. Metadata is used to both improve accessibility and discoverability; and to control authentication procedures, creating audit trails to ensure that material cannot be accessed or altered by those not authorised to do so. Digital material is actively preserved, used and reused for new purposes, creating new materials. Unfortunately, relatively few institutional repositories in African public universities have implemented systematic institutional functions to preserve digital records in their keeping. Institutional repositories need a practical method to capture, preserve and provide access to records like email, blogs, digital photographs and unpublished reports, which are at extreme risk of loss over the medium and long term (Prom, 2011).

According to Walters and Skinner (2011), the responsibility for the custody and preservation of cultural heritage lies squarely upon the shoulders of librarians and archivists. This paper assesses the status of digital curation at Institutional repositories in selected Universities in Botswana and Kenya. An Institutional repository (IR) has been defined as a library of digital objects and associated metadata from a single institution (Clobridge, 2010)

**Research Problem**

Universities and other research organizations create and amass large volumes of digital assets and information which include administrative records, theses and dissertations, research publications, multimedia collections, digital surrogates of cultural material, learning objects, course materials, among others (Schmidt, Ghering and Nicholson 2011). Tindermans (2009) addressed the subject of digital preservation in the community pointing out that the huge volume of digital content, diverse variety of digital objects formats coupled with rapid technological changes that gave rise to an influx of new versions was a red flag that could not be ignored. Institutional repositories in many public universities in Africa such as Botswana and Kenya lack comprehensive, campus-wide digital preservation programmes or guidelines. Intentional digital preservation strategies are necessary in order to respond to the increase in digital content - especially in technology-dependent formats - and to provide prolonged access to digital records and archives. The goal of this research study is therefore to determine what is occurring in institutional repositories of selected universities in Botswana and Kenya with regard to digital records curation and to eventually propose a strategy that can be adopted by these institutions to support the long-term preservation and access of digital records and archives.

**Research Objectives**

The objectives of this paper are as follows:

1. To establish how IRs in selected universities acquire digital records
2. To evaluate the methods used to store digital records in the IRs
3. To investigate how digital records are managed in the IRs
4. To establish the preservation strategies for digital records in the IRs
5. To find out the procedures for access and use of digital records in the IRs
6. Propose recommendations to enhance digital curation practices in the IRs.

**The Concept of Digital Curation**

The term digital curation was first used in 2001 to refer to digital preservation, data curation, and the management of assets over their lifecycle (Yakel, 2007). Today, the term digital curation is increasingly being used for the actions needed to add value to and maintain these digital assets over time, for current and future generations of users (Beagrie, 2008). According to Yakel (2007), “Digital Curation is the active involvement of information professionals in the management, including the preservation, of digital data for future use”. The Digital Curation Centre (2020) defines digital curation as “maintaining and adding value to digital research data for current and future use” and adds that “it encompasses the active management of data throughout the research lifecycle”. According to Yakel (2007), “Digital Curation is the active involvement of information professionals in the management, including the preservation, of digital data for future use.” Given the diversity of its stakeholders and of the environments in which it is conducted, digital curation potentially involves anyone who interacts with digital information during its lifecycle.
For purposes of this study, digital curation shall be defined as the active involvement in the management, including the preservation, of digital resources for future use. This intentionally broad definition is slightly adapted from Yakel. It omits the restriction to who is involved and uses the term “digital resources”. Note that the focus on future use can be a very close or a very distant future. Ball (2010) defines digital curation by stating that digital curation in IRs must be seen and understood together with terms of preservation and archiving.

In almost all areas of society, but in particular in science, research, and scholarship, the ability to effectively create, share and use digital resources has risen to form a crucial ability. The ability to manage these assets for current and future use is equally critical for a sustainable society. Institutional repositories play a crucial role in the preservation and making access to digital data and records through IRs. A study by Kakai, Musoke, and Okello-Obura (2018) found that libraries at Universities in East Africa were taking the lead in initiating and implementing IRs.

**Models And Standards of Digital Archives Curation**

In 2008, Higgins proposed a lifecycle in seven phases, namely the Digital Curation Centre (DCC) curation lifecycle model (2008), based on Pennock’s (2007) lifecycle approach to digital curation. This lifecycle is composed of the following phases: create or receive; appraise and select; ingest; preservation action; store; access, use and re-use; and finally, transform, which links back to the first phase. According to Higgins:

“This lifecycle approach ensures that all the required stages are identified and planned, and necessary actions implemented, in the correct sequence. This can ensure the maintenance of authenticity, reliability, integrity and usability of digital material.” (Higgins, 2008).

National Archives of Australia (2006) opines that Intellectual and physical management systems that are employed to store, manage, retrieve and deliver digital objects should, ideally, be based on open standards to ensure sustainability of the systems over time. Open standards exist for format types, for operating systems, disk drives and so on. If proprietary systems are used, digital objects could be lost or rendered uninterpretable over time. The Archives Domain is advocating that digital archiving solutions be based on open standards such as the Open Archival Information System (OAIS) Reference Model ('Blue Book' digital preservation framework – ISO 14721: 2003).

**Theoretical Framework**

There are different models that may be used in the management of records such as the Records Life-Cycle Model, the Records Continuum Model and the OAIS Model. However, this study uses the Open Archival Information System (OAIS) Functional Model as a lens to investigate the status of the preservation and access of digital records by the public universities in Botswana and Kenya. The OAIS model categorizes the core set of tools with which an OAIS-type archive meets its primary mission of long-term preservation of information and access by the users (Digital Preservation Coalition 2015). Figure 1 depicts the OAIS model.

![OAIS Functional model](Source: Digital Preservation Coalition 2014)

The adoption of OAIS was purposely for its wide applicability for long-term preservation to any context, but principally in a digital environment, hence its relevance to the present study. The model is also suited for application in organizational and institutional set-ups such as public universities.

**Methodology**

This study used the quantitative approach whereby data was collected through questionnaires administered amongst university institutional repositories staff in Botswana and Kenya. The researchers desired only one response from each institution, preferably the staff in charge of the IRs. Online survey questionnaire was sent to four (4) public universities in Botswana and Kenya, giving a total of eight (8) questionnaires. The survey did not include private universities, colleges, or vocational training institutions. In total 8 responses were received. The data collected was analysed and presented in tables and figures.
Results And Discussions

The following section presents the results as per themes drawn from the research questions of this paper which are: acquisition of digital records in the IRs, management of digital records in the IRs, preservation strategies for digital records in the IRs, access and use of digital records in the IRs as well as recommendations to enhance digital curation practices at the IRs.

Ingest Of Digital Records

The ingest function as per the OAIS functional model relates to the receipt of information from sources, its packaging, acceptance of a Submission of Information Package (SIP), verification and the transfer of the created Archival Information Package (AIP) to the archival storage.

Types of digital records - Some of the digital records received by IRs include e-prints (both pre- and post-prints), grey literature (especially e-theses), working papers, technical reports, books and book chapters, conference papers, posters and administrative records (Jones, n.d). Respondents were asked to identify the types of digital records they received at their Institutional repositories. As shown in Figure 1, the majority of the respondents (42.9%) indicated that they receive thesis at their repositories followed by scientific research papers, artefacts, research publications, peer reviewed and published prints all at 14.3% each. Public universities generate large volumes of digital content emanating from three broad activities namely teaching, research and extension and outreach.

Best practice in digital archiving demands that archival repositories should formulate and implement collection development policies addressing the materials that the archives retain and what that which is not collected (Noonan and Chute 2014). The study findings indicated that majority of the institutions (75%) had collection development policies while two of the institutions were in the process of developing such documents.

Information Attached to the Digital Content

When asked about the essential information that should be attached to the digital content before acceptance into the IR, respondents answered as follows:

R1: Plagiarism similarity check report and author consent form.
R2: Delivery list from postgraduate or IR submission Form.
R3: It’s provenance.
R4: For hardcopy publication you have to scan it to digitize and soft.
R5: Item description (author, title, publisher, citation etc.).
R6: Thirteen elements from Dublin Core metadata Standard.
R7: ORCHID ID is critical

Digital records verification - OAIS functional model also requires that information be verified during the ingest function. Exlibris Knowledge Centre (2022) is of the view that the responsibility for the quality and accuracy of Institutional Repository staff) stood at 12.5 % each. A study by Kakai (2018) revealed that lack of open access policies operating within institutions and lack of awareness of open access IRs among researchers and academicians were some of the factors that contribute towards limited acquisitions.
content belongs to the source of data. The study respondents were asked to indicate how the information they received was verified. The R1 indicated that they have an office designated to repository administrator who is responsible for verification; R2 indicated that they have a Correction of Thesis form; R3 revealed that they do not verify information yet; R4 revealed that they use a Sherpa Romeo; R5 said that they compare the information with the physical document. One respondent did not answer this question; R6 indicated that metadata is verified by the Repository manager before the content can be published while R7 said metadata is verified through the registry of researchers.

Packaging Of Digital Information

The study sought to find out how the digital information received was packaged. Two of the respondents did not answer this question; however, the rest of the respondents gave the following answers:

R1 When the digital content is received at the office of repository administrator, its first run through “Turnitin” the anti-plagiarism software to verify the level of plagiarism whether it is within the University's accepted standard. Secondly, it’s processed by classifying to determine the repository community and subject which is treated in the document. Finally, the record is entered to the IR.
R2 Once uploaded, the work can be searched via author, subject, title etc.
R3 We have not yet received digital information, only print.
R4 For hardcopy publications you have to digitize by scanning.
R5 Information is arranged into groups called communities which are subject-specific. In the case of [University X] the communities have similar names as university Faculties. So basically, the information is packaged according to faculties.
R6 The repository is made up of different communities within the University.

Storage Of Digital Records by IRs

Archival Storage function is about the storage, maintenance, and retrieval of archival information packages (AIPs). It accepts AIPs submitted from the ingest function, assigns them to long term storage, migrates AIPs as needed, checks for errors, and provides requested AIPs to the Access function. Some University IRs in this study stated that they use the DSpace software; however, Kakai et al (2018) argue that software is not easy to install and maintain.

Query requests - The respondents were asked to state the procedure for executing query requests and generating results. The responses were as follows:

R1 The users have been assigned to a specific email that receive and answer users' questions.
R2 Via manual or online request through email and the same for results.
R3 Not yet applicable [ IR not yet established]
R4 Searching using Author, title and subject.
R5 Contact the IR Manager.
R6 The D-Space platform sends emails to administrators and if there is a query then the admins will address it.
R7 DSpace's JSPUI. The JSPUI defines several filters, listeners and servlets to process a request.
Reports generation - The respondents indicated that they generated the following reports: deposits reports and entries, usage statistics (downloads, views), most popular items and authors, content statistics, search statistics, storage statistics, statistics by country, items added in a given certain of time, total items in a repository.

Preservation Planning

Preservation planning function supports all activities meant for long term preservation and accessibility of digital records.

Preservation tasks - Respondents were asked to state whether they had preservation or migration plans in place and the majority of them (71.4%) indicated that they do have preservation plans, while 28.6% indicated that they do not have preservation plans as depicted in Figure 5.

Evaluation and risk analysis of content - When asked how often they do evaluation and risk analysis of content, 80% of the respondents indicated that they do not do any risk analysis of content or they don't know about it, while only 20% indicated that they do it daily and quarterly.

Access And Use of Digital Records

The Access function relates to the user interface that allows users to retrieve information from the archive on request. Kakai, Musoke and Okello-Obura (2018) argue that in the digital environment, library users are interested in easily accessing full-text information resources, and these should be readily available from IRs. Respondents in this study were asked to comment on how user-friendly their interface was based on a scale of 1-5 where 1 was fairly friendly and 5 very friendly. The majority of them (50%) chose 5, 33.3 chose 2 while 16.7 chose 1 as depicted by Figure 6.

Recommendations To Enhance Digital Curation Practices

Based on the findings from the data collected, this paper presents the following recommendations:

- Expansion of digital information content that is received by IRs to other materials such as digital archival materials and photographs
- Universities should diversify their sources of digital records to ensure that more information is preserved and to comply with the legal deposit legislation. Other sources which are not target for the IRs surveyed in this study include other universities and publishing houses.
- Cloud storage is recommended with its capacity to improve access to sharing of information and its preservation.
- Implementation of the OAIS model for digital records preservation by IRs as it promotes long term preservation of digital records and may allow of interoperability with other IRs.

Conclusion
This study has established that some universities in Botswana and Kenya do have IRs that ingest digital records into their custody though the resources are mostly limited to thesis and publications by academic staff and students. The study also found that the storage of digital records by IRs in Botswana and Kenya is mostly on local servers and CDs. Furthermore, the majority of the IRs surveyed indicated that they do not have preservation plans for their digital records. As digital records are increasingly being generated, IRs would play a crucial role in the preservation of digital records in the Southern and Eastern countries such as Botswana and Kenya. The current survey may serve as the basis for bigger research to include more IRs in Southern and Eastern Africa.
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Abstract – While New York University Libraries has a long history of and commitment to digital collecting and preservation efforts, the institution did not have any policies governing the services and activities of digital preservation prior to 2022. This paper details the creation of a holistic digital preservation policy statement, with contributors from across ten functional units at NYU Libraries. The policy was grounded in the Libraries’ mission and values—including deep commitments to inclusion, diversity, belonging, equity, and accessibility—and drew on themes crafted by all members of the group to ensure their work was represented in the statement. The success of the policy group was rooted in its intentional formation and processes that acknowledged the distributed nature of digital preservation and emphasized the creation of a community of practice. Further, it laid the foundation for a more complete suite of preservation policies and forward-looking conversations about how to enact ethical and sustainable stewardship practices in our digital-focused work.

From contributing to the development of the Metadata Encoding & Transmission Standard; adopting web archiving for special collections repositories in 2007 to the IMLS grant Saving Data Journalism to archive dynamic websites in 2019; launching international postcustodial projects such as the Afghan Digital Library and Arabic Collections Online; the publication of profession-wide standards such as “Digitizing Video for Long-Term Preservation” and “Guidelines for Preserving New Forms of Scholarship”; much of NYU Libraries’ work in digital preservation has been in public, collaborative projects, often supported by grant funding [1-3]. Beyond the in-house research and development department, Digital Library Technology Services, these projects germinated across the Libraries in Research & Research Services, the Barbara Goldsmith Preservation & Conservation Department (Preservation Department), and special collections repositories.

In addition to many public-facing projects, NYU Libraries developed its own digital repository in 2011 and is actively engaged in the preservation of digital content, born-digital media, digitized analog content, and software. While many digital preservation practitioners at the Libraries recognized the importance of collaboration, there was also a tendency to work solely on localized decisions and technical frameworks without looking toward holistic needs across the institution.

II. INSTITUTIONAL CONTEXT
In the last five years, NYU Libraries has undergone a significant organizational change prompted by new leadership. In 2018, H. Austin Booth was appointed Dean of NYU’s Division of Libraries, an organization that includes NYU Press and NYU-TV. Dean Booth reorganized the leadership, creating a flatter organizational structure that enables direct communication between the leaders of all functional groups. The Preservation Department then joined the senior leadership team, providing new opportunities for collaboration on digital preservation.

Following the reorganization, Dean Booth charged the leadership team with the creation of a digital library governance structure that focused on inclusive and equitable practices across digital collecting, preservation, and access in the Libraries. This aligned with one of the top strategic priorities for the organization—digital preservation—along with a growing recognition that areas of digital collecting were not open to all curators and collectors across the Libraries. For instance, when the digital library group was focused on supporting grant funded projects in the special collections repositories, there was no labor or resources to dedicate to new projects or collecting areas outside of grant structures. Furthermore, a reliance on grant funding for digital preservation projects created new work that was challenging to maintain after grant periods ended. This challenge prompted a commitment from the new leadership to the principle of ethical, sustainable stewardship of all collections, but especially when embarking on new digital collections work.

In 2020, senior leadership created a Digital Library Steering Committee to prioritize and resource proposed digital library projects from across the Libraries, inclusive of both general and special collections. The Steering Committee is informed by the work of a short-term Digital Library Selection Priorities Working Group, which produced criteria for digital collecting; and ongoing resource, labor, and workflow analyses provided by a Digital Preservation and Access Committee. The governance groups were all intentionally staffed with a balance of practitioners and curators to help inform each others’ work and create a shared understanding of how digital collecting and preservation would evolve at the Libraries.

Into this new landscape, the lead author was promoted to Director of the Preservation Department in January 2021. While, as the former supervisor of preventive, general, and special collections conservation, McCann had established strong relationships with collections managers and subject librarians throughout the Libraries, digital preservation was new to her portfolio. Consulting with the second author, McCann realized that early-stage collaboration and building an inclusive community of practice would be critical to create policy for digital preservation at NYU Libraries [4].

1. III. ENVIRONMENTAL SCAN

In her first year as Director, McCann undertook both an external and internal environmental scan. Central in her learning about this area were concepts of the distributed nature of digital preservation from the literature, the work of the digital library governance groups, and, perhaps most importantly, informal connections with colleagues over a long tenure at NYU Libraries. An external review of policies showed diversity of style and scope at peer institutions. McCann’s outreach to peer institutions also revealed that these policies were commonly authored by a single individual or single department, and many were focused solely on infrastructure. Considering NYU was already deeply engaged in the work of digital preservation, she determined it was most strategic to focus on a policy statement from which other policies could be developed.

Internally, in order to better understand the digital preservation touchpoints within NYU Libraries, McCann convened meetings with individuals and in small groups with colleagues in disparate departments. The internal environmental scan revealed that many colleagues are engaged in the work of digital preservation, and while there are some strong intra-organizational collaborations overall, other work was siloed. Many colleagues were surprised to learn that other departments were engaged in digital preservation. While this surprise in a few instances was attributed to an individual’s narrow definition of digital preservation, usually it was due to the consequence of a large complex organization and the past hierarchical structure that hindered interdepartmental communications. For example, the Collection Management department regularly determines digital preservation terms on leased e-resources, and the Data Services
The leaders of each unit were asked to nominate potential collaborators who were interested in the process and the goals of the group. While most nominations were for individuals within the reporting structure of the leader's department, there were notable exceptions. For example, the second author comes from a technical services department for archival collections, though on the policy task force she represented the curators in special collections repositories who acquire and appraise digital archives. The Libraries’ Inclusion, Diversity, Belonging, Equity, and Accessibility (IDBEA) Steering Committee, whose co-chairs sit on the senior leadership team, was represented on the task force as well. In addition to the IDBEA Steering Committee and the Preservation Department, the task force had representatives from Collections & Content Strategy; Digital Library Technology Services; Libraries Information Technology Services; Knowledge Access & Resource Management Services; NYU Special Collections; NYU-TV; Research and Research Services; Scholarly Communications and Information Policy; Teaching, Learning, and Engagement; and User Experience.

2. IV. POLICY CREATION

The Digital Preservation Policy Task Force was convened in May 2022 and was charged with creating a concise digital preservation policy statement for the Division of Libraries within a five month period. The co-authors co-chaired the task force. The task force agreed to norms for anti-oppressive facilitation that are widely used at NYU Libraries, and adopted a participatory decision making model for work on the policy statement [5].

Over ten synchronous meetings with one to two weeks of asynchronous work between, the task force proceeded in three phases: research, drafting, and revision.

In the research phase, members shared resources that could inform the group's final product. Excerpts from Trevor Owens's Theory and Craft of Digital Preservation and the article “What’s Wrong with Digital Stewardship?” formed the core of the group's initial reading [6-7]. The task force reviewed peer institution policies, ranging from public and private local and national institutions, such as Columbia University and the University of California, as well as model policies like the NASIG Model for Digital Preservation Policy. [8-10] Members also explored concepts adjacent to digital preservation work, such as maintenance and broken world vocabularies [11-12]. Throughout this process the group saw that the scope of digital preservation at academic research libraries goes beyond preserving and making accessible digital content to the broader work of helping researchers render their data preservable and reusable. Therefore, members determined that building digital preservation awareness and literacy must be part of the policy statement.

While reviewing the shared resources, each member took notes or highlighted salient points in a communal document, which then guided meeting discussion about the scope and shape of the policy statement. Drafting began with each member of the task force defining the term “digital preservation,” surfacing assumptions and gaps in each others’ knowledge. From this exercise, the task force defined specific themes that were then expanded into bullet points, with many of the themes taken directly from members’ conversation in the shared readings discussion. The members also continued to outline the scope of what they saw as relevant for a policy statement while creating a narrative written policy from the bullet points.

The task force built a review of the completed draft by the senior leaders and department managers into the revision process, including gathering feedback from the colleagues at all levels in the organization who were engaged in digital preservation work. Once feedback was incorporated into the draft, the final version was copy edited before approval by the Dean. The completed policy
was circulated to the Libraries in the Dean’s weekly newsletter, and published on the Libraries website in November 2022 [13]. The task force conducted an after-action review, highlighting that clear expectations, strong communication, and a compressed timeline provided helpful support for the creation of the statement. A deliberate representation of all areas of the Libraries also fostered new connections between colleagues and built greater understandings about the complexity of digital preservation needs for those who engage in this work daily.

3. V. POLICY

The broad themes that the task force built out into the policy included a grounding in the Libraries’ mission and values, open access, active and iterative maintenance, community outreach and collaboration, stewardship, external partners and tools, and challenges and risks. In writing the policy, the task force thought deliberately about how issues of inclusion and diversity could be represented in the statement, especially when considering the drive to collect digital materials from historically underrepresented communities. In the policy statement, the task force acknowledges the challenge in balancing the institution’s commitment to accessibility to researchers with disabilities with the ethics of preserving materials that are restricted from use: “We commit to making material available to the widest possible range of users, including those with disabilities, and to adapting the process for making materials open and accessible as the work evolves. We make this commitment while recognizing that not all content may be made accessible” [13]. Another theme in the policy is the centering of people who do the work of digital preservation, particularly the work of maintenance that is frequently overlooked. Here the task force acknowledges that the work of digital preservation is dependent on having the resources to continually dedicate to the work: “We will meet the challenges of digital preservation head-on with the resources we have” [13].

The policy statement is defined internally as adaptable to changing priorities and needs, and as such, revision is expected: “We continuously evaluate our institutional approach, whether risk-tolerant or risk-averse, and adjust as necessary given the surrounding circumstances [13].” One area that will be considered in future revisions is to specifically call out the relationship of digital preservation and climate change, an area of increased interest and scholarship, as well as a priority for our University [14-16].

There is wide recognition from the task force and invested collaborators across the Libraries that the policy statement was a necessary foundation for the creation of a fuller suite of digital preservation policies. The policy statement provides guidance for other policies that we know to be gaps. These policies, including digital collection development and repository documentation, are crucial for meeting our commitment to ethical, sustainable stewardship of digital collections.

4. VI. CONCLUSION

With the policy live on the Libraries’ website, the task force created a model for how to collaborate efficiently and grow a community of practice. The policy publication also instilled the practice of making institutional policies open and available on the Libraries’ public-facing website. The Digital Preservation Policy Statement was the first of its kind to be published on the Libraries’ policy page and spurred the publication of other foundational policies, such as the Open Metadata Policy [17]. Both of these policies provide users with email aliases to contact policy groups in an effort to broaden our community of practice.

While the policy statement was successfully launched and supported by the senior leadership and appreciated by many staff who work in digital preservation, the statement did not meet the expectations of some managers and practitioners of digital preservation. These colleagues voiced feedback that this policy statement did not address how digital preservation work is done day to day within departments. Instead, it is intended to provide both a foundation and document the institution’s commitment to this work. Other feedback requested that archives be called out specifically. This feedback shows that we still have work to do to broaden our institutional understanding of what digital preservation work is across the Libraries, and reduce the bias toward archives and special collections when thinking about digital work.

We believe that the model for policy creation and growing a community of practice is replicable across
the profession, regardless of whether a change in leadership or organizational structure prompts the need. Deliberately engaging all colleagues across the Libraries; setting out with clear, achievable goals, then mapped into phases for the task force; and breaking down the actual authoring of the policy from capturing notes, definitions, and emergent ideas to bullet points to fully formed prose all contributed to our success. In addition, shared norms and alignment with institutional mission, values, and strategic goals helped both guide conversations and resolve areas of concern. Taking an iterative approach to policy creation ensures it is responsive to rapidly changing needs.

Finally, the policy statement, as well as the model of creating a digital preservation community of practice, provides an entry into challenging conversations about sustainability and ethical stewardship of born digital collections. Resources allocated to large digital collections with complex content must also be carefully considered, from curatorial decisions that are both time consuming and demand a comfort with risk, to the labor needed to accession massive born digital collections. Both as an organization and as professionals, we need to talk through these decisions, document our processes, and consider new opportunities.
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Abstract – The NFT (Non-fungible token) market is experiencing explosive growth. While artists, collectors, and crypto enthusiasts are jumping into this ecosystem, traditional collectors have found it more challenging to evaluate asset value in this NFT market than in the established collectible market. This paper navigates the reason for this problem by examining the design of NFT using ERC-721 and ERC-1155 standards, then illustrates that NFT's infrastructure makes its evaluation more challenging based on its unstable or lacking connection to the underlying digital assets, which makes the evaluation of NFT inconsistent. This paper will propose a revised business model with a workflow to add digital preservation to the NFT trading ecosystem. The paper suggests adding digital preservation clients to the Ethereum blockchain and building communication with the back-end digital preservation system to guarantee the stability of NFT's digital assets. In the end, this paper will discuss the benefits of the new business model and workflow, with potential future challenges and opportunities to the revised NFT market.

Keywords – non-fungible tokens (NFTs), digital preservation, metadata standard, NFT trading, NFT flaw

Conference Topics – Sustainability: Real and Imagined, Immersive Information

I. INTRODUCTION

NFT (Non-fungible token) has gained substantial attention growth in the past few years. The global number of users was around 36.12m in 2021 and is projected to reach 64.45m users by 2027. The worldwide revenue is expected to reach $8068.99m in 2027 [1]. OpenSea, one of the most popular NFT marketspaces, had $467,608.18 in monthly sales in Feb 2023 [2].

While the interest in NFT collections and exchanges is growing, some museums have started experimenting with preserving NFTs. ‘CryptoPunk 5293’ (the work’s title), an NFT used to rack up about $800 million worth of sales on the Ethereum blockchain exchange, was acquired as a gift from a trustee by ICA Miami in 2021 [3]. However, the broad market has not fully recognized the necessity of digital preservation, nor has it been explored by most digital preservation organizations.

Digital preservation, which combines policies, strategies, and actions to ensure access to reformatted and born-digital content over time [4], perfectly fits the needs of NFT traders who seek stabled long-term asset value in collectibles. On the tech side, the Digital preservation systems, such as LOCKSS Software and Archivematica, have been adopted by many large-scale organizations [5]. Many academic institutions also have high-proficiency digital preservation workforces to develop and maintain these systems [6]. Besides safeguarding the digital asset in NFT, digital preservation adds accountability to the NFT and ensures the cultural heritage and financial continuity of the NFT trading ecosystem. This paper aims to analyze the reasons for some dysfunctional and deficient trading behaviors in the current NFT market, then proposes a business model and the corresponding workflow to fix the problem. The goal is to introduce digital preservation into the NFT trading ecosystem to assume, validate, and maintain the underlying digital asset of NFTs. Adopting the
proposed business model and workflow will provide the missing piece that the current NFT market needs to include in the traditional, thoroughly tested collectible market, and make the NFT market a more sustainable, resilient system with lasting health and vitality.

II. HISTORY OF NFT

Non-fungible tokens, or NFTs, are assets that have been tokenized on a blockchain and include unique identification metadata proving this token is distinctive. Unlike interchangeable tokens, NFTs could look identical but are non-interchangeable or non-fungible.

The history of NFT originated in 2012 when M. Rosenfeld introduced the concept of ‘Colored Coin,’ which represents physical assets such as money, real estate, or vehicles [7]. Two years later, Vitalik Buterin (the creator of Ethereum) and Fabian Vogelsteller introduced the ERC-20 standard for anyone to create tokens like ‘Colored Coin’ on the Ethereum blockchain [8].

In January 2018, etherum.org introduced the ERC-721 standard [9], which allowed people to create NFTs on the Ethereum blockchain and provided practical functionalities—these functionalities included transferring tokens from one account to another, returning the current token balance of an account and getting the total supply of the token available on the network. A significant amount of NFTs today are based on this standard. Ten months later, etherum.org published the ERC-1155 standard as the ‘multiple token interface’ [10], while the ERC-721 standard’s token ID was the single non-fungible index. The ERC-1155 Multi Token Standard also allows each token ID to represent a new configurable token type. The majority of NFTs follow these two standards in today’s market.

III. HIDDEN TRAPS IN THE CURRENT NFT ECOSYSTEM

Although many artists, collectors, and traders welcome the rising NFT ecosystem, the overall trading activities are still far less sustainable and balanced than the mature, traditional collectible market. The current NFT market challenges classic collectors and new NFT investors to fully understand and reasonably trade NFTs. In September 2022, the NFT market saw volumes down 97 percent from eight months ago [11]. To revitalize the NFT trading ecosystem, researchers have identified several issues stemming from the design of NFT marketplaces. These include a complex user interface, a lack of comprehensive documentation and guidance, and a lack of continuity between different marketplace websites [12]. However, many NFT critics still claim that NFT is just a worthless concept [13]. Their arguments highlight two major flaws that originate from the design of NFTs themselves and cannot be rectified solely by enhancing user experiences:

A. The ‘Real’ Digital Object Doesn’t Need to Exist

A common misleading concept about NFTs is that the NFT must represent some ‘visible’ digital objects, like art, game gadgets, or virtual land in a Metaverse. This is not the case because both ERC-721 (defined by ERC721Metadata interface) and ERC-1155 (defined by ERC1155Metadata_URI interface) make the URI to digital asset optional [9], [10], which means that NFT is not guaranteed to have a visible digital object linked to it. Some NFTs use IPFS, a content-addressed, versioned P2P file system widely accepted as the blockchain file storage solution [14]. However, a persistent, always-valid file location is still not mandatory for NFT trading. Even IPFS is not required to always be responsive by these ERC-721 and ERC-1155 standards. Moreover, the URI to digital assets typically points to an off-chain host location where the NFT buyer has no control. The file server may not guarantee the long-term existence of digital support on the file server. Accordingly, some traditional collectors or NFT beginners could be surprised one day that their NFT image shows a ‘404 Error’ instead. They may recognize later that it is acceptable for an NFT to have an ‘inconsistent’ actual digital asset. Still, their confidence in continuously fair trading in the NFT market could be hurt. Eventually, this situation will block the healthy circulation of NFTs in the ecosystem.

B. The Real Value of NFT Is from Metadata Collections

The fact that underlying digital assets are not necessarily tied to NFTs creates a distinction between the NFT trading market and the traditional collectible market. Consequently, the pricing and value recognition in the NFT market differs from those in the traditional collectible market. Unlike traditional collectors who receive both proofs of ownership and physical collectibles through trading, NFT traders must understand that an NFT only
represents proof of ownership and a record of the trading experience, thus the monetary value of NFTs tends to be associated with intangible attributes derived from the NFTs' metadata. For instance, a high trading price and numerous dramatic trading stories related to an NFT may reflect the current owner's social status, power, wealth, and fame, irrespective of the existence of the digital object. As a result, NFT evaluation becomes unpredictable, making the NFT ecosystem more susceptible to asset bubbles. The uncertainty in digital asset safety and its underlying value makes NFT items hard to evaluate, hurting the overall NFT system's stabilization and long-term sustainability.

IV. ADDING DIGITAL PRESERVATION TO THE NFT TRADING FLOW

To provide NFT owners with access to underlying digital assets, off-chain storage solutions are used, where digital objects are stored on file servers. Links in fields like ERC1155Metadata_URI or ERC721Metadata point to these off-chain file servers. These solutions enable efficient and decentralized storage of NFT-associated digital assets. However, blockchain-based off-chain storage also has drawbacks. It requires technical expertise for node infrastructure setup and maintenance, making it less accessible to non-technical users. Incentive systems tied to cryptocurrencies can be unstable, discouraging financial rewards. Insufficient active participants in the blockchain network increase the risk of data loss, posing a challenge to the persistence of digital assets. Thus, blockchain-based storage alone cannot guarantee long-term preservation [15].

But does this imply that traditional digital preservation solutions should directly compete with decentralized storage solutions in the NFT trading market? Not necessarily. Decentralized storage systems still offer distinct advantages to NFT traders, such as enhanced privacy and the absence of reliance on other nodes in the chain. Therefore, rather than engaging in a zero-sum game, digital preservation teams should focus on catering to a specific group of NFT traders who require continuous availability of associated digital assets. In a decentralized future, digital preservation players can explore new revenue streams by assuming roles as assurers, validators, and maintainers within the NFT trading ecosystem.

A. Use Case Example and Business Model

The evolving roles of digital preservation teams will provide team members with a wider market to showcase their technological strengths. One potential use case lies in the training of Large Language Models (LLMs) within the future AI market. The emergence of ChatGPT has demonstrated the significance of LLMs in achieving improved training outcomes. For instance, the initial version of ChatGPT (GPT-3) was trained on approximately 570GB of source data [16]. DALL.E with Clip, the AI system capable of generating images from text descriptions, is trained on a dataset consisting of 400 million pairs of images and text [17], but where do these images and texts, which serve as training sources for the Large Language Models (LLMs), originally come from? Although there hasn’t been a consensus on the source of the data for LLM training, web crawlers, which are tools to gather data and images from websites without guaranteeing payment to the parties being scraped, serve as another significant source of LLM training data [18].

As more companies opt to develop their own LLMs, a concerning trend emerges. Images created by artists seeking to sell their work for profit are being utilized by machine learning models without compensation. Unfortunately, there is little artists can do to prevent their creative output from being used in the production of machine-learning AI models that have the potential to replace their own work.

A new business model for NFT trading, incorporating digital preservation technologies, can help prevent the future scenario, as depicted in Fig. 1. In this ecosystem, artists would create NFTs with digital assets stored using decentralized storage solutions such as IPFS, while incorporating digital preservation into the workflow. The introduction of digital preservation parties in the NFT ensures the long-term guarantee of the underlying digital asset's availability. Model trainers and other data buyers, who require continuous access to the underlying data, would need to pay the NFT to access the privately encrypted digital asset for training and other profit-driven purposes. The additional value in this NFT, resulting from the involvement of the digital preservation side, is demonstrated and recognized...
by artists and digital preservation teams.

Fig. 1 NFT Trade Business Model with Digital Preservation

B. Workflow

Since blockchain has natural characteristics of immutability and decentralization, all nodes on the chain mutually watch and maintain the significant metadata of blocks. Hence a light Ethereum client should be set up on the digital preservation side to keep connecting with the Ethereum blockchain. The Metadata JSON Schema, part of ERC standards for NFT [9],[10], defines the digital object location and other metadata for the underlying digital asset. The digital preservation system should thus store this part of metadata to ensure the proper amount of data is kept off-chain instead of adding a heavy burden to the existing storage infrastructure.

The proposed phases of the new trading flow are stated by 1) NFT’s creation and updating and then 2) an NFT’s owner requesting verification of visible digital assets in NFT, as illustrated in Fig. 2:

Fig. 2 NFT Trade Flow with Digital Preservation

3. A. NFT Creation or Updating

In this stage, the NFT is created or updated. An example NFT is a game card with a football player’s score in alignment with the ERC-721 standard. When the card is made, the football player’s initial score is shown on the GIF of the card. The GIF is stored as the image attribute, retrieved from the tokenURI unit256 function under the ERC721MetaInterface. The image attribute will point to the updated GIF with a new score if the football player’s score is updated. In these scenarios, the NFT’s change will be admitted and recorded by the Ethereum blockchain. As a blockchain node, the digital preservation client will automatically be notified. The client then informs the data preservation system to update and store the updated digital asset. After the digital asset is well preserved, the digital preservation client submits an encrypted message to the blockchain to signify that the digital asset has been well maintained, including the preservation client’s public address. All nodes record this verification to avoid future debuts. The digital preservation team is the digital asset watcher and keeper in this process.

4. B. The Owner of NFT Asks for Digital Asset Validation

This scenario occurs when the NFT owner notices that the Metadata JSON Schema does not reflect the correct digital asset. For example, the collector/owner of the game card sees that the GIF does not exist anymore. Then, the NFT owner messages the digital preservation address to ask for verification. The digital preservation client confirms the ownership using the NFT’s metadata, then updates the digital asset address and sends the verification message again. This process is automatically broadcasted to blockchain nodes. By doing this, the underlying digital assets are successfully ensured in the NFTs, avoiding the value’s significate devaluation. The NFT owner and potential buyers can continue to assess the value of NFT using the certified, industrial-trusted, and regulated guidelines. This flow will increase the number of healthy trades and improve NFT market quality sustainably.

5. C. Benefits of The New Business Model and Workflow

The business model and workflow proposed in this paper fulfill the needs of all parties involved in the NFT trading process. Artists and NFT creators receive financial rewards for their creativity while safeguarding their intellectual property, incentivizing them to contribute more original ideas to the art market. Conversely, NFT buyers, who require long-
term assurance of the underlying digital asset, can access mature services provided by the digital preservation team. Additionally, the digital preservation team not only benefits from new revenue streams in the business model but also has opportunities to become part of the broad NFT community and gradually establish a reputation in the Web 3.0 era.

Meanwhile, this designated flow will not disrupt the current NFT ecosystem because it does not add anything new to the current NFT standards, such as ERC-721 and ERC-1155. Instead, this flow will add digital preservation as a distinct, trusted resource for interested NFT creators/owners to seek verification and safe, long-term digital asset maintenance.

The digital preservation client joins the blockchain network, meaning that if the blockchain upgrades in the future, the digital preservation clients can participate in the upgrading decisions, have chances to vote as other nodes and enjoy the benefits of the new blockchain infrastructure after upgrading.

V. POTENTIAL CHALLENGES AND FUTURE WORKS

The NFT market is still in the early stages of development. The proposed trading business model and workflow could face many potential challenges brought mainly by the uncertainty of the overall blockchain ecosystem. Two significant obstacles include regulatory uncertainty and possible environmental criticism.

NFT has yet to be entirely accepted in many countries and faces legal side ambiguities. For example, Russia does not support NFT in any form [19]. Digital preservation parties should prepare for possible debates before joining the workflow, especially arguments about intellectual property.

Blockchain society is working towards a more sustainable, eco-friendly architecture. Ethereum, as the major player in the NFT market, is expected to drop by a massive 99.988% and its carbon emissions by 99.982% after it switched to the ‘Proof of Stake’ algorithm in later 2022 [20]. However, governments and NGOs are still concerned about the massive energy consumption supporting blockchain systems' computational power [21]. The data preservation team should continuously collaborate with other stakeholders to optimize the workflow to become more energy efficient.

Besides seeking solutions to these two challenges, the future work for this paper can also focus on technical implementation details, such as selecting the appropriate preservation technology for different NFT digital assets. Technologies like archival packages, emulations, or media-independent assessments have been proposed for NFT digital preservation [22]. It would be valuable to verify their applications in various scenarios through further research.

Additionally, special use cases within the new business model should be carefully considered and evaluated when designing the technical system. For example, if a blockchain becomes compromised or inactive due to security attacks, legal requests, or lack of participants, NFT owners still require continuous access to the underlying digital assets. Should the digital preservation team maintain a full local copy of the blockchain to prepare for such cases? Alternatively, should they develop a cross-chain solution to back up NFTs on another active chain? Will the cross-chain solution break the creators’ original purpose in the art [23]? There is ample opportunity for future researchers to explore and navigate the technical implementations within the framework of the new business model.

VI. CONCLUSION

Compared to the traditional healthy collectible market, the NFT ecosystem lacks long-term stability to the NFT’s off-chain underlying digital asset, which can lead to irrational trading and market phishing. Digital preservation will make up this missing piece by ensuring that digital support remains accessible, usable, and trustworthy over time. The designated business model and workflow in this paper add data preservation teams to the NFT ecosystem. Data preservation will actively guide, verify, and steward digital assets to guarantee NFT owners get the real value they seek from the NFT item. By adding the critical digital preservation piece into the ecosystem, the NFT market will keep a healthy trading environment in the long run.
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I. INTRODUCTION

As Cree-Métis scholar and librarian, Jessie Loyer, expresses in *The Collector and the Collected*, “Who has the authority to own and manage collections? … Who is granted the credibility to disseminate this information? … Indigenous communities have too often had restricted access to the information created about them and have largely been absent from the process of dissemination of these knowledges [1]. Scholars of research data stewardship and digital preservation have acknowledged the gaps between Indigenous data sovereignty and best practices for open and accessible research data with the development of the CARE Principles for Indigenous Data Governance [2]. Extractive data practices and research methods have multifaceted impacts on communities and perpetuate colonialist and inequitable power differentials [3], [4].

Climate scientists gather and preserve massive amounts of data each year from Arctic Indigenous lands. This data powers the dominant research data lifecycle model. Although several variations of the data lifecycle exist, the basic scaffolding: acquire, process, analyze, archive, disseminate, and reuse/delete, have largely become the standard practice of institutional researchers [5], [6]. The Research Data Lifecycle supports the needs of researchers and excludes Indigenous communities from exercising data sovereignty—to have ownership over the data; to consent and control how it is used; determine who has, or can have, access to it; and decide how, where, and for how long that data will be stored [1], [7], [8].

Given this research landscape, what does it mean to be a steward of community memories and archives in 2023, especially during the climate crisis? For the partners of the Rematriation Project, it means to respectfully and equitably help Indigenous communities access, engage, and preserve cultural knowledge to fulfill their self-determined needs and goals, such as accessing and consulting traditional knowledges to determine culturally-appropriate responses to climate change.

II. THE REMATRIATION PROJECT
Directed by an Inuit-led and serving tribal organization, Aqqaluk Trust, in the frontline hub-community of Kotzebue, Alaska, the Rematriation Project: Restoring and Sharing Inuit Knowledges aims to create capacity for and access to digital archives related to Inuit cultural, tribal, and scientific knowledges and history to assist tribes and communities in developing localized, culturally appropriate approaches and solutions to their needs. In partnership with a team of scholars from the Virginia Tech Department of English and University Libraries (itself led by an Inupiaq scholar from Kotzebue)—the goal of this project is to empower Indigenous communities through the lens of Indigenous data and research sovereignty to collect, control, interpret, and benefit from data that originates from their communities. This project began from a series of informal conversations about community needs in relation to community experiences with academic research between researchers and Aqqaluk Trust staff [9]. Through these conversations, it was determined that community digital archiving needs existed in the region, and that the process and skills related to digital archiving complemented other community goals and needs [9].

Kotzebue is a rural Inupiaq coastal community located above the Arctic Circle that serves as a central location for ten surrounding villages. This region is currently facing the devastating effects of rapidly accelerating climate change. Tribal communities are encountering more frequent destructive storms, fire, and flooding, putting them and their tribal histories and land stewardship at great risk. It is imperative to create accessible, digital versions of valuable and threatened knowledges. Creating digital archives is one part of the solution, developing local capacities for digital archiving complemented other community goals and needs [9].

The Rematriation Project fulfills these needs for the Inupiaq of NW Alaska and also provides a transferable model and materials for other communities to use for their own self-determined needs. In order to accomplish project objectives, partners center the needs and values of the community so that community members are able to make informed decisions about:

- with whom and how to share their knowledge,
- the consequences and impacts of making Inuit knowledge interoperable with other dataset and collections in a digital environment, and
- culturally appropriate and meaningful arrangement and description.

III. CENTERING COMMUNITY

Alaska Native (Unangax) scholar, Dr. Eve Tuck, describes Rematriation as “... concerned with the redistribution of power, knowledge, and the dismantling of settler colonialism” [10]. Rematriation encompasses Indigenous-led methods of data sovereignty as well as restoring (and sharing) cultural knowledges back with Indigenous peoples. As this methodology grounds the project, partners and team members work under a community-first approach, which focuses on building trusting relationships and partnerships within the team and community, centers community-needs and values, and implements community-led/advised decision making.

The first step in the project team’s methodology has been to engage Cultural Humility as a framework [11], prior to beginning any research or activities. Cultural Humility is the continuous process of reflection and self-evaluation of your history, background and objectives; a committed renewal to learning from the community, challenging your own biases and beliefs, and restoring imbalances; and holding yourself accountable in understanding how your history, biases, and beliefs influence your actions and impact the community [12], [13]. Although much of this work is an internal process, the project team operationalizes the Cultural Humility framework through open dialog and discussions in weekly check-in meetings. These meetings not only give the team the opportunity to discuss upcoming initiatives but understand how this work, and our roles within the work, benefits the community and supports its values and self-determined needs. This approach leads to strengthened relationships within the team prior to visiting communities for “official” research activities, and included an informal, relationship-building community visit in April 2023. The weekly check-in meetings are also instrumental in conceptualizing a community-led and developed digital archive and culturally appropriate archival curriculum. Part of these meetings is dedicated to a discussion of Inupiaq
Ilitqsiat, Inupiat cultural values, and how they can be foregrounded in the Rematriation Project’s work.

IV. Rematriation Project Goals

As the NW Arctic region faces the devastating effects of rapidly accelerating climate change, it is critical that communities not only have the resources to preserve their knowledge but retain, recover, and utilize the data collected by academic institutions. The Rematriation Project has developed a multi-phase process to accomplish its goals in creating capacity for and access to digital archives related to Inuit culture and knowledges:

A. Digitize tribal materials from Kotzebue to create a scalable model for community digital archiving.

With the help of the digitization lab at Virginia Tech Libraries, the team has digitized a small collection of papers and other artifacts of the deceased Siberian Yupik leader, Caleb Pungowiyi. These materials were donated to this project by the Pungowiyi family in Kotzebue and Caleb Scholars Program and are currently located at Virginia Tech. After the digitization is complete, the Pungowiyi materials and corresponding data will be returned to his family in Kotzebue, following a post-custodial and collaborative model for community archives. This collection provides the team with strong examples for our work that can be scaled by Aqqaluk Trust and others to meet future and broader rematriation needs.

Caleb Pungowiyi worked tirelessly to have Indigenous perspectives, needs, and knowledge included as part of major policy discussions about climate change and other conservation issues. His impact on policy discussion included the US Marine Mammal Commission and the Arctic Council, and his voice still resonates across Arctic advocacy and research circles. Pungowiyi’s materials are a rich source of information about climate change and Indigenous methods of recognizing and adapting to climate change. They contain specific scientific knowledge of Inuit homelands and its changes over time that complement and extend western science. Access to these materials is culturally powerful, scientifically significant, and of critical importance to the future of the region. The Pungowiyi collection provides a strong model of the types of materials and knowledge resources that exist in Inuit communities—materials that need to be digitally preserved and accessible.

B. Increase community capacities in digital archiving and data literacies through the creation of guides and curriculum, including cataloging metadata and using existing online archival tools.

The project team is developing a series of storyboard scripts and user personas and scenarios to construct a culturally-appropriate curriculum for creating, contributing to, and using community digital archives. As with our approach to the Pungowiyi collection, the team is seeking to incorporate concepts and frameworks from educational leadership, archives and cultural heritage sectors, and the growing body of literature on cross-functional teams and team-based collaborations in the Arctic.

Culturally appropriate instruction in community archiving must address intersecting interests and needs. For example, the interests of the project team in sharing our work with other researchers and archives practitioners and the needs and rights of the community to protect culturally sensitive traditional knowledges. Descriptive and structural metadata must be meaningful to the community, as it enables users to navigate and make sense of the digital collection. Co-creating both a workflow for and standards to guide metadata creation and management that is appropriate for the community is a more complex process than selecting a metadata standard to adopt and implement whole-scale. As the team has discussed and developed metadata work, we have had to adopt a system agnostic, principles-based approach. We are continuously interrogating metadata tools and practices that have wide adoption in libraries and archives but are not necessarily in alignment with community needs or goals. As the community begins to digitize their own materials, it will help in communicating the important cultural, contextual, and historical information about each object. It is important to emphasize that the Rematriation Project was established with a strong commitment to Indigenous Data Sovereignty. Unlike other models for post-custodial archives, any data generated throughout or after the project, including digitized materials, will adhere to the principles of CARE and OCAP [2, 8], meaning that the community has ownership, control,
and possession of the digitized materials and data. The pilot collection was digitized at the University Libraries to serve as a teaching and training model, and the community will determine who can have access to the information generated from the digitization and description of the materials. Further, the protection of traditional and Indigenous Knowledges in relation to data and “Intellectual Property” has been formalized in legal contracts between Virginia Tech and Aqqaluk Trust.

In order to develop the curriculum to support the community throughout the digitization and archival process, the team will use the “I do, we do, you do” differentiated learning method: I do, demonstrate the digitization of a model post-custodial collection, the Pungowiyi papers; We do, work together to develop community workshops to identify and prepare materials for supporting the digitization of community archives; and you do, provide support while pilot participants work with their own materials and apply their learning toward their development as trainers [14]. This model is also consistent with Inuit cultural practices of education and experiential learning.

This is a method of instruction that can be especially useful in establishing relationships with community members that can evolve over time—from introducing a concept, a model, and an example; working together towards a common goal of contributing to a community archive; and providing support into the future as participants gain the experience and confidence to initiate and sustain projects with or without partners.

C. Use community digital archives to design and test an online library (i.e., a website that hosts local digitized materials, provides access to existing archives, and can track new research requests) that is specifically created for Inuit users to access community databases and connects outside researchers to community liaisons.

Although the process of designing and testing a NW Arctic Cultural Digital Library falls in the third phase of the project, currently the team is conducting a landscape analysis of websites and digital archives with similar missions to understand what features organizations are using, on what platforms these sites are built on, and how they perform in a broadband environment similar to what the communities experience in Alaska. So far, 50 digital archives have been analyzed for design and organization of content; performance on smaller mobile screens and lower bandwidth connections; and accessibility features, such as how they help visually-impaired users or not. From this exercise, the team will move into the next phase, engaging with various projects from the analysis to gain insights into user and administrator experiences. The team will ultimately create a presentation for the community that discusses build options, including costs, data storage, security features, data backup and recovery, and user experience and engagement features. The objective is to present multiple approaches for constructing the archive, with a strong focus on protecting community data and ensuring long-term data sovereignty. This is a further extension of post-custodial archival practice, in which the community partnership with the University Libraries extends beyond the digitization of a collection to also include consultation, training, and support that seeks to be responsive to community needs.

V. CONCLUSION

Researchers have traveled to Iñupiat lands to study the environment and culture for decades. These knowledges have not always been shared back with communities in ways that can be easily accessed, understood, or used to help with the community’s self-determined needs. A vast amount of Indigenous knowledges currently live behind academic paywalls and are owned and controlled by academic institutions.

Within communities, Iñupiat traditional knowledges are documented in various ways and stored in homes, schools, and organizational buildings. However, these collections are scattered and in jeopardy of loss from housing and building insecurity, deteriorating infrastructure, mold, inadequate storage, and environmental crises. Making accessible digital versions of these valuable and threatened knowledges is imperative. The goal of the Rematriation Project is to provide Iñupiat communities with targeted, culturally appropriate capacity building that hones, develops, and complements local skills related to digital archiving and digital literacies as well as to produce a transferrable protocol for researchers that prioritizes Indigenous data and research.
sovereignty, which communities can use for their own self-determined needs. The creation of the NW Arctic Cultural Digital Library will establish a platform and a space for publishers to begin the work of returning Inuit cultural knowledges back to their people.

The Rematriation Project operates on a foundation of community-first, community-led decision making that emphasizes Indigenous Data Sovereignty practices. Community workshops are a critical part of building strong, long-lasting relationships and trust. The ultimate goal of the Rematriation Project is to build capacity for community digital archiving in Kotzebue and to the surrounding villages. The digitization and creation of the Pungowiyi digital collection has been our way of working towards this goal. The pilot collection also gives the project team and community members a benchmark for scaling future digital projects. Part of the process of building and participating in the workshops is to support community participants in developing and exercising digital literacy skills that can be transferable to future projects and support the community in making self-directed decisions about data stewardship.
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This paper will discuss the recent work of the abrdn archive to create and put in place a fully open-source workflow, the barriers faced, and what was learnt from the experience. abrdn plc, an Edinburgh based investment company, is the first financial institution to implement a fully open-source digital preservation workflow. The following text provides an analysis of the work undertaken by the archive thus far, and argues that the least important aspect of implementing an open-source workflow is the software. Our journey has definitely been a long and winding road with many wrong turns, misleading directions, and occasional problems with running out of fuel, but the outcome has been positive and archive colleagues are keen to find out where the road will lead them next.
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I. INTRODUCTION

abrdn plc, is an Edinburgh based investment company, which currently manages over 550 billion in assets with over 800 investment managers spread over 30 locations globally. The company was formed when Standard Life plc merged with Aberdeen Asset Management plc in 2017 to form Standard Life Aberdeen. A rebrand and name change to abrdn took place in 2021. The abrdn archive is responsible for the records of all these companies and their subsidiaries. The archive contains over 163 cubic meters of physical records and approximately 2tb of digital material, including both born digital and digitized.

For the last 3 years the archive has worked with a range of internal stakeholders to put in place a robust, scalable fully open source digital preservation workflow which would link in with the procedures already established for physical collections. This paper will document and analyze the steps taken on this journey, the outcome as it currently stands and plans for the future. This paper will serve as a case study for those interesting in implementing an open-source solution within their own organizations’, and will highlight the fact that with careful and focused planning, any institution can put an open-source workflow in place to protect their digital holdings.

II. CONTEXT OF OPERATION

The context in which the archive operates is essential to understanding the workflow put in place and the reasons why the decisions described hereafter were made.

Since abrdn was formed, it has been working through a landscape changing company transformation, including a full rebrand project which included a change of name. This has led to the work of the archive taking lower priority in terms of overall company strategy. This has had a direct impact on the budget and resource available to the archive for digital preservation work; both of which were already in short supply.

Although abrdn is a global company, there is no global archive provision and colleague resource has been limited to no more than 2 full time archivists at any one time since the archive function was formed. Less than 1/3 of this resource is allocated to digital preservation work, which had resulted in a sporadic at best approach to digital preservation. The approach at this time was to collect the digital records documented in our collecting policy, but not
to process them in any way. This led to a backlog of digital processing work, for which the archive team had limited resource available and little knowledge that could be used to processing these records. A business case for digital preservation system funding was put forward which detailed the gold (preservica), silver (archivematica) and bronze (fully open source) routes to implementing a digital preservation workflow. The business case levels were defined based on the resource required to implement each option, ease of use for staff, the training and knowledge available about each option and the number of records that could be processed per day using each option. Ultimately, the decision was made to implement the bronze option with no other resource approved other than that needed for membership of the Digital Preservation Coalition as.

It was recognized that the current skillset of the archive was not in a place to carry out this work without guidance and help. This only became more apparent as the project progressed, particularly in terms of security restrictions.

The cyber security restrictions in place to keep abrdn data safe are among the highest in the world and until this work began, the company had actually issued a blanket ban on open-source software being used on their systems. These restrictions combined with the financial regulations and compliance needs of the company were the backdrop to an already complex problem and it was clear that extensive research and planning would be needed at the outset in order to put a successful workflow in place.

III. WORKFLOW PLANNING

Initial approaches to working out an open-source workflow focused mainly on software, and it quickly became clear that this was the wrong place to start. Focusing on how tasks would be done meant we very quickly lost sight of why we were doing the task in the first place. Despite being completely new to the world of digital preservation, we had tried to start at one of the most technical points in the process and our lack of technical knowledge led to us becoming overwhelmed and confused. Taking a step back and beginning with a holistic view of what was required allowed us to start at the beginning and work through what would be required at each phase of the workflow. This step-by-step approach also allowed for an ongoing period of research which help build up the skillsets and technical knowledge that would be required later in the project. Working in this way also made it clear that despite being at the beginning of our digital preservation journey, some of the processes and systems already in place across the company were compatible with our requirements.

Many of the resources freely provided by the Digital Preservation Coalition are incredibly useful for beginners to the sector who are looking to implement a system in their organization. The DPC RAM assessment helped us to map out our current position, and what would be needed to get us to where we wanted to go, and the DPC handbook outlined the steps we would need to take to get there. Consulting with the company IT department was also beneficial as they helped us understand where our workflow could merge with current company procedure and where a new process would need to be developed. Having access to this range of technical knowledge combined with input from the digital preservation community was essential to the success of the program. To build up the knowledge of our current position further, we combined the results of the DPC RAM assessment with the results of an NDSA levels of Digital Preservation assessment. Completion of the NDSA levels matrix gave us a basic overview of where we were technically and how the requirements of the workflow being implemented might impact on the wider company. Having this knowledge would be essential when we reached the next phase and began looking at software options.

Once the planning phase was complete, Fig.1 below is the workflow we chose to implement. The orange section highlights the repetition of the full workflow detailed in the born digital flow in the smaller orange section in the other flow lines.

---

1 Mentioned resources plus many more available here, Digital Preservation - Digital Preservation Coalition (dpconline.org)
2 NDSA guidance and matrix available here, Levels of Digital Preservation (ndsa.org)
At this point, no software was included on the workflow and so work began on finding the programs that were best suited to the tasks we wanted to perform.

As mentioned previously, software can be one of the most confusing and intimidating parts of the digital preservation process. The sheer volume of programs available is daunting in itself. In addition, technical experience varies greatly from one digital preservation practitioner to the next and not every open-source tool available is beginner-friendly. The main digital preservation practitioner on this project trained firstly as an archivist working with physical papers and working with digital records was a learning on the job process which slowed things down significantly. The archive entered a prolonged period of testing to work out what programs best suited each role and finally settled on the software documented in Fig. 1. The security restrictions and regulations the archive operates under made this section of the work plan particularly problematic. Although the company had approved the use of open-source software by this stage, it was under the caveats that any program being put on our systems had to be approved by the software approval board (SAB) and they would only approve programs which had been robustly tested and were being used as part of the final workflow. The SAB would only approve software with a graphic user interface as security restrictions meant no access to programs running via the command line. To get around this, I was given a laptop with no connection to the company servers with various data sets loaded onto it that I could use to test any program I wanted to and then confirm intended use with the SAB so it could go through the approval process.

This stage of the process took over 15 months to complete. The learning process around each program tested was complex and long due to the knowledge base of the archivist at the beginning of the project. Upon reflection, implementing this workflow made it clear that time is not always a good indicator of the success of a project and that taking the time to get the right result for the archive was more important than having a set-up complete within a set timeframe. This section of the journey was particularly bumpy with a few pit stops taken to re-fuel, re-group and look at things from a different perspective to find the answers we needed.

IV. WORKFLOW TESTING

With all the chosen software in place, the next step was to end workflow testing to ensure that each section worked not only independently but also as part of the workflow. Due to the earlier intensive planning and testing, this stage was relatively smooth. It was only at this point when the workflow was being tested and found to be working that the team felt like they were actually ‘doing digital preservation’. From a beginner’s perspective, it can seem like you need to be doing the technical parts and physically preserving records and using software to be carrying out digital preservation tasks, but this is definitely not the case. The planning and testing work carried out was essential to the success of the workflow being implemented and having worked through this process, it is clear that the earlier preparation work was more important than the final test phase. Very few issues required fixing and the workflow is now in use to archive abrdn records as part of BAU work tasks (business as usual). It took over two and a half years to get to the point where preserving the digital records of abrdn was integrated as part of the day job but looking back, the journey was worth it. We are the first financial institution to implement a fully open-source workflow (that we are aware of) and the archive as a whole now has far more knowledge about dealing with digital records and the work involved in preserving them.

Although the workflow is in place and working well, we are still on the long and winding road with the end not quite yet in sight. The process outlined in this paper works well for small digital collections,
but automation of various tasks is required to enable the archive to process larger collections. There is also work to do around the file formats identified by DROID that we can’t yet open or preserve. This includes a range of files stored on DVD, CD and floppy discs. The next step after this will be to look at our digitization processes and document them in a similar workflow that can link to the current digital preservation workflow.

V. CONCLUSIONS

The story of the journey the abrdn archive has been on is an important one, because it highlights that anyone in any organization can implement a digital preservation workflow that covers all required bases. The planning phase, as this paper documents, is the most important part of the process and shouldn’t be rushed. Networking and attending training events held across the digital preservation sector is also invaluable to those at the beginning of their own digital preservation story. The connections made to those with more experience and listening to what others in the field are working on helps to challenge the imposter syndrome that many beginners feel when starting on their digital preservation journey as well as helping them to connect with others working in a similar space who they can learn from and collaborate with. The resources available online, including those from the Digital Preservation Coalition, are also an invaluable step on any beginner expedition into preserving digital records. The main lesson learnt on this journey, is that software selection is a very small part of the overall work involved in creating a digital preservation workflow. In addition, the software testing phase runs far smoother when informed by the planning phase, as the practitioner will know what is required of each program and can quickly discard programs that don’t meet this predefined criteria. To refer back to the title of this paper. The journey from complete beginner with very little knowledge to a fully working, continually developing digital preservation workflow for the abrdn archive has definitely been a long and winding road, and one that still has a lot of twists and turns before its final destination will be reached. But this shouldn’t put off other beginners looking to start their own journey. Lau Tzu stated that “The journey of a thousand miles begins with a single step”.3 Never has a truer statement been made that describes working in digital preservation. Taking each step on the journey one at a time and making sure you have a strong foothold before moving on, and not being afraid to ask for a helping hand (or a rest!), when needed will help ensure long term success and a fully functioning open-source digital preservation that meets all requirements. The most important step on this journey, is the one that gets you started.

3 Tzu Lao, Tao Te Ching, 1933
Abstract – Mobile devices have revolutionized computing and democratized access to it. The applications we use on our mobile devices play a critical role in shaping our online experiences, our culture, our politics, and our access to information. Mobile applications are also widely used for data gathering and asset management in many domains from scientific research to infrastructure maintenance. With such a wide-reaching impact it is critical that the preservation community is able to maintain access to mobile applications for future generations. In this short paper we outline progress in using the Emulation as a Service Infrastructure (EaaS) platform to run obsolete versions of the Android operating system in virtualization and emulation in order to maintain access to mobile applications. We also detail the current limitations of virtualizing and emulating mobile devices and provide a list of future challenges to address as we move forwards with ensuring long-term access to this essential part of our history.
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I. INTRODUCTION

Within the Emulation as a Service Infrastructure (EaaS) platform users can already run some versions of the Android operating system using the existing QEMU emulator. Since Android is a variant of the well-supported Linux-based operating system family, Android versions made for the IBM PC platform using the x86(-64) architecture [1] can generally run on the modern versions of QEMU with no special customizations being required. In addition, Android comes with a driver for optical drives so existing workflows in EaaS that allow for installing new software via an optical drive work with these versions of Android, also with no customization required. However, the configuration of QEMU to support desktop Linux-based operating systems and the way it is integrated within the EaaS user interface assumes a limited number of inputs and outputs. Mobile devices generally have quite different input and output methods relative to desktop computers. For example, mobile devices often accept touch input, GPS sensor input, gyroscopic sensor input, and many other mobile-oriented inputs, and will output mobile-oriented outputs like vibrations, device-based-sharing protocols, and other mobile-specific outputs. Within EaaS there is significant work to do to integrate these mobile-specific inputs and outputs into the EaaS interface and workflows. In addition, we need to add options for simulating inputs like GPS coordinates and health sensor data.

II. TECHNICAL CHALLENGES

A. Emulation and Virtualization of Mobile Devices

The Android OS itself is an open-source project [3], however most Android versions that are used on handheld devices are modified by the device manufacturer to support device-specific operations. These devices overwhelmingly depend on the ARM(64) architecture. While ARM emulators exist,
emulating ARM-based Android images becomes a tedious task, as both performance and user experience suffer. Virtualization becomes a necessity if suitable user experience should be provided. As the desktop and server-based hardware on which the emulators run is usually x86(-64)-based, hardware acceleration and virtualization cannot be provided for images with full ARM emulation. Additionally, ARM emulation is more complex to set up as, in contrast to the x86(-64) architecture with the IBM PC platform, there is no universal ARM-based platform yet but many different platforms, i.e., combinations of a CPU implementing a specific instruction set architecture (ISA) together with other standardized hardware. While the ISA specifies the supported CPU instruction and their encoding, the platform allows other computer hardware to be expected to behave in documented ways and specifies, e.g., how the boot process works. As the IBM PC is the almost only x86-based platform, any x86 emulator will actually support it and, thus, can boot and run Android-x86. However, there is not yet any real equivalent for the ARM architecture (this is currently being fixed in https://www.arm.com/architecture/system-architectures/systemready-certification-program).

Given these challenges emulating ARM-based devices, there are currently two non-proprietary options that we’ve evaluated regarding ensuring long-term access to the applications that were used on them:

1. **Android-x86**

   Android-x86 is an open-source project with the goal of porting existing Android versions to the x86(-64)/IBM PC platform. The main advantage of Android-x86 is that it can be used with any x86-capable emulator, such as QEMU and works “out-of-the-box”. Android-x86 is a community-based effort and thus there is no guarantee that the project will be continued and maintained long-term. Currently the latest release features Android 9, which was released in 2018. The current upstream Android Release is Android 13, with Android 14 being released this year. This shows that there is quite a discrepancy between the latest official Android release and that of Android-x86, however, with a long-term preservation view, this can be disregarded. Android-x86 allows to install the “Native Bridge” feature which allows to install and execute Applications within Android-x86 that were originally compiled to run on ARM-architecture only.

   Most users of Android do not run the x86(-64) version. Instead, they run a version of Android compiled for and compatible with ARM(64)-based hardware. ARM hardware has traditionally been more power-efficient than x86 hardware and so has been the default option for mobile devices that have limited battery capacity. Upon initial examination this might be expected to cause significant issues for preserving access to mobile applications as it would be reasonable to assume that most mobile applications were made for ARM-based devices. However Android and mobile applications each have some beneficial features that make this less of an issue that might be expected. From the beginning of mobile development many apps have been designed for either web-browser based execution or for use with a Java Virtual Machine (JVM). The web-browser based apps often work on any version of Android as they only rely on the in-built web browser. The Java-based apps will run on any version of Android as their architecture-independent bytecode is transparently compiled to machine code on the respective device itself.

2. **Google Android Emulator**

   Google provides an official Android Emulator as part of Android Studio, the official Development Environment for Android. This emulator can also be used in standalone mode and consists of a QEMU with additional features and a somewhat complex emulator architecture [2]. Google provides Android system images, featuring different sizes, resolution, and most importantly Android versions. Images are provided in both x86 and ARM versions and range from Android 1.5 to Android 13. The Google Android Emulator offers a variety of input methods to simulate “real” input that a user would provide to a handheld device. It also contains interfaces to specify

---

1 Historically, this has often been the case for CPU architectures, considering that the MOS Technology 6502 CPU and its variants were used in such diverse computers (platforms) as the Commodore C64, Apple II, TRS-80, BBC Micro, Super Nintendo, and many others.

2 However, Google is recently providing an x86-based virtual Android environment on most of their Chromebooks.

3 Implemented as Android Runtime (ART) on Android (starting with Android 5.0) and being one of core parts of the Android operating system.
locations, use phone services such as simulating incoming calls or messages etc.

From a user standpoint, the Google Emulator seems like the obvious choice to emulate Android especially regarding input. However, there are strong arguments against the usage of the Google Emulator for long-term preservation:

1. As mentioned above, though being built on QEMU, the Google Emulator cannot easily be integrated with the EaaS framework.
2. Maintainability cannot be guaranteed as Google often discards projects and not all of the emulator’s functionality is publicly documented well.
3. The Google Emulator mainly uses the Android Debug Bridge (ADB) and wraps commands in its interface. If the EaaS platform is extended to support ADB anyway, the better solution is to use Android-x86 and the “normal” QEMU and build interfaces for ADB functionality as we see need.

B. User Experience

C. Application Installation Workflows

1. The Standard Application Installation Workflow

The usual “workflow” when installing an application is the following: The user opens the Google Play Store, selects the Application that they want to install, and clicks “Install”. While this option currently works within emulated Android-x86, it requires both Internet connectivity (which can be provided by Emulation as a Service (EaaS)) and a Google Account. Regarding long-term preservation however, we cannot assume a functional App Store and thus cannot rely on the Google Play Store. Additionally, for security reasons, Google enforces a policy where apps need to target recent Android versions or, otherwise, will not be available through the Play Store.

4 Android Packages (or “APK’s”), however, can easily be installed manually, either from within the OS, or externally via a remotely executed command, using ADB.

Figure 1: Installing the Wikipedia App within an emulated Android 9

---

2. Side Loading Applications

By default, and in contrast to Apple’s iOS mobile device Operating System (OS), the Android Operating Systems have allowed “side-loading” of applications once a user enabled the relevant system-setting. “Side-loading” is the process of installing an application from a file accessible to the device (e.g., downloaded from the internet, copied on removable media, or accessed from a network location). Apple does not allow this by default as they state that they consider it a security risk [4]. Side-loading in iOS is possible if the operating system and device are “jail broken”. However, the process of “jail breaking” a device has many copyright and security concerns associated with it, this is one of a number of reasons why the EaaSI team has begun working with Android instead of iOS to address long term mobile application preservation and access.

The ability to side-load applications in Android OSes provides a simple and future-proofed method for preservation practitioners to use to ensure preserved mobile applications can be installed and accessed by future users. It is by taking advantage of this option that EaaSI users can use the existing software installation workflow to install applications in Android-based mobile devices emulated in EaaSI. EaaS currently supports installation through the following workflow: The user uploads that APK that they want to install. The backend wraps the APK in an ISO file that can be inserted into the emulated Android system, similar to how an SD card is inserted into a real smartphone. The user can then install the APK from the Android File Browser.

3. Providing a Custom Legacy App Store

Most users install applications in their mobile Operating Systems (OSes) by finding them in the OS’s application store (“app store”) and clicking the button to install the application. One option for managing workflows for installing software in preserved and emulated versions of mobile devices and their OSes would be to replicate this process, i.e., the EaaS software could provide a server hosting the applications and an “app store” application on the emulated devices that would provide a similar experience to the app stores users are used to. This option is relatively complex and requires a network to be setup between the app-store host server and emulated device along with sufficient metadata to be populated into the app store database to enable meaningful searching and browsing within it. Such a configuration would also need to be maintained for as long as the need to install legacy applications was required. For these reasons, while the EaaSI team may explore this option in the future, we have instead decided to start with simpler workflows for enabling applications to be installed on emulated mobile devices.

4. Automatically Installing Applications

In addition to side-loading applications via the ISO-wrapping workflow described above, the EaaS team have prepared Android-x86 images that automate this process using a startup script that checks if any APKs are present within the mounted ISO and installs them via the integrated ‘package’ command line tool. That means that no user input is required, and the installed app(s) can be used shortly after startup. This automated installation is possible because APKs usually don’t require any external dependencies and can “just” be installed.

There are currently plans to expand the EaaS-Framework to allow external installation of APKs as well. As networks are already an established functionality in EaaS, a container with ADB could be connected to the Android Emulator. ADB could then be used to remotely install APKs over the network.

D. Interaction

Interacting with Android applications (or applications for handheld devices in general) differs from interaction with a computer. This poses new challenges for emulation as well. While many applications can run properly in an emulated environment, input and output in the form of multi-
touch is not supported in EaaSI yet. While the Google Emulator provides an interface to simulate Inputs, the current EaaSI-UI does not support any of these Android-related features. The above-mentioned network-based ADB integration will set a base for the integration of some of these features, where a UI input would be translated by the backend to an ADB command – which is similar to the way the emulator provided in Google’s Android Software Development Kit (SDK) functions.

E. Virtualizing ARM devices

While we have made great progress with virtualization of x86-compatible mobile devices, virtualization of ARM devices will require some additional work. Currently all servers that run EaaSI are x86(-64)-based and to virtualize ARM devices we would need to incorporate ARM(64)-based servers alongside the x86-based ones and develop EaaSI to support seamlessly utilizing and interacting with each type depending on the device being virtualized. ARM emulation on x86-based hardware will be essential in the future and is already possible. Given the delay between creation of born-digital archives and their acquisition by archival institutions (often many years), it may not ever be necessary to virtualize ARM-based devices in EaaSI as the existing emulation functionality may be performant enough on modern hardware to negate the need to virtualize the ARM devices.

F. Apple device emulation and virtualization

As discussed, we are not yet integrating any Apple device emulation or virtualization into EaaSI. There are some existing companies providing Apple device virtualization support, and some that claim to support Apple device emulation. However, in both cases their products are proprietary, which makes integrating them into the fully open-source EaaSI platform particularly challenging. In addition, there has also been significant litigation by Apple against these companies. The Software Preservation Network supported one company, Corellium (a company that supports security testing, training and research), in one such lawsuit by providing an amicus brief [5]. Fortunately, Corellium had some success with that case, however the risk of litigation is still high, which provides motivation for the EaaSI team to delay additional investment into integrating Apple device emulation and virtualization.

2. Conclusion

The EaaSI team have made significant progress in ensuring long-term access to mobile applications. A large proportion of historic Android-compatible applications can already be made accessible in EaaSI using the QEMU emulator and the Android-x86 operating system. Automated installation of these applications is also possible in EaaSI for many versions of Android. In the future, the process for installing and configuring these applications will be further simplified and streamlined using the Android Device Bridge. Additionally, configuration of and interaction with the more complex inputs and outputs that mobile devices and their emulators support is going to be integrated into the EaaSI User Interface enabling simple replication of the experience of interacting with legacy mobile devices and their applications.

Challenges remaining to be resolved include emulation and virtualization of Apple’s mobile devices, however progress coming from the security testing industry seems to show promise for providing solutions that we may be able to integrate into EaaSI in the future.
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I. INTRODUCTION

The State Library of South Australia (SLSA) holds an extensive collection of material relating to the life and practice of Polish-Australian artist Joseph Stanislaus Ostoja-Kotkowski, 1922-1994. The importance of this archive was recognized in 2008 when it was inscribed in the Australian Register of the UNESCO Memory of the World [1]. Among the 29 linear meters of material that makes up this collection are 940 3½ inch floppy disks containing original digital artworks, and related software, created in the late 1980s and early 1990s on an Acorn Archimedes computer.

The purpose of the project described in this paper was to preserve the data stored on these superseded, at-risk magnetic media, and to make that material visible via contemporary operating systems. Alongside this, the metadata captured during these processes facilitated the creation of thousands of catalog records, allowing the public to discover this collection and to access it online. Through our participation in the Archiving Australian Media Arts (AAMA) research project [2], we hope to join other cultural institutions in raising public awareness of, and increasing access to, Australia's born-digital cultural heritage.

Processing the 940 floppy disks was undertaken in three stages: (1) disks that had previously been assigned archival numbers, (2) unassigned disks, and (3) disks that were initially unable to be imaged. These stages roughly correlated with the disks’ contents, with the first group containing mostly image files in an obsolete format; the second, a mix of software and images; and the third, disks that had been formatted differently, or that were of a different type. This last set also contains mostly image files, but in more common or contemporary formats.

II. STAGE ONE

A. A Slow Start

The 3½ inch floppy disks at the center of this project arrived at the library upon the artist's death in the mid 1990s. Their presence was noted in the catalog, and some were assigned accession numbers, but relatively little is now known about how they were processed.

An assessment undertaken in the late 2010s identified these as primarily double-density ADFS-formatted disks. A floppy disk drive and disk-imaging program [3] was purchased along with a commercial
Acorn Computer emulator [4]. The project was then revived in the context of SLSA joining AAMA in 2019-2020. The first 20 disks in the series were imaged and examined. From this sample it was confirmed that the subset of disks that had previously been assigned accession numbers predominantly contained digital artworks in the form of sprite files—a graphics file with extension ‘ff9’ that is native to RISC OS, and not recognized by contemporary software. Like the sprite files used in video games, these can contain one or more images, known as sprites [5]. Before work on the project could begin, Covid-19 arrived and everything stopped... and then started again.

The original project plan involved imaging each disk, mounting the image in the emulator and migrating each file individually to the PNG format via the RISC OS image-editing program, Paint [6], with renaming steps at intervals along the way. This was labor-intensive and risked accidental modification of the files in the editing software. We also observed issues with some of the migrated PNG files, which appeared strangely elongated when viewed via Windows. Further investigation uncovered that this ungainly aspect ratio results when contemporary software fails to correctly handle the rectangular pixels that comprise a subset of the sprite files. It is interesting to note that when this initial workflow was developed the organization was using Windows 7, which was able to correctly display rectangular pixels, a capability that was dropped in the development of Windows 10.

We needed to rethink our process.

B. Towards Automation

Online research revealed that academics, computer scientists, and RISC OS and Archimedes enthusiasts have been working on various projects both to extract data from RISC OS disk images and to migrate the sprite format to contemporary equivalents—to varying degrees of success. Not all of these shared tools were open-source or written in a common language like Python, and this made testing more difficult to carry out in a security-compliant manner. As well, timelines on the project were tight as resources had been allocated based on the original project plan, which we were now frantically re-working.

From the tools tested, we selected two community-generated programs—one to extract files from the disk images [7], and another to migrate the extracted sprite files to PNGs [8]. These programs were then incorporated into a custom Python script that controlled an automated workflow. In the event of errors—for example if the script was unable to extract files from the disk image, or if the correct number of PNG files were not created—the disk image (and any associated files) was automatically directed to a relevant ‘problem file’ directory for hands-on investigation. A second script was developed to manage metadata collection, taking text files generated in the first process and adding the contents to a spreadsheet. A project spreadsheet also served to capture information we could not extract programmatically, such as the disk brand or whether the disk label contained artwork. As well, we recorded if a disk failed the imaging process, and that disk was set aside.

C. Problem Solving

All was progressing well until we reached disk 161. We noticed a distinct color shift in the migrated PNG files: they were made up of pastel shades rather than the bold, saturated colors of the preceding files.

To save memory and disk space, some image files use an index or palette to centrally store color information, with each pixel pointing to this index rather than encoding detailed color information in place.

When we examined the ‘pastel’ sprite files using Paint in the emulator, we were surprised to find that the palettes for all these files were identical, but that they bore no resemblance to the colors as they were displayed on screen. When opened in the emulator, the ‘pastel’ files appeared to share the same color range as the earlier files.

With stabilizing this collection as our priority, we decided to continue imaging the disks while we had resources for this task, but to halt the file extraction and migration workflow while we reassessed. This was also an opportunity to conduct a broader survey of the collection, and we used the emulator to examine disk images taken from across the 800 accessioned disks. In this way we encountered another conundrum—some of the
artworks, while still sprite files sharing the ‘ff9’ extension, were not recognized by our emulator. Attempts to render them in other emulators or via community-created tools produced mixed results: the programs that were able to render or migrate the sprite files produced very oddly colored and extremely elongated images.

We now had two, overlapping problems: files with color palettes our migration workflow was unable to interpret correctly; and file variations we were unable to view, let alone migrate.

In RISC OS the pixel resolution, pixel shape and color range of the display (desktop) is known as the screen mode and can be changed by the user. Sprite files also have a mode, and can only be displayed in that mode, or one very similar. Additionally, it is possible to create custom modes for files (and displays) that are not automatically supported by the operating system [9].

Examining the pastel files supported by the emulator revealed that they were always in mode 21, and it seemed likely that the files we could not view were in a non-standard mode or modes. We needed a way to programmatically determine a file’s mode so we could identify files that were suitable for our current migration process and devise a new strategy for the others.

We examined sample files in a hex editor and compared the structure to online sprite format descriptions—a process which was complicated by the fact that there are variances between the different generations of sprite files and between our sprite files and those described. Using the byte offset of the sprite filename as an anchor point, we located the offset of the mode number. With this knowledge, we added code to our automated workflow to detect the mode and handle the file based on that, as well as to record the mode as part of our metadata collection.

By programmatically assessing each file’s mode, we revealed that our collection holds sprite files in eight different modes. Four of these are proprietary modes, and all the files in six modes have either no color palette or an unexpected one. To manage the files in custom modes, we adapted a third program [10] so that it could recognize the distinct pixel resolutions and shapes represented by these modes and automatically output correctly formed PNGs. As well, experiments revealed that by programmatically assigning a standard 256 color palette to our mode 21 ‘pastel’ files, we were able to output PNG files that were identical to those from the emulator, and so we applied this to the custom mode sprite files as well.

To judge the success of this tactic, we compared the PNGs migrated from the custom mode sprites to the thousands of as-yet undigitized transparencies that Ostoja-Kotkowski had taken of the artworks displayed on his computer screen. While mindful of the limitations of using these ‘screenshots’ to confirm color-accuracy, they nonetheless demonstrated that the PNGs we were producing to facilitate discoverability and access were an acceptable representation of the artworks. We added the third program to our automated workflow and resumed processing the disk images.

### III. STAGE TWO

The second phase of the project was dedicated to preserving the 170 ‘unknown’ disks, rumored to contain software. Initially the same process was followed: the disks were imaged, then the images processed via an automated workflow, with files and metadata extracted. For this subset we used a modified script with the sprite file migration streams removed.

We observed that scattered through this batch were more disks that solely contained artwork, and we wrote a script to find and move those disk images for reprocessing via our original workflow. We then sorted the remaining ff9 files by size to determine if any artworks had been overlooked and processed those that matched our specifications. To our surprise, we were able to identify a few images from Stage One, and began to question whether these files were, in fact, created by Ostoja-Kotkowski.

It was clear that we needed to look a little more closely at this material: we had the file lists that named all the programs and their component parts (including those curious image files), but we did not understand how the material was used or how grouped material was related.

By mounting the disks images in the emulator we made some important discoveries: (1) some of the programs were 26-bit rather than 32-bit applications, which made accessing them difficult [11]; (2) a ‘duplicate’ application, present on several disks, was actually a series of animated electronic letters...
addressed to Ostoja-Kotkowski; (3) it was confirmed that some of the sprite files we had understood to be original artworks were actually demo files included with software.

The animated letters were especially intriguing. Written by a software engineer who was tailoring applications for Ostoja-Kotkowski, they provide insight into the artist’s work practices and equipment. As well, we noticed that many of the programs, even those 26-bit applications we couldn’t currently open, contained ‘Help’ or ‘Read Me’ documents that listed the creator’s name, company or contact details, and information about the program. We identified the RISC OS text files (extension ‘fff’) extracted earlier, and programmatically migrated these to PDF. Among other advantages, by decoupling this content from the emulator, we could increase the discoverability of the collection and provide broader access to this research material.

III. STAGE THREE

With the majority of the disks now imaged, we were able to turn our attention to those that had failed the imaging step or were flagged as problems during the processing workflow. Looking at the latter group, it was apparent that the disk-image file sizes were varied, while the successful disk-images were all 800 KB. Testing revealed that our disk imaging software reversed the checkboxes for error handling so that when ‘Write bad sectors as 0xFF’ was selected, the program instead ‘Skip[ped]’ bad sectors. After adjusting for this and re-imaging the affected disks, we were delighted to discover none of the disks was so badly damaged that the content could not be accessed and extracted.

The disks that could not initially be imaged fell into two categories: (1) high-density disks (with their distinctive additional hole opposite the write-protection tab); and (2) disks that were formatted for DOS. By covering the additional hole with sticky-tape, we were able to image the high-density disks as double-density ADFS disks and process as before. Given the fragility introduced by the initial writing process we were lucky this worked [12]. The DOS formatted disks were imaged as ‘.img’ files and their content accessed via Windows.

V. WRAPPING UP

A project to preserve archival material such as this does not conclude when the final disk has been imaged or file migrated.

The physical disks have now been photographed to capture the annotations, doodles, and notes on their labels. An archival model has been developed to reflect the status and relationships of the files, and thousands of catalog records generated—utilizing the metadata we recorded along the way. An ingest plan has been designed to guide the movement of all this material to SLSA’s cloud-based digital preservation system Preservica. At the time of writing, not all of these tasks have been completed, but progress is steady.

Although the role of emulation in the project was more limited than initially anticipated, it will become all-important in providing access to some of the software and peripherals uncovered. We will need to develop strategies: for managing the technical difficulties posed by application dependencies; for training new users in how to interact with a very different computing environment; for sharing this material beyond the single configured machine in the lab. These questions are much discussed in the Preservation community, and now that Stan’s archive is safe, maybe we can take some time to look at them too.
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I. INTRODUCTION

This paper summarizes our efforts to-date at Archives & Special Collections, University of Glasgow, to develop a methodology and tool for prioritizing archival processing of digital collections stored in physical storage media.

The motivation and requirement for this endeavor arose from our ongoing work on digital archiving, archival forensics, and preservation of large at-risk born-digital collections [12-15]. Since 2019, the University of Glasgow Archives have been maintaining a register of digital assets deposited and maintained in the collections as physical storage media. As the asset register continued to grow, it became evident that the micro-appraisal approach we had thus far followed to select storage media assets for processing on a case-by-case basis, which was based on predominantly empirical criteria for selection and prioritization, were insufficient to deal with growing volumes. A recurring concern was the further degradation of storage media, the majority of which being already legacy and obsolete, in potentially aggravating conditions, to the point that they became inaccessible.

These problems are by no means new. The fragility of storage media, alongside the need to establish methodologies for addressing the preservation of the digital objects they contain, have been signaled repeatedly [e.g. 1, 4, 5, 6]. Extant studies from collecting institutions internationally, and community/web resources, have provided insight into the longevity, average lifespan and susceptibility to damage of different kinds of storage media [2, 6-11]. The ‘Bit List’ of Digitally Endangered Species [3] incorporates, extends, and contextualizes many of the concerns expressed in these studies, in a resource that is maintained and reviewed by the global digital preservation community.

The goal of the work presented here has been to encapsulate the knowledge/guidance deriving from these resources into a methodology that aligns with our workflows [12-13]; and use this methodology as the foundation for a simple tool to generate a priority score for processing physical storage media, that takes into account both community practice and other evidence-based criteria.

II. METHODOLOGY

In defining the criteria for prioritizing digital archiving and preservation of physical storage media, we drew from the methodological approaches suggested in [2] and [5]; and our work was further informed by the issues identified in [6]. To align the methodology with our workflows, and to keep the criteria as succinct and flexible as possible, we agreed on the following assumptions:
• The majority of digital assets contained in the storage media we hold in our collections are unpublished and have been transferred to our care without detailed file manifests or other descriptive documentation as to their exact contents.
• The digital assets contained in the storage media are as valuable, important, or otherwise intrinsic to the rest of the collection that they belong to, until they have been appraised.
• The digital assets contained in the storage media are unique, there is no other copy of the contents other than that on the storage media we hold, unless we have specific information to the contrary in our records.
• The initial focus will be on storage media that we can currently hold in our collections and can process via our archival forensics capability; and will exclude such legacy media as punch cards.
• Environmental conditions in which storage media were stored prior to being deposited to the University Archives, will be considered as ‘aggravating’ unless we hold information to the contrary in our records.

Three storage media-specific criteria were deemed as the most important in prioritizing digital archival processing and preservation:
• Average lifespan of the medium, as indicated in the examined literature [6-11].
• Year of production of the medium, as a measure of longevity and obsolescence [2].
• Environmental conditions in which the medium has been stored after being deposited to the University Archives. These draw from information recorded in [3] and [4].

We used the classification and – to the most part – the terminology adopted by the 'Bit List' of Digitally Endangered Species [3] as a fourth criterion, so as to inform the methodology with community practice; and avoid duplication of existing effort.

We assigned a score from 1-5 for each criterion, as shown in Table 1.

Table 1. Criteria and scores for storage media prioritization

<table>
<thead>
<tr>
<th>Classification</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower risk</td>
<td>1</td>
</tr>
<tr>
<td>Vulnerable</td>
<td>2</td>
</tr>
<tr>
<td>Endangered</td>
<td>3</td>
</tr>
<tr>
<td>Critically Endangered</td>
<td>4</td>
</tr>
<tr>
<td>Practically extinct</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lifespan</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-3 years</td>
<td>5</td>
</tr>
<tr>
<td>3-5 years</td>
<td>4</td>
</tr>
<tr>
<td>5-10 years</td>
<td>3</td>
</tr>
<tr>
<td>10-20 years</td>
<td>2</td>
</tr>
<tr>
<td>More than 20 years</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal conditions</td>
<td>1</td>
</tr>
<tr>
<td>Good conservation practice</td>
<td>2</td>
</tr>
<tr>
<td>Minimal conservation practice</td>
<td>3</td>
</tr>
<tr>
<td>Some aggravating conditions</td>
<td>4</td>
</tr>
<tr>
<td>Mostly aggravating conditions</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Year of production</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Within the last 5 years</td>
<td>1</td>
</tr>
<tr>
<td>More than 5 years ago</td>
<td>5</td>
</tr>
</tbody>
</table>

We collated information from the studied sources to generate a list of storage media types that are currently help by the University Archives and assigned prioritization criteria to each medium (Table 2). The list summarizes our current knowledge on average life span and contemporaneity of storage media; and reflects the status identified in the 'Bit List' as of the time of writing. The conditions of storage were purposefully left out of this summary list, as they are bound to differ per medium – for instance, a current portable HDD may have been stored in either optimal or aggravating conditions and this can only be gauged on a case-by-case basis.

Table 2. Collated types of storage media, with prioritization criteria assigned.

<table>
<thead>
<tr>
<th>Medium</th>
<th>Produced</th>
<th>Bit list status</th>
<th>Average lifespan (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current internal HDD</td>
<td>Within the last 5 years</td>
<td>Vulnerable</td>
<td>3-5 years</td>
</tr>
<tr>
<td>Current internal SSD</td>
<td>Within the last 5 years</td>
<td>Vulnerable</td>
<td>3-5 years</td>
</tr>
<tr>
<td>Non-current internal HDD</td>
<td>More than 5 years ago</td>
<td>Critically Endangered</td>
<td>3-5 years</td>
</tr>
<tr>
<td>Non-current internal SSD</td>
<td>More than 5 years ago</td>
<td>Critically Endangered</td>
<td>3-5 years</td>
</tr>
<tr>
<td>Current portable HDD</td>
<td>Within the last 5 years</td>
<td>Endangered</td>
<td>3-5 years</td>
</tr>
<tr>
<td>Current portable SSD</td>
<td>Within the last 5 years</td>
<td>Endangered</td>
<td>3-5 years</td>
</tr>
<tr>
<td>Current optical media (CD, DVD,</td>
<td>Within the last 5 years</td>
<td>Endangered</td>
<td>5-10 years</td>
</tr>
</tbody>
</table>

BlueRay)
Lastly, we developed a five-point priority score that is meant to indicate the time period within which digital archiving and preservation action should be taken (Table 3).

![Table 3: Priority score](https://example.com/table3)

The prioritization tool is a simple proof-of-concept, which calculates a priority score (Table 3) for each type of storage medium, based on the scores identified for the individual criteria plus the conditions that a medium has been held in (Figure 1).

![Figure 1: Screenshot of the storage media prioritization tool.](https://example.com/figure1)

In its current version, the tool calculates a priority score using equal weights (25%) for each of the four prioritization criteria.

IV. FURTHER WORK

Being based to community-generated resources, guidance and practice, the prioritization methodology and tool are equally open to community feedback and discussion. Our aim with this piece of work is not to epitomize practice in this area, but rather invite dialogue and create a space for both further insights on handling computer storage media as archival records; and for reusing community-maintained resources, such as the ‘Bit list’.

Recent discussions within our teams and with the wider digital preservation community on this topic, have highlighted issues with the score weighting. Specifically, it has been suggested that storage conditions should be given a higher weight, as it can adversely impact all other criteria.

The list of storage media that we have collated is neither complete nor comprehensive – and it is bound itself by obsolescence. Changes in community guidance, and the findings of future studies on the longevity and susceptibility of storage media, will require respective changes to the current scores. In this sense, it is an ongoing piece of work that provides the means to inform decision-making, rather than an end in itself.

### III. PRIORITIZATION TOOL
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I. BACKGROUND

During the summer of 2018, the Concordia University Records Management and Archives (RMA) department started the process of web archiving within the greater context of its newly published Digital Preservation Program. With a departmental mandate directly tied to University records management activities, early efforts using Archive-It were focused on establishing and maintaining automated crawls within the Concordia domain. The objective of this work was two-fold: To preserve important information contained on Concordia websites and to respond to research needs originating from the community searching for information hosted on former University pages no longer accessible.

RMA web archiving has since evolved to respond to special interest topics, for example the Concordia COVID-19 Web Collection. With this evolution has also come the opportunity to collaborate with new partners and advocate for the importance of web archiving within the community.

One collecting gap that has been identified by RMA was archiving online-only student publications. These publications are characterized as being exclusively online journals or magazines managed by Concordia students showcasing undergraduate or graduate writing and work. Prior to the shift to online only, RMA collected extensively in this area and houses a large print collection of this type of material for research purposes. However, with the majority of this work now exclusively being published online, new technical and ethical questions have arisen for archivists and librarians.

In parallel to RMA's efforts, Concordia University Library began investigating the resource requirements of potential impact of developing its own web archiving program. A pilot project in 2021 uncovered collecting areas of interest, including websites related to Special Collections holdings and web-based scholarly output by Concordia researchers; and created a framework for an operational web archiving program at the library. With only one librarian with web archiving in their job description, ensuring the sustainability of the program is an ongoing challenge. In order to maximize the impact of the library's web collecting activities while balancing its limited resources, we continue to seek out opportunities to create impactful web collections that will benefit Concordia University and the broader research community. The project described in this paper is one example of such an opportunity.

II. PLANNING THE PROJECT
In 2021, we began to envision a collaboration between RMA and the library to collect web-based student-run publications and make them available using Archive-It. Concordia archivists and librarians recognized both the fragility and value of these websites, and believed that archiving them could have a meaningful impact. These publications contain unique scholarly output produced at the university and they hold important evidentiary value in documenting student life and culture. Archiving them would contribute to both RMA’s mandate to preserve and provide access to the university’s institutional memory and the library’s mandate to preserve and provide access to Concordia research.

Except for two literary journals, none of the student publications we identified seem to exist in print form. This makes their contents even more at-risk, as web publications are inherently more fragile than their print counterparts and open access journals regularly disappear from the web [1]. Student-run publications are also particularly ephemeral due to their organizational infrastructure. They tend to be staffed by teams of student volunteers with high turnover, they operate with limited funding, and from what we can tell, most have no long-term stewardship or preservation plan in place. In the year since we started planning this project, we have already witnessed some of these websites disappear.

In 2022, we formed a joint working group which consisted of a small team of archivists, records managers and librarians involved in web archiving at the library and RMA. The working group developed the following plan for the project. We would begin by creating a seed list, i.e., a list of publications to capture and their URLs. We would then contact the editorial teams of these publications to notify them of the project, and begin to crawl the websites using Archive-It.

We expected running web crawls, reviewing results and troubleshooting issues to be the most time-consuming part of this project, especially since neither the library nor RMA has a single employee fully dedicated to web archiving. In order to expedite this process, we decided to enlist the help of a Library and Information Technician intern for spring 2023. Under the supervision of the project lead, the intern will run and review crawls and add descriptive metadata. Once we are satisfied with the results, our last step will be to make the collection publicly available on Concordia University’s Archive-It page.
III. CHALLENGES

Creating an initial seed list proved to be more challenging than we had expected. These publications tend to be siloed in their respective faculty websites which makes them difficult to find. Without a centralized directory, we had to rely on browsing the different department web pages to find their associated student publications, which were often buried many sub-pages deep. Compiling a full inventory of all these publications would be quite onerous, so instead we aimed to create an initial seed list that would represent a sampling, rather than an exhaustive list.

Determining selection criteria for publications was another challenge. Some journals were exclusively managed by students, while others were managed by a combination of students and faculty. Some featured only student work, while others featured work by faculty and authors external to the university. Some websites pushed the boundaries of what we considered web-based publications and we were faced with difficult decisions: should we include a student-run conference website, a scholarly podcast, or a fanzine produced by a special interest club?

We decided to start with a narrow scope to keep this first phase as simple as possible, with the expectation that it could eventually be broadened to include a wider range of publications. We limited our seed list to 16 online journals and magazines that were self-described as exclusively student-run and featuring exclusively student work. We kept a spreadsheet of the websites that we had considered but ultimately scoped out, with appraisal notes explaining our decisions.

Our next step was to contact the editorial teams of our selected publications to inform them of the project and seek their collaboration. This proved to be challenging as well. Many institutions consider an opt-out rather than opt-in approach to be the only workable solution to web archiving, in part due to the typically low response rate from site owners which makes it difficult to obtain explicit permission to archive content [2]. A 2017 survey by the NDSA, Web Archiving in the United States, found that 70% of surveyed institutions capturing content do not seek permission or attempt to notify the content owner that their website is being archived [3].

At the outset of this project, neither the library nor RMA had a formal web archiving policy in place, and the project team was hesitant to make the captured content available without the explicit consent of the website owners. The library is currently in the final stages of drafting a public-facing web archiving policy that will include opt-out and take-down procedures, and we plan to make the captured publications publicly available once this policy is approved. For now, we decided to notify the editorial teams of our selected publications by email, explaining our intention to crawl their site and inviting them to contact us if they have questions or if they wish to opt out. We drafted an email template and kept track of which publications had been notified using a spreadsheet.

As expected, we received few responses and struggled to make contact with the editorial teams. In the cases where we did make contact, we were faced with the challenge of managing the editors’ expectations about how their content would be archived. The editors of one journal initially misunderstood the project as a backup service, where captures of their website would be replaced and refreshed periodically. When we explained that the aim of the project was to preserve the content in perpetuity, they chose to opt out, as they wanted to retain control over the archived content and to be able to edit the captured versions of their publication. This exchange highlighted the importance of clearly communicating the objectives and scope of the project to the editorial teams and allowing them to make informed decisions about their participation.

Moving forward, we anticipate technical challenges in crawling some of the publishing platforms that these publications are hosted on. For instance, two of the publications on our seed list are hosted on Issuu, a digital publishing platform that is not easily captured and rendered by Archive-It. As of the writing of this paper, Archive-It's help guide states that while they are working on improving their ability to both capture and replay Issuu publications, “at present, successfully archived Issuu publications from previous iterations of the survey maintains itself, this percentage will have increased since 2017.
will not fully replay” [4]. The wide range of hosting platforms, each with their own technical particularities, means that post-crawl quality assurance and troubleshooting could prove to be significantly time-consuming. We may even need to investigate providing alternative means of access to some captured content, such as that hosted on Issuu.

IV. CONCLUSION

With the transition from archiving traditional print-based student publications to publications exclusively hosted online, new challenges and opportunities for archivists and librarians at Concordia University have emerged. These unique publications with no print equivalent are often at risk of going offline or undergoing major transformation rapidly. Factors related to the high turnover of students involved in these projects between academic years (sometimes more frequently) are central to the haphazard management of these websites. These sites regularly contain unique scholarly output, as well as a glimpse into student life and culture. In turn, this type of material holds high research value.

Within the context of this collaboration between RMA and Concordia Library we have presented some of the non-technical and technical challenges associated with archiving student publication websites. On the other hand, these challenges have presented archivists and librarians new opportunities to engage with non-traditional archives users. The discussions and reflections brought on by this project have inspired us to envision and implement new outreach initiatives in the Concordia community. For instance, the library has started to offer regular web archiving workshops to empower students and faculty to preserve their own web content using free and open-source tools. In the last number of years RMA has promoted its web archiving efforts through Concordia-based articles, presentations, various blogs and social media channels.

Through these collaborative projects, continued advocacy and training it is hoped that web archiving at Concordia can foster a more engaged group of stakeholders in terms of preserving and making accessible this type of at-risk information.
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Abstract - This paper presents the decision making process involved in establishing a software collection at the Vienna Museum of Science and Technology. The museum's collecting activities have been limited to the collection of tangible heritage. The current collection strategy defines the functionality of a museum object solely as its own material manifestation. That is why the museum keeps its physical collection in a “powered-off” state to preserve its integrity and functionality for the future.

To integrate a functional software collection into this theoretical frame we are discussing applied terminology and have developed a manifesto to build on a solid theoretical foundation.
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1. INTRODUCTION

The Vienna Museum of Science and Technology houses one of the largest and oldest collections of technical objects, inventions, designs and research projects from various fields who have contributed to the advance of science, art and daily life of Austrian people. The largest part of the museum collection consists of commercial objects that were mass produced. However, the museum also preserves individual objects, art, innovations and technical inventions that were never mass-produced but are of particular value to Austria's scientific and cultural heritage. The various objects are collected and divided into five collection groups, each with its own individual collection strategy and research focus. The recent collection strategy for tangible cultural heritage protects the collected objects in the museum and prohibits any functional use of them to preserve their integrity.

Despite the diversity and historicity of the museum, which took on the task of preserving the physical integrity of the objects – keeping them in a “conservatorial resting state”, its role as a collector of modern technologies and intangible cultural heritage in Austria was unclear. Due to the threat of technical obsolescence and the associated loss of the logical counter-part of the objects that were still undiscovered within the collection, as well as the growing need to digitally expand the museum's collection, the museum established a new collection department for the intangible cultural heritage as part of the research institute in 2022: The software collection.[1]

In addition to the obvious question: how to adapt the museum's existing infrastructure and collection strategy to meaningfully collect, catalog, document, preserve and restore the logical, the contextual and physical layers as a whole; there was also a conceptual issue. How to expand the internal methods and infrastructure with novel tools, technology and platforms to apply preservation actions on all described levels of threat. Does it make sense to build a software collection without planning the functional preservation of the original hardware to interpret?
II. Scope of the Research

At the beginning of this research project, the museum successfully applied for funding from the Vienna Business Agency and set a time frame of two years (12/22-12/24) to develop a concept for collecting, archiving, documenting and the dissemination of software-based objects, focused on two different groups: 1. complex software objects, 2. industrial everyday technologies with embedded software. The first group lays a focus on experimental games, design and computer graphical methods from the 1980s, 1990s and 2000s. The second group focuses on contemporary everyday machines from the museum such as the ATM machine [2].

First objective was to understand how we can utilize the existing physical collection, to preserve and extract the original source code, the executable binary and other functional software and hardware dependencies that in order to document their authentic performance, such as: applications, compilers, software libraries, operating systems, device drivers, firmware, hardware embedded software, etc.

II. A Focus

Since this project is right at the beginning this paper tends to openly discusses terminology used and the results of the ongoing inventory analysis of the existent collection and the associated decision making processes within the museum transformation. First step was: finding out what the profile of the collection is and how to logically expand it with device, resp. object relevant software and cultural-historical digital artifacts to “reflect upon the development of technology and science”[1].

II. B Goals

At the end of this research the following goals should be accomplished:

> Enhance the existing collection strategy with modified definitions and unify vocabulary and terminology.
> Integrate the new objects logically and conceptually into the collection;
> Establish a common understanding within the museum what “function” means to consequently preserve it properly.
> Build and integrate a sustainable, functional, and long-term software archive.
> Build a dedicated workspace with an emulation framework for hardware embedded software and data extraction, migration and rendering.
> Make this acquired knowledge accessible to other researchers, institutions, collection, archives and museums following the open source, open data, and participatory collaboration policy of the museum.

II. C Research Questions

> What kind of objects are already part of the collection (technical and historical)?
> How many of them are unique?
> Can a specific focus be deduced? (office, art, game culture, ...) and shall this focus be followed?
> What are the consequences for the software collection?
> What general strategy and focus can be derived and defined?
> What gaps need to be filled based on the developed strategy?
> How to define and apply the terms software, information, digital entities, complex digital objects and their interrelations?
> How to define this new group of objects within the context of this specific collection?
> How to re-enact the historical context of the object with its digital (virtual) twin?
> How to identify valuable content?
> What virtualized existence should we preserve?
> How to identify cultural heritage institutions with similar collection profiles and compare their existent content?

2. RELATED WORK

Through an environment analysis we defined the following types of cultural heritage institutions, to engage within the international trans-disciplinary collaborative network: Technical museums, Computer (game) museums, Archives / Libraries and Art Collections. This pool of diverse scientific
3. INVENTORY ANALYSIS

To comprehensively understand the physical collection: 199,338 objects / data sets (counted by inventory number) from the collection management system have been extracted, structured and classified, to:

- Understand and describe the technical and conceptual profile of the already existent software (either stored on information carriers or device embedded).

- Discuss this profile within internal and external stakeholders to enable a gap analysis and the potential expansion of the collection.

- Derive and define object groups of expansion considering technical and conceptual aspects (e.g. Austrian developed software, application software, games, art, external drives, ...).

- Identify and execute risk assessment.

The following conclusions were drawn from the initial collection analysis: Interestingly, no focus on software (or its hardware environment) produced in Austria could be identified. The reason for this could be that the collection departments place a stronger focus on collecting objects with a cultural and technical connection to Austria (e.g. a series of generic desktop computers used in an Austrian bank branch). Furthermore we discovered that the found software was mostly hardware related (e.g. drivers and applications for an office printer) or were embedded in the collected hardware (e.g. an ATM machine). Based on the analysis, the historical context of the object as well as the context of their use along with its physical integrity are the main interest of the collection strategy.

<table>
<thead>
<tr>
<th>Type of software</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software Objects (Game, Doc, ...)</td>
<td>32</td>
</tr>
<tr>
<td>Supporting Software (Application)</td>
<td>3</td>
</tr>
<tr>
<td>Operating System</td>
<td>-1</td>
</tr>
<tr>
<td>Device Driver</td>
<td>-3</td>
</tr>
<tr>
<td>Hardware embedded</td>
<td>-1</td>
</tr>
<tr>
<td>unknown</td>
<td>58</td>
</tr>
</tbody>
</table>

4. TERMINOLOGY: INFORMATION, SOFTWARE, COMPLEX OBJECTS, FUNCTION AND PERFORMANCE

After the inventory analysis was completed, a general classification of the object groups was created and relevant keywords were identified. This made it possible to develop a more detailed description of the role of each object type and describe them based on their level of existence: the physical, logical and conceptual.[3]

> Definition on the physical level of existence (binary): All physical objects that contain transferable information or the logical part can be separated from the physical carrier and migrated into a virtual format. These binary images will form the basis of the software-archiv [4]: a passive, non-curatorial selected collection of software objects to built up a functional infrastructure. Which means that they can be used in combination with other virtual binaries and environments. Their content should be extracted to allow precise interpretation. Based on the inventory analysis, we consider the following terminology to describe these types of software-objects: device-embedded software, hardware image, extracted virtual image, base
image, imaged medium, imaged system, synthetic image.[5]

> **Definition on the logical level of existence:** single binary or textual file, collection of binary or textual files, complex object with just internal dependencies, complex object with external dependencies or source code.

> **Definition on the conceptual level of existence:** software objects and supporting software (games and applications) operating systems, device driver, source code.

> **Definition of software-based objects:** targets are by definition digital born and digital transferred data objects [6] (binary and textual) as singular file or complex organization of files (dependencies).

![Figure 1 visualization of the structure of the software collection, consisting of the software archive, interpreted by the reference environment and representing historical, aesthetically and conceptual information.](image)

**Restructuring the existing tangible collection:** The primary objective is to first separate the physical and logical parts of the software-based objects in the Museum. We need to document the technical information, render them in the native environment, document their performance, and keep them in a stable, virtual form and archival formats. The second goal is to find a platform on which the separated virtual images can be merged into a working entity. The third goal is to permanently make the software archive accessible to researchers and the public.

We plan to build a software archive, that will contain the binary images and their extracted content. Re-interpretation and re-execution will be enabled by a reference environment, both in physical and virtual form (EaaS). While the virtual environment will provide access to the transferred software objects the physical environment will enable precise comparison with the originated hardware. Facing the museums politics the collections strategy has been modified to include the term “everyday objects” [14]: this excludes objects which are mass-produced, not older than 100 years, without any unique value from the restriction to “turn it on”. To substitute this collection donations will conclude the hardware environment and integrate the conceptual information (oral history) to the software collection.

![Figure 2 visualization of the different object/collection groups, resp. the defined environments and their associated use within the museum context. A: Objects (traditional museum objects). B: Functional Collection (non cultural heritage objects). C: Software collection (with software archive).](image)

5. **MANIFESTO**

To create a profound understanding and clear communication of the software collection and its implications we drafted a manifesto resulting from the discussion described above. Considering the mission statement: "here technology becomes experience" we do state:

**FUNCTION REFLECTS THE ABILITY OF A SIGNIFICANT PERFORMANCE:** time is crucial for an authentic experience. The rhythm of processing and interaction explains the fundamental design and programming structure. Functional long-term archiving is focused on permanent access to digital objects and their interactive perception through a rendering environment. So we do understand the function of a rendering digital environment as a performative act revealing the truth of the object itself. This digital calculating space embodies more the dynamic structural relations than static hard coded numbers.[13]

**NO INTEGRITY WITHOUT FUNCTION:** This inherent functionality is key to the software object integrity.
The significance of performing is just possible through dynamically preserving the object, view path and interfaces to render (interpret) embedded instructions manifested in algorithms.

THE RENDERING ENVIRONMENT FORMS THE IDENTITY AND IS KEY TO DOCUMENTATION: As above stated software-based media objects need adequate environment to render it, not just for perception but also to document. Preservation implies documentation which requires just as much dynamism. The applied documentation methods are demanding permanent transformation otherwise they will get obsolete. So the primary operation of the archive is shifting from the content of one singular object to a logistical interlinking of object and layers.

DIGITAL OBJECTS DEGRADE INEVITABLE: Even though digital copies are identical, real life and endless (format) migrations disprove the myth of the digital ... [8]. The Copying of data in the digital realm is questioning the meaning of the original but also blurs its boundaries. Lots of copies keeps stuff save but what is the difference between them? How to describe the different rendering environments and their significant properties? And even physical realities transform in time which might makes the concept of the static archival storage obsolete itself.

TECHNOLOGY IS CULTURE: The holistic claim of the historical museum object demands comprehensive investigation and documentation of the semantic level as well. The culture production from the 70s on has been especially driven by the development of these computing machines. The creation of video games is just one part. The computer as performing complex creates, embodies and transforms culture. The active protagonists of this scene are urged to research themselves to adopt documentation as cultural technique [7]... and preserve the process of the process as permanent performance.
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1. INTRODUCTION

In this paper we present an approach together with a prototype implementation [1] which aims at increasing trust in electronic archiving and digital repositories by enabling a transparent and traceable change history of archival records using distributed ledger technology (DLT) or Blockchain systems.

Digital objects stored in a repository are subject to a life cycle, that is, there are events that modify the objects themselves or the metadata related to them. Trustworthy archiving means that these changes are recorded as events in a transparent manner and that it is clearly documented who initiated the changes and for what reason.

One of the well-known application domains of Blockchain is the so called “decentralized notary” [2, section 7]. The principle is that the piece of data, such as the fingerprint (or hash value) – demonstrating the existence and integrity of a document – is stored in the Blockchain together with a timestamp. It is decentralized because – depending on the security setup – any node can initiate transactions which are then processed through the distributed consensus and added to the Blockchain.

We present a use case related to negotiating access to digital objects where an applicant – a researcher from the repository's designated community or a general user – requests access. Further we describe that the basic principle can also be used to record digital preservation events.

The event metadata can be persisted together with the information resource. We use PREMIS, a widely used metadata scheme for recording preservation events, in combination with blockchain transactions to provide a transparent, auditable and tamper proof change history record.
The prototype implementation [1] demonstrates the principle of using a blockchain notary for recording events related to accessing or preserving digital objects and is designed to make use of the use of the European Blockchain Infrastructure Service (EBSI) [3] which allows making use of API functions to build a transparent and tamper-proof provenance and change history record without the need to set up a dedicated blockchain service infrastructure. The European Blockchain Services Infrastructure (EBSI) is a cooperation of 29 countries and the European Commission. It is a private blockchain-based system with about 30 nodes which largely builds upon the Ethereum ecosystem with several smart contracts written in Solidity defining the core of the EBSI functionality. This private Ethereum network is not accessible directly from outside by users and external developers. Instead, there are several higher-level APIs as the only way to access the system from outside. Developers can use this API to write decentralized applications in a similar way as with interacting with custom smart contracts directly, but with the additional EBSI compatibility.

The paper's outline is structured as follows: Section 2 provides an overview of related initiatives and work. Section 3 elaborates on the fundamental methods for interacting with the blockchain. Section 4 delves into the implementation details of the access and preservation use cases. Finally, Section 5 concludes the paper by summarizing the key findings.

2. RELATED INITIATIVES AND WORK

A series of standards is relevant for trustworthy archiving: The Reference Model for an Open Archival Information System (OAIS) defines the requirements for an archive or repository to provide long-term preservation of digital information. Based on the reference model several initiatives produced recommendations for certification criteria related to trustworthy repositories, such as [4], [5], and [6]. Even though these publications address mainly organizational infrastructure aspects and do not address the technical means for building trust, they represent the general frame for building “accountable record-keeping systems” [5, p. 8].

The relevance of blockchain technology for archiving is reflected in the large number of publications related to this topic. Very close to the approach presented here is the model of a blockchain-based system to assist the process of long-term preservation of digitally signed records presented in [7] and [8] and the project ARCHANGEL [9]. The difference of our approach is that we present a generic use case applicable to any type of archive and propose a way to link preservation and access metadata with the blockchain registry.

3. INTERACTING WITH THE BLOCKCHAIN

To be able to interact with the blockchain, or more technically, to send a transaction that will be included in a block, i.e., writing data to the blockchain, an account on the blockchain system is required. This account can correspond either directly to a user or to an external system that administers multiple user accounts by itself. Additional to a digital account protected by public-key cryptography, a link to a person or an organization must be established. We will focus more on persons, “natural persons” in legal terms, as the relevant legal contracts are often concluded on this level.

The proof-of-concept implements a user management that does not include an official verification of an identity by the respective national agencies of EU states. But the architecture will be modular to allow such an extension without major code changes. A potential extension could integrate eID [10], a digital building block that was created as part of the Connecting Europe Facility (CEF) program, which takes care of cross-border verification of identities. Similarly, the European Self-Sovereign Identity Framework (ESSIF) built into EBSI can facilitate the generation of user accounts with verified identities based on official documents and make it usable with the rest of the EBSI functionality.

Giving access to data is also not a task that is typically solved only by a smart contract. First, because most blockchain systems have no sophisticated reading protection, which means that data is readable by default for parties with access to the system. But a blockchain is often not an ideal storage system for many kinds of data, because of its persistent nature and its reduced capacity and throughput. Therefore, dissemination information objects will clearly not be stored on the blockchain. Enforcing the rules of the blockchain will be done by a component outside the blockchain system. This component does not need a distributed architecture and can be located at the
archive. For multiple archives the component can simply be run as multiple instances, or an archive could use its own implementation if it wishes so. It is important to note that by doing so, we do not lose the advantages of the blockchain system. If an archive gave access to a DIP without having a legal contract established on the blockchain, this would be in its own control and responsibility. On the other hand, an archive that does not give access to an applicant even though a legal contract has been established would violate that agreement, which could be proven by the applicant.

Regarding the roles which are involved in the information access use case we define three entities when establishing a license agreement: Provider Entity (PREMIS metadata: agent), Applicant Entity (PREMIS metadata: agent), and Object Entity (PREMIS metadata: Information Package, Representation, or File).

The license agreement is concluded between the Provider Entity and the Applicant Entity, and it relates to the Object Entity.

For the preservation use case, events, such as the migration of representations of file objects, are documented as PREMIS with the corresponding agents documenting the preservation decision taken. The notary function of the blockchain registers a combined hash of event identifier and representation or file hash in this case.

4. USE CASE IMPLEMENTATION

One of EBSI’s APIs is particularly interesting for referencing data entries to prove their existence and validity at a certain point in time. The so-called “Timestamp API” basically stores hashes and associates them to the timestamps at the point of time when the entry was created. The hashing algorithm can be chosen by the user out of a list of standardized algorithms.

The timestamp is added by the EBSI system when the entry is written to the blockchain. The original data can be stored off-chain. That might be possible also via the EBSI infrastructure or outside of it via a separate application.

An important aspect of the dissemination of digital objects is the definition of rights and the agreement concerning the usage. To define in which way and to what extent a dissemination object can be used, a legally binding contract between two parties, the provider, and a requester, must be put in place. In the context of systems that use a blockchain as basic data structure, there are pieces of code, called smart contracts, which are sometimes seen as an automated form of a legal contract. But this is only true in certain cases because smart contracts can only control very specific aspects of a legal contract. A smart contract cannot prevent the requester to use the dissemination object in any way that would violate the legal contract. But still, having a blockchain as data structure where it is not possible to modify existing entries helps us to digitally record an agreement between two parties and put the legally binding contract in place. The central part of the legal contract is the text that describes the legal aspects, which we call “license”.

The process of recording the agreement on the blockchain consists of five steps:

1. Register dissemination representation for access. The dissemination object is identified and referenced to by a UUID. The dissemination object itself is never put on the blockchain, but only its identifier.

2. Create text license document. Most of the time, we will deal with a small set of standard licenses, but it is also possible to assemble a license out of a set of standard clauses or to set up an individual license. A license is hashed to prohibit future modifications and the hash is used as identifier for a license on the blockchain. Like the dissemination object, the license itself won’t be stored on the blockchain.

3. Provider assigns license to dissemination representation. An entry on the blockchain is made to record the bundling of the dissemination object with a specific license. Everyone with access to the system will then be able to see the available offers. Since the blockchain contains only the identifiers, a customer will need not only the information from the blockchain to assess the offer. What is important, is that the data on the blockchain is sufficient for a customer to verify the validity of the offer.
4. Requester accepts license. The requester is the first to sign the offer via an entry on the blockchain.

5. Provider approves request. The signature of the provider via an entry on the blockchain finalizes the legally binding contract between one requester and provider for one dissemination object.

In these five steps we have three different fields identifying the different objects and the user (field: object identifier, type UUID, size: 16 bytes; field: license hash, type SHA3-256, 32 bytes; field: requester, type: Ethereum address, size: 20 bytes).

In steps 3 to 5, we need to store records which consist of a combination of the fields. If we want to use the Timestamp API, we cannot store multiple fields, but just a single hash value. We compute such a hash value by appending the input bytes in binary format and by then hashing this byte sequence with SHA3-256. As a result, we get another 32 bytes sequence representing a data entry.

This reduction still allows a party to prove the validity of a particular entry at a given time under the condition that the original data is not lost. By itself, the data stored on the blockchain itself will be relatively meaningless, so it is important to see it only as one part of the process.

To demonstrate the approach, we developed a decentralized application that is based directly on Ethereum, but because of the modular design the connection to the blockchain system can be replaced without the need of rewriting code in the other layers of the component. The blockchain-based system is set up as a private network with proof-of-authority as consensus mechanism. Go Ethereum is chosen as software for the execution client and a block is created every 15 seconds. But it is important to note that we do not rely on a particular setup and most of the setup could be changed without affecting the functionality of the decentralized application.

Adhering to the concepts and definitions of the EBSI, we created a timestamp smart contract that resembles the Timestamp service provided by the EBSI but is a simplified implementation. It defines a data structure, a map, with hash values as indexes and timestamps in combination with the address of the creator as associated information. It is implemented in Solidity, which is the most widely used language for smart contracts in Ethereum.

Interacting directly with smart contracts is in general a bit tedious. Most of the time, decentralized applications, sometimes also referred to as dapps, are created to interact with smart contracts. In our case the decentralized application is a web server that provides a REST API as an easy way to access the functionality of the smart contract. The web server is written in Haskell, uses GHC 8.10.x, and includes amongst others the libraries servant for the REST API and web3-ethereum for the connection to the smart contract. To ensure modularity, the application consists of 4 layers, that built only upon the layer directly below, but not on the others.

1. The uppermost layer in the architecture describes the REST API including all elements that concern the web server. This includes the rendering of the responses, for which JSON is used as format.

2. The second layer defines the business logic, which means the five steps in our process of recording an agreement and the functionality for retrieving information.

3. The third layer is responsible for the storage and is specific to the chosen storage backend. In the current implementation, the functions of the custom smart contract are called to store a hash or retrieve the information, timestamp and creator, of a hash. This layer has to be replaced if the EBSI Timestamp API is used instead of the custom smart contract.

4. The lowest layer is also part of the storage and just needed for the direct connection to the Ethereum components and wouldn't be needed with EBSI. It makes all the functionality of the smart contract accessible via the web3-ethereum library, as this is a form of polyglot programming and requires some mechanism to connect the different environments.

In the following we briefly outline the REST API functions of the prototype implementation.

- `registerObject`: takes `object_identifier` as parameter and returns the object's registration hash value.
• createLicense: takes license_hash as parameter and returns the license's registration hash value.
• assignLicense: takes object_identifier and license_hash as parameters and returns the license assignment hash value.
• acceptLicense: takes the requester's account requester, the object_identifier and license_hash as parameters and returns the acceptance hash value.
• approveRequest: takes the requester's account requester and the object_identifier as parameters and returns the approval hash value.

On the other hand, querying does not involve transactions on the blockchain, and the requests are relatively fast. For any of the registered hash values for object registration, license registration, license assignment, license acceptance, and approval one can get the timestamp of its registration and the associated account address.

• timestamp: takes the registration hash value as parameters and returns the timestamp value, timestamp and the creator's account creator.

An Ethereum network is a peer-to-peer network consisting of several nodes. There can be one or more instances of the decentralised application that connect to one node, and one instance can serve one or more users. In the prototype implementation the key store is located at the Ethereum node, but it is possible to relocate it to the decentralised application, which would increase the flexibility and depending on the setup can also help increasing the security. There are some variations depending on the location of the key store and the number of the accounts that are stored in one key store. An interesting case is created by locating the key store at the decentralised application with only one account per key store. This would mean that every user has to run its own web server. An exchange of the custom smart contract with the EBSI services has only a minor impact, as it is also possible with the EBSI to manage the keys either at the node or outside of it.

The implementation of the concepts and approach presented in this article can be used with Distributed Ledger Technology or Blockchain services which offer a function for registering a hash value and providing a timestamp as return value. These minimum requirements will allow tracing the creation and integrity of information objects. To also provide evidence for the authenticity of information objects, i.e., who registered them for the first time or who originated specific preservation objects, the events need to be linked to the account. If the requirement is to know about real identities behind the accounts, further identification services, such as the European eID services, need to be integrated.
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Abstract – Records created in organizations that have archival value should be preserved for a long time, and to achieve this, digital preservation techniques are used. These techniques also contribute to the preservation of the trustworthiness of the records. In order to assess the situation of organizations in the implementation of their digital preservation activities, there is a need for an analysis tool. Many models have been prepared to meet this need. One is the Levels of Preservation (LoP) developed by the National Digital Stewardship Alliance (NDSA). The LoP provides guidance to organizations in their digital preservation activities. Therefore, it is thought that the LoP can be associated with trustworthiness which aims at long-term preservation of the records. This study examines the levels of digital preservation specified in the LoP in terms of the trustworthiness of digital records. As a result of this research, the goal is to provide the basis for a methodology for organizations wishing to assess their level of digital preservation and to align their digital preservation capabilities with trustworthiness. This study used document analysis as a qualitative research design. Both field observations and research show that organizations are not sufficiently aware of the level of digital preservation and trustworthiness. Then, the question of the study is “how the levels that are specified in the LoP can be associated with the trustworthiness”. As a result of the study, it has been observed that the levels of digital preservation specified in the LoP can be used in the analysis of the trustworthiness of the records. It is expected that this study will raise awareness in the organizations to do a better job of preserving the records that have archival value.

Keywords – Digital records, digital preservation, trustworthiness

I. INTRODUCTION

Records created in the ordinary course of business functions that have archival value are preserved for the long-term. It is known that digital preservation techniques are used to successfully meet this requirement. Digital preservation is defined as the series of managed activities necessary to ensure continued access to digital materials for as long as necessary [1].

These digital preservation activities cause organizations to analyze their current situation. Therefore, organizations may need an analysis tool. If so, methods such as developing a maturity model, obtaining certification, and conducting an internal assessment can be used. These methods are also used in preservation of the trustworthiness of the records. Here, trustworthiness means possessing the characteristics that the records are supposed to have according to recordkeeping principles and law. As a matter of fact, various approaches have been developed in this regard, both in the academic research and in scientific field studies. Electronic Resource Preservation and Access Network (ERPANET) [2], Cultural, Artistic and Scientific Knowledge for Preservation, Access and Retrieval (CASPAR) [3], Preservation and Long-Term Access Through Networked Services (PLANETS) [4], Alliance Permanent Access to the Records of Science in Europe Network (APARSEN) [5], CoreTrustSeal [6], Go FAIR [7] and International Research on Permanent
Authentic Records in Electronic Systems (INTERPARES) [8] can be given as an example.

In evaluating academic research, it has been found that Basma Makhlof Shabou [9], Devan Ray Donaldson [10, 11, 12], Mpho Ngoebe and Jonathan Mukwevho [13] and Özhan Sağlık [14] have conducted studies on trustworthiness. Shabou criticized trustworthiness in Switzerland, Ngoebe and Mukwevho in South Africa, and Donaldson in the US. Sağlık, on the other hand, examined the evidential value of electronically signed records created in Turkish ministries in terms of archival trustworthiness in his doctoral thesis.

In the corpus of the International Conference on Digital Preservation (IPRES), there are many studies that assess the existing digital preservation capabilities of organizations. Although the LoP is also examined in some studies [15, 16, 17, 18], it cannot be observed that digital preservation capabilities are associated with the trustworthiness of the records. In other remarkable studies, the authors' observations at various institutions were presented [19, 20, 21, 22, 23]. However, there is a need for guidelines issued by organizations such as associations to measure the digital preservation capacity of institutions with different materials. Because these guides are designed with the needs of institutions that have many different types of materials. NDSA LoP, DigCurV Curriculum Framework and Digital Preservation Capability Maturity Model (DPCMM) and Rapid Assessment Model (DPC) developed by DPC can be given as an example [1, 24, 25, 26]. Among these studies, the LoP prepared by the NDSA stands out as a tool for organizations wishing to establish a digital preservation program.

The LoP, which can be used as a tool for organizations wishing to assess their digital preservation capacity, has five different functions and four progressive levels. These functions are storage, integrity, control, metadata, and content. The services provided by the organizations in these functions represent levels 1 through to 4 [24]. These services can be associated with trustworthiness.

In this study, the functions in the LoP are examined in terms of the trustworthiness of digital records. It is aimed to establish a methodology for organizations seeking to assess their digital preservation capability and to overlap the functions in the LoP with trustworthiness. As a result of this, it is thought that an awareness can be created in organizations to better preserve the records that have archival value. The study adopted a qualitative research design and used document analysis; the studies on this topic have been critiqued.

Both observations and studies show that organizations are not sufficiently aware of the digital preservation capabilities and trustworthiness [14, 27, 28]. In these circumstances, the question of the study is "how the levels that are specified in the LoP associated with the trustworthiness?" As a result, it is expected that an awareness will be created in organizations.

II. NDSA LEVELS OF PRESERVATION

The Levels of Digital Preservation are a tiered set of guidelines and practices for preserving the digital content. Levels can be used both education and advocacy and planning and assessment. But Levels do not reflect a holistic program that includes policies and procedures. They focus primarily on the technological aspects of a digital preservation program. There are four progressive levels in five different functional areas that can also be used to assess an organization's digital preservation capability. Functional areas are storage, integrity, control, metadata, and content. These functions are evaluated in four progressive levels (Know, protect, monitor, and sustain) [24].

Knowing, the first level of the storage, includes criteria such as keeping content in a stable storage and having at least two copies in separate locations. An example of a level of protection criterion is keeping at least three copies, with at least one copy in a separate geographic location. Tracking the obsolescence of storage is one of the of the monitor level requirements. Performing tracked obsolescence is one of the criteria for the sustain level.

Generating integrity information and then verifying can be given as examples of the criteria questioned at the first level of integrity. One of the second-level criteria is to back up the integrity information and store the copy of it in a separate location from the content. Verifying this information at regular intervals is one of the third-level criteria. An example of a last-level criterion is to replace or repair corrupted content when necessary.
One of the exemplary criteria of the control function at the knowing level is to determine which authorization is to be exercised by whom and how. It is recommended that these authorizations be documented at the protection level. At the monitor level, the maintenance of log records can be cited as an example. Periodic review of access logs is one of the criteria at the final level.

At the first level of the metadata function, one of the first criteria is to create an inventory of the content with their current storage locations. Storing metadata is one of the criteria in the second level. At the third level, it is questioned whether a decision has been made about which metadata standards to be applied. Applying the adopted standards is one of the criteria of the last level.

The latest function is content. At the knowing level, it is sought to document the essential characteristics of file formats and content by including how and when they were identified. One of the criteria that can be given as an example at the protection level is to verify the essential characteristics of file formats and content. It is aimed to monitor the obsolescence and changes in the technology on which content is dependent at the monitor level. At the sustain level, it is asked whether activities such as migration and emulation have been performed.

The guidelines in the LoP can be considered as a milestone for digital preservation. Therefore, it is possible to examine these guidelines in the context of trustworthiness.

III. TRUSTWORTHINESS OF DIGITAL RECORDS

Trustworthiness is known as the preservation of attributes such as the medium, the content, the author, and the context of the records. The law, diplomatic and history disciplines that work directly with records have also developed various approaches regarding to preserving these attributes and maintaining trustworthiness. It is noteworthy that trustworthiness is defined differently in each of these disciplines. For example, for legal trustworthiness it has checked whether a record has the characteristics specified in the legislation; it has also checked whether the authorization mechanism is applied, and whether procedures are established in the records management processes [14, 29, 30, 31]. Diplomatic trustworthiness evaluates whether the form elements describing the records' characteristics are found appropriately. The procedures are analyzed by criticizing the features such as carrier, content, form elements, actions and persons in the record, archival bond, metadata, and context. It also examines digital signatures, seals, features of hardware and the software used, logs, audit trails and database transactions [14, 29, 31]. Another approach is historical trustworthiness. Here, it is checked whether the information contained in the record, the place and the events are given correctly. In particular, the information must match the date, place, person, and period of the record [14, 29, 30].

However, the above-mentioned approaches alone may not be sufficient to analyze the trustworthiness of digital records. Because the legislation and the information technologies used as a source for the formation of the records have brought the issue to be discussed from a broader perspective. This perspective is called archival trustworthiness [14, 32, 33]. As with other notions of the trustworthiness, authenticity, accuracy, and reliability are critical [14, 32].

Authenticity, which is defined as the fact that the attributes of the record do not change during the period in which it is processed, filed, and archived after it has produced, is examined in two steps, identity and integrity. Identification refers to the qualification of the characteristic elements that distinguish them from other records and occurred according to their type. Examples of these are persons in the record, date of creation and transmission, subject, archival bond, file code, and appendix of the record. Another level of authenticity is integrity, which means that the record is undecomposed and unaltered, with all its components. It is aimed to preserve the context, form features and content of the record in integrity [14, 29, 34, 35].

In addition to authenticity, another element of trustworthiness is accuracy. An accurate record seeks to be precise, correct, consistent, and free from falsification. Reliability, which is another element of trustworthiness, is evaluated based on the completeness of the record form through the controls in the record production procedures. These controls are specified as the production and receiving of the record, its placement in its folder,
and the authorization of the persons in the records. The completeness of the record form refers to the presence of all elements of the intellectual form that make the record suitable for legal consequences [14, 29, 35]. Therefore, it was thought that the functions in the LoP could be related to the trustworthiness analysis developed by Sağlık. In this analysis, the trustworthiness of records is critiqued at the layers of records, technological conditions, organization, legislation, and society [14].

The completeness of the record form refers to the presence of all elements of the intellectual form that make the record suitable for legal consequences [14, 29, 35]. Therefore, it was thought that the functions in the LoP could be related to the trustworthiness analysis developed by Sağlık. In this analysis, the trustworthiness of records is critiqued at the layers of records, technological conditions, organization, legislation, and society [14].

The final layer of trustworthiness analysis examines what elements citizens look for to trust digital records. Therefore, this stage is called the society layer. Questions such as what are the tools that build trust among citizens, how much trust is placed in records, and how can this trust be increased will be explored [14].

Considering all these trustworthiness analyses, it is thought that institutions are more effective at records, technological conditions and organization layers. Because there are activities outside of the organizations' own savings at the layer of society and legislation. For example, at the community level, the opinions of citizens are critiqued, and at the legislation level, laws, regulations and circulars issued by government are reviewed. When this is the case, both citizen opinion and legislation are not directly in the hands of the organizations themselves. Organizations are more dynamic at the records, technological conditions, and organizations level [14].

It is possible to assess functions in the LoP according to trustworthiness layers. The functions may not be related to the same layers in all levels, for example, the first level of the Metadata function may be related to records layer, but in the second level it may be associated to the technological conditions. Table 1 shows the relation of LoP and the trustworthiness layer. R shows “Records”, T demonstrates “Technological Conditions” and the O indicates “Organization” layer.

<table>
<thead>
<tr>
<th>Functions</th>
<th>Level 1 (Know)</th>
<th>Level 2 (Protect)</th>
<th>Level 3 (Monitor)</th>
<th>Level 4 (Sustain)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage</td>
<td>T, O</td>
<td>O</td>
<td>T, O</td>
<td>T, O</td>
</tr>
<tr>
<td>Integrity</td>
<td>R, T</td>
<td>R, T, O</td>
<td>R, O</td>
<td>R, T</td>
</tr>
<tr>
<td>Control</td>
<td>O</td>
<td>O</td>
<td>T</td>
<td>T, O</td>
</tr>
<tr>
<td>Metadata</td>
<td>R, T, O</td>
<td>R</td>
<td>O, R</td>
<td>R</td>
</tr>
</tbody>
</table>

Figure 1. Layers of the Trustworthiness

The records layer evaluates the elements that make up the record such as context, archival bond, metadata and medium. Questions such as which metadata was used, whether or not a format change is required, and if the form elements were recorded are asked here. The technological conditions layer examines the application software and hardware used to produce, transfer, and store the records. Issues such as performing integrity checks, diversifying storage methods, and access privileges are analyzed. At the organization layer, policies and procedures regarding records management and archiving are evaluated. Issues such as the existence of a records management policy and the ongoing training of instructors are considered [14].

Although organizations prepare policies and procedures for records management and archiving, develop technological conditions in accordance with the needs of the service, and assign prospective metadata, they act in accordance with the relevant legislation while performing their functions. The legislation might include issues such as the retention period of the records, form elements, and technological conditions to be adopted. As such, these issues are critical elements of the legislation layer. Another aspect of this layer is evaluating the records management and archiving practices of the national archives. Therefore questions such as whether the national archives have determined the archiving rules for the records, whether migration procedures have been established, and the formats to be used have been specified [14].
Since these functions are shaped by the activities of the organizations, the legislation and society layers of trustworthiness could not naturally find a place at the table. At the same time, a function may be related to the three layers in which organizations are more active. However, the layer is assumed to be formed directly by the corresponding function is indicated in the table. R shows records, T demonstrates technological conditions and O indicates organization layer.

The activities in the storage function are related to both the technological conditions and to the organization layer. It is thought that, adopting a solid storage system is related to technological conditions; and keeping copies of the content in separate locations shapes the organization layer.

The integrity function is associated with almost all the trustworthiness layers. It is thought that generating integrity information structures the record layer, virus checking and backing up integrity information forms the technological conditions layer, and documenting integrity embodies the organization layer.

Determining access privileges in the control function is associated with the organization layer. Issues related to logs and audit trails are thought to shape the technological conditions layer. The metadata function is associated with almost all trustworthiness layers. It is thought that the creation of the inventory content is related to records, the backing up metadata is connected with technological conditions, and the determination of which metadata standards to apply is relevant to the organization layer.

Finally, the content function is associated with both the records and technological conditions layers. Identifying characteristics of the record embodies the records layer, and actions related to technological aspects of the record format such as emulation and migration figures the technological conditions layer.

IV. CONCLUSION

This study was an attempt to have a relationship between the LoP and the trustworthiness of digital records. Thus, it is intended to shed light on which layers of trustworthiness can be successful if organizations implement the functions in the LoP. The goals included in the LoP have been shown to be highly correlated with trustworthiness. These goals can be used as a benchmark when analyzing the trustworthiness of records created in organizations. The things that organizations should do to achieve the relevant goal can also be considered as trustworthiness criteria.

The LoP was developed to provide organizations with a goal in related functions. No mandatory criteria have been developed to allow flexibility for organizations. However, the lack of specific criteria in the LoP is considered a deficiency in terms of trustworthiness analysis. There is a need for criteria that are routinely checked and questioned for fulfillment.

As a result of the study, it has been seen that the trustworthiness of digital records can be successfully preserved after the realization of the LoP goals. However, examples of good practice are also in demand. This can be done by creating the criteria of the targets in the LoP. These criteria can be developed in a way that is flexible and not overly prescriptive.
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Abstract – At a basic level, virtualization [1] is the use of a host computer or server’s resources to run other computing environments. There are many ways in which virtualized computing environments may be deployed and interacted with, including using software to virtualize additional desktops on a local computer (e.g., VirtualBox, Hyper-V Manager, or VMWare) or accessing virtual command line interfaces hosted by a server or computer cluster [2],[3], and emulating old video game systems on contemporary hardware [4]. In this paper we discuss a cross-institutional collaboration on using containerization and desktop virtualization in digital curation at academic special collections libraries.
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Conference Topics – We’re All in this Together; Sustainability: Real and Imagined

I. INTRODUCTION

While there are many applications for virtual machines, we highlight two general affordances. First, a user accessing a virtual machine can make use of software and processes in a different operating system, such as Linux-only toolsets on a Windows host. Second, virtual machines allow users to use specific or unique computing environments remotely. Applying these specifically to born-digital special collections work, running virtualized environments allow staff and researchers to access consistent toolsets and configurations regardless of the host computer(s) in use. The authors’ staff computing environments are composed of multiple, varied physical configurations, but through the use of virtual environments, each of our workstations can make use of consistently packaged, identical processing environments for technical services workflows. In terms of public services work, virtualized environments allow one to create controlled environments for researchers to access digital archival materials remotely.

II. CONTAINERIZATION FOR PROCESSING

Container technology allows one to package applications and dependencies into a Linux environment so that they can be tested and deployed and trusted to work consistently across computing platforms [5]. Compared to other types of virtualization, containers are usually defined to contain only the resources necessary to complete a specific set of tasks as opposed to an entire operating system. Separate containerized applications or “services” can be run together in an orchestrated way. For instance, an application may include separate containers for a web service, database, and SOLR index. Additionally, invoking a process in one container may call additional containers to perform additional automated or semi-automated processes. Docker and Podman are two popular platforms that support containerization.

For several years, North Carolina State University Libraries (NC State) has managed the majority of its born-digital processing tools using Homebrew for Mac [6], along with pip for installing Python packages. Duke University Libraries has managed Windows computers that run the BitCurator environment as a virtual machine and in a dual boot configuration. Both organizations were motivated to find a more lightweight and flexible approach to managing applications, and one that might avoid the complications of updating working environments following new releases and installing tools on new machines.
In 2020, NC State started to examine container technology to address these issues [7]. Doing so would simplify installation and management of command line tools; better support cross-platform replication, functionality and user experience; and result in a shareable and replicable approach. Duke joined the process as a collaborator in 2021.

Early explorations began by defining a minimal viable product (MVP): a container one could use to perform virus scans, search for personally identifiable information (PII), and conduct file format characterization on files accessible via the host computer. NC State initially attempted to create an image using an official Docker build of Linux Homebrew [8], drawing on past experience working with Homebrew for Mac. When this proved infeasible, the next attempt was to build an image based on the official Docker build of Kali Linux, installing their “forensic metapackage” of applications [9]. This reached MVP, but it was ultimately decided that the extent of tools available in the metapackage resulted in a bloated image and container. Drawing on this success, we focused on using official Docker builds of Ubuntu and Fedora Linux [10], which resulted in the creation of a more tightly scoped image, i.e., one that excludes extraneous tools. Recent testing coincided with both organizations purchasing or assessing Apple computers with the Apple Silicon ARM chips, leading to the creation of containers based on the ARM Linux image. This period of iteration confirmed an early assumption: that adding to or otherwise updating a container is more efficient than performing similar maintenance across multiple standalone workstations.

To date, NC State and Duke have written Dockerfiles that contain instructions for building an Ubuntu-based AMD64 Linux image and Fedora-based AMD64 and ARM Linux images [10]. The container used at each institution during processing is derived from these images. At both NC State and Duke, the container environment includes command line applications for searching for sensitive data and duplicates, virus and malware detection, and file characterization, as well as general Linux file utilities. With these toolsets, the containers support the same range of files and content types as is currently supported in systems such as the BitCurator environment. However, some steps in our workflows will continue to be done on the host. Disks can be shared as volumes, and their files can be packaged from within the container. Yet containers cannot access devices, unless used on a host Linux computer. Disk imaging and optical disc audio ripping must be completed on host Mac and Windows workstations. Our containers are currently deployed on these three host operating systems, and we are using containers in production or expect to be by fall 2023.

III. Desktop Virtualization for Access

NC State uses desktop virtualization to provision a remote virtual reading room service. A special collections reading room is traditionally a mediated environment where researchers can use materials. In some cases, there are copyright, privacy, or other donor-imposed access restrictions [11]. This applies to physical and digital materials. In the past, researchers at NC State who requested born-digital or digitized materials had to use an air gapped [12] laptop in the reading room. Specifically, WiFi and USB device access were disabled, so that researchers could not transfer the materials to themselves. Desktop virtualization allows NC State to replicate this secure environment for accessing digital materials online, eliminating the need for travel, and allowing multiple researchers to use it simultaneously.

Some institutions use digital asset management systems (DAMS) which function as virtual reading rooms [11, pp. 162-163]. These are appropriate for materials that can be openly shared, and for file formats that can be rendered in a browser or downloaded for viewing locally. However, maintaining a DAMS can be labor intensive. NC State’s virtual reading room relies on existing infrastructure provided by the university’s Virtual Computing Lab (VCL) [2]. This on-demand, virtualized computing service allows classes and researchers to connect to a remote server using Remote Desktop Protocol [13] software and access custom software environments.

In 2020 NC State began working with VCL on our server reservation. We created an Ubuntu Linux image that contains software and networking configurations from which the server can reboot. We installed open source software for viewing text documents, images, videos, and other common file formats, as well as a module to redirect sound.
Security configurations include firewall rules blocking HTTPS traffic, a disabled SSH client, and disabled drive and clipboard redirection. Thus, researchers cannot copy, download, or email materials to themselves. Linux permissions are also applied, so that the researcher can only view the files they requested. We cannot prevent them from taking screenshots. However, when they request to use the virtual reading room, they agree that materials are non-circulating and any pictures taken are for research purposes only. Another safeguard is that the virtual reading room can only be accessed with NC State credentials or by external researchers who create accounts with VCL. Administrative access to the server is controlled by an access group, to which staff were added through the VCL website.

The virtual reading room is currently an active service, having been used by five researchers in the 2022-2023 academic year. All researchers have succeeded in accessing and viewing their desired materials, with one exception, where the researcher could not connect for unidentified reasons. Feedback provided by researchers has been encouraging. We also receive regular inquiries from other institutions on how to implement this service, and Duke is interested in exploring or adapting NC State’s approach for use with its patrons.

IV. LESSONS LEARNED AND FUTURE WORK

Once we have more production experience with containers, there are additional areas of exploration to consider. This includes best practices in building images and efficiencies in maintaining them. While we currently use one container for all processes, we may further explore whether and when to split our containers into separate, coordinated, specialized services, such as those for processing email archive files or used in post-processing work. We are also eager to explore the extent to which containers might support certain automated workflows.

Testing is also anticipated for the virtual reading room. It is most likely that researchers would request text documents, images, videos, or other common file formats. However, future use cases may include providing access to less common file formats, such as those used in computer-aided design, or an emulator to run legacy software. Overall, the user experience for researchers can be improved. This includes video streaming quality when using Microsoft Remote Desktop for Mac. Using assistive technology with the virtual reading room also needs to be tested. Additionally, ongoing maintenance involves ensuring that the virtual reading room uses a currently supported version of Ubuntu. It was originally installed with Ubuntu 18.04 LTS, which having just reached its end of life [14], required an upgrade. Because the security configurations were scripted, setting up a Ubuntu 22.04 LTS server as the virtual reading room required little effort.

Setting up, maintaining, and using both containers and virtualized desktop environments requires some degree of technical knowledge. As we deploy containers into full production, we will be gathering feedback from full-time and student staff, particularly to better understand gaps in technical skills. To use the environments, they need a basic working knowledge of a shell and the Linux file system. More technical knowledge is required to administer containers and customized virtual desktops, including a general understanding of virtual computing. Specific knowledge is required for building, deploying, updating, and managing these environments. That said, the authors are self-taught and do not have formal backgrounds in systems administration or IT desktop support.

The projects in this presentation started at a single institution before expanding to a peer organization [15], but wider distribution has been a consideration since the earliest stages. Our containerized processing environments can easily be distributed via Git as Dockerfiles, and can be reused, amended, and otherwise modified from the base versions to fit the use cases of other institutions. Similarly, the shell script to configure the virtual reading room can be shared and applied to a virtualized desktop hosted by other institutions or cloud computing services. We believe virtualization can increase the availability of processing environments and digital special collections for staff and researchers, respectively.
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Abstract – The Dutch Digital Heritage Network (DDHN) wants to improve the monitoring of file format obsolescence. The Preservation Watch group researched on how institutions can monitor the life cycle of file formats in their repositories and how the monitoring could be implemented on a broader scale. Monitoring file format life cycle implies there needs to be a way to measure format obsolescence or helps an institution to identify when a file format is getting obsolete. The applied research identified the needed information and used a known model to search for trends and is applied in widespread areas. The model was compared with a naive method to evaluate the more complex method. This approach was tested in different types of repositories and used different file formats to research the robustness of the approach. This paper will investigate the possibilities and shortcomings of this method and further research that is required.
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Conference Topics – From Theory to Practice

I. INTRODUCTION

Format obsolescence is a widely discussed topic in digital preservation. There are different strategies dealing with obsolete file formats like file format migration or emulation. The moment when to execute the preservation strategy is not an easy decision. Some policies use a late migration strategy. This strategy needs information about when to take a preservation action, so the migration is not too late and files can still be opened.

This paper uses the outcome of an earlier paper [1] that investigated the Bass Diffusion Model as a possible solution for detecting file format obsolescence and builds upon the results by using repositories of different institutions. The Bass Diffusion Model is used in a wide variety of use cases and is not specific for digital preservation.

II. METHODOLOGY

The increase and decline of products is described and predicted in the Bass Diffusion Model [2]. The model describes the life cycle of a product where innovators are early adopters of a product and later the imitators join with the big increase in use and the diminishing effect of laggards that follow after that. This gives the curve a typical bell shape with a steep start and a long tail [3]. Depending on where a product is in its life cycle it shows a cut out of the bell shape.

This model was also previously applied in the area of file format obsolescence and deemed useful. The model was applied in a context of a web archive and this has limitations on which file formats can be researched. The repositories of an institution are also different then the corpus of a web archive, because the last one has predominantly file formats that are used on the web, like for example HTML[4].

To help the interpretation of the output of the Bass Diffusion model a second model was used as a reference model. The linear regression model is used, because it is a simple model that represents the naive approach. To be useful the more complex model needs to be a better explanation then the
simpler model otherwise there is no added value. Because the simplicity of the linear regression, it is only applied on file formats with declining popularity. This way linear regression can be used as an evaluation model.

The aim of the research is also to look into the prediction capabilities of the models and we use the last quarters as a test set for prediction. In the plots it is shown as a green (Bass test) and purple line (Linear test). Most of the data is used as a training set and the smaller test set the model needs to predict the course of the life cycle of the file format. This is used as an indication of the reliability of the prediction by the different models. The Blue line on the plot is the number of files.

III. USED APPROACH

The approach looks for diminishing delivery to an institution or use on the internet of a file format over time. This is an indication used in the model as a diminishing popularity of a file format. The time period is over several years. Because there are also rare file formats the time period is over several quarters in a year so there are enough data points to make a predicting model.

The life cycle can include an increase and a decrease of popularity and shows at which stage in the life cycle a file format is. This also brings up the question if there is a threshold which indicates if a format is getting obsolete or if the file format monitoring can be automated. Not only the monitoring of a single file format is investigated, but also if file formats are linked together and if a file format is a predecessor which shows a decrease in popularity and if there is a successor that shows an increase in popularity.

A last and final factor that is important to monitor is the relation between applications and file formats. A decrease in the number of applications that can open or write a certain file format over time gives an indication of a file format becoming obsolete, because a decrease in popularity of a file format doesn’t need to mean obsolescence. The combination of file formats and applications will be used as an indication of obsolescence.

IV. DATA QUALITY

For the analysis we used two types of data, data from Common Crawl and data from different institutional repositories (Netherlands Institute for Sound and Vision and Data Archiving and Networked Services (DANS)). The Common Crawl data is publicly available data from internet crawls. There are summaries available of for example mime type and this prevents the need to process all the Common Crawl dataset [5]. The mime types are identified by Apache Tika [6]. The summarized metadata was used for this analysis. The disadvantage is that only data from 2017 onwards was usable, but in general this is also the year in which Common Crawl data is more reliable [7]. This limits the results of the output as an indication of the file format lifecycle on the broader and international scale.

This is a recurring theme, getting usable information is a challenge also for repositories of institutions. Although the information seems simple, just the date that indicates the creation of the file or a substitute date of the resource that is preserved like publication date. But that was a challenge. Most institutions were able to produce ingest dates, but that isn’t a sufficient date, for example because of migrations of content when changing systems. The other challenge was to produce file format identification that was precise enough. Most institutions could only produce mime types or file extensions which don’t have file format version information. For example the MS Access database format, MDB, can contain a wide range of MS Access database software versions [8]. Institutions using for example the Pronom PUID which can describe the MS Access file format much more precise [9].

V. ANALYSIS AND RESULTS

A. Common Crawl

The Common Crawl analysis was used to test the approach on a large scale data set. The hypothesis is to use this as a comparison to the repository level and use this as an extra evaluation criteria to interpret the results of the repository level.

Of the different analyzed mime types XHTML and GIF will be discussed [10].
The XHTML plot (Fig 1) shows a declining graph. The format is in the downwards spiral of the bell shaped curve, but is not in danger of getting obsolete. The format still constitutes 12% of the billions of pages harvested by Common Crawl, so no obsolescence is expected. Browsers can still open the file format as well.

The GIF file format (Fig 2) is also in a decline, but there is a part that shows an increase. The increase is due to the incomplete set. The file format is already in use for a long time, but the limited time period of the data set and the erratic peaks throw off the Bass model. The linear regression just shows a decline, but the prediction goes below 0. The Bass model shows a more realistic trajectory.

Of the 26 investigated formats in the Common Crawl data set, the Bass model had in 13 cases a better prediction than the linear regression. In 3 cases the accurateness was the same and in 8 cases the linear regression performed better. The reason for these errors is probably comparable to the GIF case already discussed, the erratic peaks. This is also suggested by the other plots of other data sets.

B. Data Archiving and Networked Services (DANS)

DANS [11] is an institute in the Netherlands that preserves scientific data from scientific institutes. The data set from the archaeological repository is used. In this data set the analysis of multiple linked file formats was possible. The Microsoft Office formats (MS Word and Excel) show a linked file format lifecycle between different formats. The case of MS Excel formats XLS (Fig 3) and XLSX (Fig 4) is discussed as it shows the evolution clearly.

Of the 26 investigated formats in the Common Crawl data set, the Bass model had in 13 cases a better prediction than the linear regression. In 3 cases the accurateness was the same and in 8 cases the linear regression performed better. The reason for these errors is probably comparable to the GIF case already discussed, the erratic peaks. This is also suggested by the other plots of other data sets.

Fig 1 XHTML plot. 2022 CC-BY-SA-4.0 Rein van ’t Veer/DDHN

The XHTML plot (Fig 1) shows a declining graph. The format is in the downwards spiral of the bell shaped curve, but is not in danger of getting obsolete. The format still constitutes 12% of the billions of pages harvested by Common Crawl, so no obsolescence is expected. Browsers can still open the file format as well.

Fig 2 GIF plot. 2022 CC-BY-SA-4.0 Rein van ’t Veer/DDHN

The GIF file format (Fig 2) is also in a decline, but there is a part that shows an increase. The increase is due to the incomplete set. The file format is already in use for a long time, but the limited time period of the data set and the erratic peaks throw off the Bass model. The linear regression just shows a decline, but the prediction goes below 0. The Bass model shows a more realistic trajectory.

Fig 3 XLS plot. 2022 CC-BY-SA-4.0 Rein van ’t Veer/DDHN

These two plots show the decline of the XLS format and around the same time an increase of the XLSX format. This is expected as the XLS format is an older format that has been gradually phased out by Microsoft in favor of XLSX [12]. Microsoft Access doesn’t show this trend in the DANS repository, the MDB file format (Fig 5) which is older than the ACCDB file format (Fig 6) still is very popular and is still increasing. This is unexpected, but can be explained by the specific case of archaeological data sets where MS Access is popular software and database templates in MDB file format are used and reused over and over. Also the number of files received is
much lower for the ACCDB file format (Blue line). This throws off the Bass Model prediction with a sharp increase in ACCDB and a decrease in the case of MDB.

The DANS data set contains more file formats, these are not discussed here, but are described in an article [13].

VI. APPLICATION AS EXTRA DIMENSION

It becomes apparent by the DANS data that file format is not the only dimension to look at when analyzing the file format life cycle. There is a need for an extra dimension, what application still supports the file format.

To start this analysis a good source of information is necessary. Different possible sources have been researched: Guide of preferred file formats [14], NARA digital preservation framework [15], Wikidata [16] and Pronom [17]. To evaluate the sources the case of Microsoft Access was used. During the analysis of the results of the DANS data set the MDB file format showed declining support in Microsoft Access and is in danger of getting obsolete [18]. This case shows that there is fine grained information needed between file format and application. The data model of Pronom and Wikidata can store the information that is needed to support the research. The problem with Pronom is the information not kept up-to-date [19]. The Wikidata data model has the potential to support the connection between file format and application, but the link is not yet sufficiently provided. The application version information is a literal and not an entity. A literal is a string of information and is not easy to query or it is not possible to link information to a literal. This is all possible with an entity, but in the case of Microsoft Access, this is most of the time not available. For example MS Access file format version 95, has as software version identifier 95 [20]. Microsoft Access Database, version 2007 [21] is an entity and queries are possible of for example the number of applications that can read the file format [22]. This shows potential but needs to be researched more and more data needs to be added like for example discontinued date [23].

VII. CONCLUSION

The research shows that the Bass Model can be used as a method to evaluate the format obsolescence, but it is not an automated process because the results need to be interpreted and understood in the specific context of a repository or in the broader scale, due to the specific community the repository serves or due to data quality issues. The method helps with summarizing the file format information and gives insight in the life cycle of the file format. The relation between the broad internet scale data set and the repository level data sets needs more research because of limited data sets and different file formats researched.

The relation between file format and application needs to be researched more, certainly if the analysis needs to be combined with the file format information and help to improve the file format life cycle analysis.
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Abstract – The Community Archive Scheme is a bottom-up method of community engagement that the Digital Repository of Ireland (DRI) uses to work directly with no or low-income groups with digital material to preserve. The DRI's usual depositors are academic, cultural heritage, or public organisations and libraries with a long history of archiving who select material from their own collections for preservation. Through the Community Archive Scheme, we work in a hands-on way to provide digital preservation to a wider range of groups that fall outside of this sphere. The scheme celebrates its fifth anniversary in 2023 and during this period DRI has worked with nine voluntary groups to help preserve material on a variety of topics including the experience of asylum seekers in Ireland, maternal health, built heritage, LGBT rights and activism in Ireland. The types of material that we are working to preserve through this scheme vary from photographs of artists' works such as quilts, audio-visual material such as community documentaries, and documentaries produced for digital radio and social media. This paper will discuss how the scheme evolved, how these organisations have strengthened DRI as an organisation as well as making our community and collections more equitable and diverse, challenges we have encountered, some of the solutions we have developed, where our successes have come from and some of the future developments we are exploring so that we can continue to work with these groups.
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Conference Topics – DIGITAL ACCESSIBILITY, INCLUSION, AND DIVERSITY; WE'RE ALL IN THIS TOGETHER

1. INTRODUCTION

DRI is a research-performing organization and national Trustworthy Digital Repository (TDR) for Ireland's humanities, cultural heritage, and social sciences data. DRI has been certified by the CoreTrustSeal since 2018. As a national infrastructure for the arts, social sciences, and humanities, DRI provides reliable, long-term, sustained access to social and cultural digital data. We make this data openly available in line with the FAIR data principles of findability, accessibility, interoperability, and reusability. We aim to safeguard Ireland's social, cultural, and historical record through active management of digital content over time to ensure that this content remains accessible to researchers, cultural heritage enthusiasts, and members of the public into the future. We support best practices in digital archiving, digital preservation, Open Access, Open Research, and FAIR data sharing. DRI is funded by the Department of Further and Higher Education, Research, Innovation and Science (DFHERIS) via the Higher Education Authority (HEA) and the Irish Research Council (IRC).

The route for adding collections to DRI is through paid membership. We have forty paid members from Ireland's higher-level institutions, local authorities, research groups and centres, galleries, libraries, archives and museums. It is important to say that DRI does not take ownership of the collections that are published on the Repository, we steward them. Copyright remains with the collection owners. Where they arise, questions, or decisions, about the use of these collections are sent to the collection owners. The terms and conditions that govern the management of these collections are laid down in our Organizational Manager Agreement.
Our federated model of membership means that the collection owners are given access to the repository so that they can ingest the collections and the accompanying themselves. The benefits we offer to members include ingest to the Repository, long-term preservation of collections, training on digital preservation, training on how to add your collection to the repository, and access to the advice of DRI staff and our events. Digital objects published on the Repository are issued with DataCite DOIs. This paid-membership scheme was launched in 2018 and DRI has grown by approximately eight paying members yearly. The paid membership scheme, offering full membership at €5,000 per annum or associate membership at €500 per annum, was launched in March 2018.

2. THE BEGINNINGS OF THE COMMUNITY ARCHIVE SCHEME

As we were preparing to launch the paid membership scheme we began to discuss the types of groups that would be excluded because of the cost of membership and how we might create a different route for them to access digital preservation in the repository. Over the next six months, we discussed how we might offer the benefits of membership to low or no-income groups and who those groups might be. DRI was still in the stage of digital preservation education for Irish HSS and Cultural Heritage audiences, so we didn't know who might apply to the scheme, what level of support they would need, or what the size of their collections might be. We just wanted to make sure there was a space within our organization for groups who might find our membership fees prohibitive. Our Collection Policy also mandates a focus on at-risk data and topics underrepresented in the repository, and we suspected a convergence between groups holding this material and those who could not afford membership. With that in mind, the conditions for the scheme were that 'no or low-income groups' could apply and would receive associate member benefits for a year. The scheme was launched in late 2018 for the following year.

Criteria for eligibility are that the materials organizations are seeking to deposit are already a digital format and that they have volunteers in their organization who have time to attend training and deposit the collections. We also ask that they have metadata to go with the collections (though we provide assistance in meeting our minimum system requirements). Finally, we ask that they have copyright clearance to deposit the items in their collections. In the first year, it was clear that there was a demand for the scheme when we received 8 applications. The inaugural winner of the award was the Cork LGBT Archive which was run by Orla Egan, an activist who had a strong archival focus. The collection was well organized, highly curated, had strong metadata, and Orla was very familiar with the work of DRI so she did not require much additional training. Her collection was published in 2019. Two groups were awarded under the scheme in 2020, the Asylum Archive and Cork Media Framework, in recognition of the outreach challenges that Covid 19 brought to large and small organizations. We awarded three groups in 2021 including Joe Lee Films, Dublin Ghost Signs and the Elephant Collective. In 2022 Tulsk History Society and Bray Arts were awarded under the scheme and in 2023 the winner was Dublin Digital Radio.

---
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3. PROGRAMME SUCCESS

The immediate and visible success of the Community Archive is that it has increased the number and diversity of our datasets. Many of these collections intersect, thematically or geographically, with collections we already or subsequently held which means the datasets can take on new layers and meaning. The Community Archive Scheme has also brought us into contact with Repository users who have accessibility issues. It has become more common to have users with accessibility issues on DRI's website and the Repository interface but we have worked with these users to upload their collections. We have had to improve our site accessibility and have had the opportunity to work in a hands-on way with these users.

Working with these groups has given us an insight into just how vulnerable their material is. In addition to all of the usual threats like bit rot and digital obsolescence, the material is threatened because of a lack of funding or lack of appreciation for what information it holds. As much of the material lies outside formal organizations, it is held by volunteers with low, or most likely, no income. The material is often preserved by one custodian with an active interest and appreciation of its importance. If this custodian moves on, or cannot afford to sustain the material, it is lost. Working with these nine community groups has made sure that we are preserving endangered material and both the groups and the staff working on these collections value this work. Digital Radio Recordings, for example, have been described as 'endangered' in the Digital Preservation Coalition's 'Bit List' in 2022. In a broader organizational sense, we have learned a lot from working with these groups and these lessons have fed into our research projects such as our Wellcome Trust-funded 'Archiving Reproductive Health' project.

In addition to the very clear benefits, the work presents several challenges for DRI. These challenges can be practical, technical, outreach or policy-related, or even organizational challenges. Applications to the scheme can be uneven and vary from year to year. Often we are approached by groups whose collections are interesting and at-risk, but not yet sufficiently digitized to be eligible for the scheme. While we run an active social media and targeting campaign, word of mouth is sometimes the best way to find suitable groups. This indicates though that there is a general lack of awareness about digital preservation, what it means and the processes that are needed to support it.

Associate membership was offered to community archives for a year. We now know that a year is not enough for many community archives to ingest their collections as most are unpaid volunteers. Unlike with the mainstay of our members which are organizations with libraries and archives, we have realized that we need to think about the technical language we have been using at our training sessions and in the supporting material we create. While we stipulate in the conditions of the scheme that material must be 'preservation-ready' we often need to assist with the creation of metadata and this can add many months, or even years, to the project.

One of the issues that we are increasingly encountering is the size of the collections. As storage has become more accessible broadly, and it's easier to create digital material, the size of these types of digital collections has of course grown. Community groups have often not undertaken critical appraisal of these collections and want to deposit the collections as a whole. The DRI publishes the collections it preserves under a variety of open-access licenses. Community groups don't always have enough information about the copyright of material they hold so assessing and working through copyright can take time. While we ask that groups have some metadata for the collections they'd like to

---

deposit, it often needs work to get it to a standard that we can accept and this can mean offering more training and support. Supporting groups to overcome these challenges can raise the issues of competing resources at an organizational level as we can find ourselves offering a lot of assistance to those who win the scheme. While we have balanced that in previous years, we are also aware that we can't accept all the organizations who apply to the scheme because we are limited in terms of time, staff and resources. It's important to ensure that the support we offer these groups doesn't impact what we offer our fee-paying members who support the scheme. We are also aware that we need to work to promote the positive opportunities created by the scheme so that fee-paying members also feel invested in how the scheme is progressing and its outcomes.

In Autumn 2021 we developed a training program aimed at community archives and members. Working with the community archives in a more collaborative training setting, and alongside regular members, provided us with important insights about what we need to do to break down barriers. Our Education and Outreach manager captured her takeaways from the sessions, and the thoughts of some of the groups involved in a DRI and DPC blog post ‘Breaking down barriers to digital preservation through training’.8 Including regular members in these training sessions has meant that they get a real sense of the vulnerability and value of the material that is being preserved through the scheme. We are exploring how running a similar type of training program on digital appraisal for community groups might work to make the size of the collections they want to deposit more manageable.

The main obstacle that we have encountered as an organization is that our membership policies are focused on preserving material for organizations we expect to be active well into the future, such as higher education institutions. All of our policies, including our Organizational Manager Agreement are focused on the idea that we steward collections and that where decisions need to be made about the future use of collections, for instance, that decision is made by the depositing organization. Some of the community groups we work with come to us to deposit material because their organization is winding down. Others cannot commit to long-term involvement for various reasons, including a shortage of time and volunteers. While some want to be a core part of our community, others need to be able to deposit and leave.

We began talking in 2022 about how we might restructure the scheme to make it easier for groups to deposit their data. This would mean the introduction of a one-off deposit agreement where we would invite applications from community groups and they could deposit collections outside of the membership framework. We will continue to work with groups who have the material they want to deposit over the medium term but an agreement like this allows us to make organizational plans for how the material will be managed if the community group winds up. There is a balance to be struck here, however. We need to make sure that we create enough space for community groups to be active, own their data, participate and provide input into DRI and our community as a whole, while also allowing them to leave knowing that their data is safely preserved. A second potential route for the preservation of community archive data is through a partnership scheme with current members. This year we are undertaking a pilot scheme to pair community groups with some of our members which will see a community group ingest through a geographically-linked, or disciplinary-linked, member. In this way, the member can become the collection's custodian in the long term, while the community group is recognised as the work's creator.

We are also beginning to develop more partnerships with Community Archiving groups,
other archives and funding bodies who support these types of activities as well as looking at how this work can feed into our research project. In September 2023 we are running an Irish Community Archive Symposium with the Irish Community Archive Network (ICAN) that will look at Digital Preservation. ICAN has worked with twenty-eight community archives across the Republic of Ireland. This partnership will allow us to broaden our audience while also raising the profile of Digital Preservation. We are also working with the Radical Archives network this year, which is made up of volunteer and community archivists with digital material. We hope we can work to help support the group in the future. Our work with community groups on the Archiving Reproductive Health project helped us develop a resource for Community Groups ‘Guide to Archiving for Community Groups’.9

5. CONCLUSION

The Community Archive Scheme has undoubtedly brought several successes to DRI by diversifying and enriching our datasets and community as a whole, but it has also raised challenges for us as an organization. With a growing network of members and ever-growing data sets, we want to continue to work with these groups in a way that is sustainable for us as an organization but also equitable and supportive for community groups as well. This means recognizing where these organizations do not fit within our regular structures and creating new pathways for these groups so that we can all work together to preserve their digital collections. We also feel that in opening up these new pathways, whether it’s through a single depositor scheme or by creating partnerships with our members, new opportunities will arise that we haven’t yet considered.
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Abstract – The ARCHIVER Project has brought together customers, vendors, and infrastructure providers in an outstanding successful public-private collaborative project, which has also been recognized with the Award for Collaboration and Cooperation which celebrates significant collaboration across institutional, professional, sectoral and geographical boundaries at the Digital Preservation Awards 2022.

This paper will review, from the perspective of one of the project winners, the success story of the ARCHIVER Project, highlighting the benefits achieved by leveraging the commercial digital preservation solutions for scientific research data through a pre-commercial procurement process, where end users were able to directly influence the expected functionalities in the platform and how they are expected to operate.
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INTRODUCTION

The ARCHIVER Project (Archiving and Preservation for Research Environments) is the only European Open Science Cloud (EOSC)-related H2020 project focusing on commercial long-term archiving and preservation services for petabyte-scale datasets across multiple research domains and countries [1].

On 29 January 2020, the ARCHIVER project launched its Pre-Commercial Procurement Request for Tenders [2] with the purpose to award several Framework Agreements and work orders for the provision of R&D for hybrid end-to-end archival and preservation services that meet the innovation challenges of European Research communities, in the context of the European Open Science Cloud.

COLLABORATIVE PROJECT

The ARCHIVER project is a clear example of public-private collaboration. Four of Europe’s leading research organizations: CERN, EMBL-EBI, PIC/IFAE, and DESY formed a consortium to launch this project in which R&D was performed competitively by commercial providers LIBNOVA and Arkivum [3], through different implementation phases.

In the case of LIBNOVA, the public-private collaboration of the project was twofold, as in the first phase companies/organizations were invited to combine their skills and resources to form viable consortia to achieve the required results.

In this context and based on this recommendation, LIBNOVA formed a Consortium [4] that was enriched throughout the project with the incorporation of new members with expertise in the specific needs of each phase, forming a multidisciplinary cooperative and collaborative team, combining public sector organizations such as the University of Barcelona and the Spanish National Research Council (CSIC), with private consulting, infrastructure and cybersecurity companies such as Giaretta Associates, Amazon Web Services, Voxility, and Bidaidea.
THE R&D METHODOLOGY AND PHASES

In the Pre-Commercial Procurement model, R&D is divided into three phases (design phase, prototype phase, and pilot phase). Post-phase evaluations progressively identify solutions that offer the best value for the money and meet customer needs. Following a “Hunger Games” Methodology [5], where firms were selected or qualified for the next phase, or eliminated. This phased approach allows selected contractors to improve their bids for the next phase, based on lessons learned and feedback from buyers in the previous phase.

"Hunger Games" Methodology

The work done at ARCHIVER, which has given rise to the LABDRIVE range at LIBNOVA, changes the approach taken to long-term research data management, both in terms of mindset and technology, i.e. what data researchers keep, how to maintain intellectual control of it, and what data stewards need to do to ensure that value can be derived from it in the long term. The companies selected by ARCHIVER promote environmentally sustainable solutions by providing the means to analyze and reduce the carbon footprint in the digital domain (big data centers).

A key component of sustainability is to ensure that the innovation developed during the project has broad exposure to potential buyers within the European research community and other business sectors. To achieve this, the project has initiated an onboarding process to make the resulting services available to early adopters. Making ARCHIVER services available through the EOSC marketplace will give researchers and contracting organizations the possibility to have sustainable access to these services, being able to test them, evaluate their functionality and purchase them with a clear cost model.

The ARCHIVER effort has resulted in services that can be used immediately by the public research sector in Europe. This will immediately expose novel service offerings, relevant to at least 18 pan-European infrastructures, to the 1.7 million European researchers and 70 million science and technology professionals, public and private sectors combined, who are expected to make use of the European Open Science Cloud (EOSC).

LIBNOVA has demonstrated the outcome of the ARCHIVER R&D activity to a wide group of potential users, both of the services developed and their potential for exploitation by the research community in EOSC [6].

LABDRIVE, THE SOLUTION RESULTING FROM THE ARCHIVER PROJECT

LIBNOVA has been the winner over all three phases of the project (design, prototype and pilot), producing the LABDRIVE platform as the project result. LABDRIVE is a Research Data Management platform, that supports organizations in their data management endeavors.

During the ARCHIVER project, LABDRIVE has been tested and confirmed to work with High Energy physics, Astrophysics, Life Sciences and other types of large datasets (millions of files and tens of PBs) against 176 combinations of use cases, volume tests, researcher needs and organization requirements, confirming suitability and scalability of the platform for multiple Research Data Management use cases and needs.

8 testing areas

1. Object Storage
2. Networking
3. Data Repatriation
4. FAIR Evaluator
5. Data Ingestion
6. Open APIs
7. Federated IAM
8. OpenData Test Cases

LABDRIVE is cloud-native, allowing Organizations to leverage the public/private cloud adoption if this is an objective. If not, the platform can also be
deployed on premises or hybrid cloud/on premises scenarios.

While the LIBNOVA LABDRIVE platform has been re-architected for massive scalability and specific Research Data Management use cases during the Archiver project, LIBNOVA has been the community’s trusted partner for digital preservation and data management for several years. Organizations like Stanford University (HILA), Princeton University, Oxford University, The British Library, Pennsylvania State University, Bayer and many other organizations in 17 countries are already LIBNOVA customers.

LABDRIVE is a Research Data Management and Preservation platform. It allows organizations to capture the research data they produce, helping them to properly manage, preserve and allow access to it, during the whole data lifecycle.

**Design principles.**

LABDRIVE provides support over the whole data lifecycle: It allows organizations to capture the research data they produce at the initial stages of the project (“shared folder”), enabling them to properly manage, preserve, reuse and allow access to it:

- LABDRIVE works with many research disciplines and content types: It includes a default processing workflow, but it can be extended –using python- to support any other use case. Metadata schemas, data structures, permissions, storage, etc. can also be defined per project, so it can be adapted to multiple scenarios:

LABDRIVE is fully aligned with most relevant and open standards: Fully aligned to the FAIR and TRUST principles [7]. Fully conformant with OAIS [8] and fully aligned with the ISO 16363 [9]. Likewise, ISO 27001, ISO 27017 and ISO 27018 certified. GDPR compliant.

LESSONS LEARNED AND BENEFITS FOR PUBLIC-PRIVATE COLLABORATION

Based on the gathered practical experience, a set of lessons learned and best practices can be taken as reference for future PCPs covering aspects such as the procurement process, R&D execution and dissemination of the R&D activities for maximization of results impact by the end of the project [5].

The highlights can be summarized as follows:

- Procurement would benefit if reduced in time and complexity, and focused more on the R&D challenge, as European innovative software SMEs “think” in months rather than years.
- Structured feedback across all parties is found essential, in order to allow full understanding of the challenge.
- The Agile software development methodology can prove to be very effective if
a roadmap for the R&D strategy is produced as a wider frame for expectations, with feature prioritization to avoid possible mismatches in the understanding of the challenge.
- Effort for the tasks of requirement gathering, tender evaluation, assessment and testing of the R&D remains very significant.
- A dissemination plan articulated between the project participants boosts visibility and reach across different communities, sectors and stakeholders.
- PCPs for software services would very much benefit from structured incentives to ramp up the results (for example in the EOSC context), sustaining access to the resulting SaaS and fund trials from researchers in view of purchasing the services if trial deployments are successful.

Overall, the project has demonstrated how the PCP instrument can incite expert SMEs to develop innovative services that can satisfy the needs of Europe's research communities and paves the way to explore more effectively the integration of commercial services into the EOSC marketplace.

The work accomplished in ARCHIVER is considered a game-changer for the approach taken to long-term Research Data Management both from a mindset and technological perspective, i.e. what data do researchers retain, how to keep intellectual control of it and what data stewards must do to ensure long-term value can be realized from it.

Thanks to the ARCHIVER Project, the winning companies gain experience from working within public procurement. These are the relevant benefits and tangible results of this collaboration:
- Shorter development life cycle leading to faster time to market, from 5 to 2 years, giving these participating companies an advantage in relation to other competitors.
- Increased customer base portfolio not only in Europe but with contracts signed with universities and other institutions in North America.
- Maximization of the understanding of requirements being able to work with multidisciplinary use cases.
- Pushing the boundaries of what digital preservation is, incorporating innovations that improve the products and empower other organizations to preserve data, consequently creating stronger relationships and incremental business.
  - Partnership agreement with hyperscalers (e.g. AWS and Google) strengthening the business perspectives of these European SMEs.
  - Increase of services sustainability with a special focus on environmental sustainability.
  - Acceleration and de-risking of the ability of these companies to enter a new market with innovative services that address the problem of long-term digital preservation and access to scientific research datasets.

To summarize, the ARCHIVER project has accomplished significant work on technological solutions, its economics and business models, in a holistic manner across scientific domains, public/private sectors and geographies, consistent with the evolving Open Science policies in Europe.

By working directly with the public sector organizations, LIBNOVA and Arkivum were able to receive ongoing input and feedback into their product development to serve the mission of scientific research within Europe, enabling these SMEs to quickly and effectively develop fit-for-purpose products. This resulted in innovative commercialization approaches for the resulting services, improving their degree of FAIRness as an aspect of utmost importance for the ultimate objective of the reuse of research data.

The focus of initiatives such as ARCHIVER is Data, in particular research data, that is set to live for longer than any vendor, system or technology.

CONCLUSION

The ARCHIVER Project has brought together customers, vendors and infrastructure providers in an outstanding successful public-private collaborative project, which has also been recognized with the Award for Collaboration and Cooperation which celebrates significant collaboration across institutional, professional, sectoral and geographical boundaries at the Digital Preservation Awards 2022 [10]. The award was given to the European ARCHIVER project for what the judges called "important public-private partnership.
work that could pave the way for the long-term digital preservation of research data."

The ARCHIVER Project has been a technological breakthrough in the solutions offered by LIBNOVA. In addition to shortening the development times involved in the creation of digital preservation software of the characteristics of LABDRIVE, it allows LIBNOVA to reach market segments that had not been addressed before and to face the design of sustainable digital solutions from a solid position.
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Abstract – In times of disruption we need to do the less interesting parts of our job better than ever. Documentation falls into this category - a sometimes neglected task that is often sidelined in favor of new and exciting innovations or even just the constant pressure of other routine tasks. It is easy to forget to create documentation or to let existing documents stagnate and become out-of-date. And yet, in the event of a disaster, it may be the very first thing we will turn to, to help to bring order to the chaos. When faced with lockdown as a result of the Covid-19 pandemic in early 2020, there is some evidence that digital preservation practitioners turned to maintenance tasks like documentation when working from home [1]. Digital preservation documentation is undoubtedly important to us in the digital preservation community but where is the good practice guidance that tells us what to document, when, where and how? This paper describes work at the Digital Preservation Coalition to gather together community experiences to create a new good practice guide on digital preservation documentation.
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I. INTRODUCTION

In February of 2023 the Digital Preservation Coalition (DPC) began a small project to create a good practice guide to digital preservation documentation. This was a theme that had been flagged up by DPC members more than once as a topic of interest and we were keen to publish a resource containing helpful advice, both for our members and for the wider community. The topic had been raised most often in the context of our Rapid Assessment Model (DPC RAM), a maturity model for digital preservation [2]. In the frequent conversations we have with our Members around the model, questions about documentation often emerged.

The Rapid Assessment Model encapsulates digital preservation good practice and includes examples of activities that should be in place in order to move up to a higher level of digital preservation maturity. For example, at the ‘Basic’ level of the Policy and Strategy section of the model it is mentioned that “some procedures for managing, and providing access to, digital content are in place and may be documented”. At the ‘Managed’ level it is suggested that “a suite of documented processes and procedures for managing, and providing access to, content within the digital archive exists”. Other mentions of documentation appear throughout the model.

The theme of documentation also runs through the NDSA Levels of Digital Preservation [3], with work on the Levels Reboot even going so far as considering adding a new row to the Levels with a focus entirely on documentation. Documentation is mentioned directly six times within the Levels matrix, making its importance quite clear.

In a call to action published on the DPC blog, Amy Rudersdorf of AVP highlighted the importance of documentation as part of any digital preservation program and provided a persuasive list of reasons why we should all focus more time on it [4].

These examples all help to highlight the centrality of documentation to recognized digital preservation good practice, but none of these sources describe how we should do it.
The OSSArcFlow Project which ran from 2017 to 2020 has produced some valuable outputs of relevance to this question. It provides a methodology and a range of examples relating to the documentation of digital preservation workflows using open-source tools. Of particular interest is their Guide to Documenting Born-Digital Archival Workflows [5].

Further examples of digital preservation workflows can be found on the Community Owned Workflows (COW) wiki [6]. There are some good examples here of documented workflows and diagrams which may act as inspiration for those who are looking to create their own documentation.

Outside of the digital preservation community there are further resources that can be accessed to learn more about documentation. Write the Docs describes itself as a “global community of people who care about documentation” [7]. Though much of this resource is focused on documenting code, there are certainly some useful tips to be found that are more broadly relevant to documenting digital preservation processes and procedures.

Good documentation clearly is good practice for the digital preservation community but how should we go about this task? It is clear that some useful resources already exist, but it was recognized that a guide to provide advice to practitioners on how to approach their digital preservation documentation challenges would be helpful.

II. METHODOLOGY

Collaboration is built into the workings of the DPC, and it seemed an obvious step to bring together a group of practitioners to share thoughts and experiences on digital preservation documentation and brainstorm some of the key questions which would be addressed within the good practice guide.

Volunteers were sought from the DPC Membership to come together in a series of focus groups to discuss the topic of documentation [8]. There was considerable interest in this call and a wide range of organizations expressed a desire to be involved. The focus group meetings took place in February and March of 2023. To accommodate different time zones, two separate meetings were arranged. This led to smaller groups and helped facilitate more inclusive discussions and open sharing of ideas. With the help of sticky notes on a Google jamboard, and question prompts for discussion, participants were invited to share their thoughts on topics relating to documentation, in particular looking at the five Ws (and one H) [9] of documentation:

- **Why?** Why do we document and what are the risks if we don’t?
- **What?** What should we be documenting?
- **Who?** Who are we documenting for?
- **Where?** Where should we store our documentation?
- **When?** When should we document, when should we revise and update it and at what point should we preserve it?
- **How?** How should we document and how should we maintain it?

III. SCOPE

The first task of the focus group meetings was to discuss and agree the scope of the work. Documentation is a big topic, so keeping the scope tight and focused was important in ensuring the task of creating a good practice guide was manageable. It was agreed that the documentation in scope was as follows:

Documentation that is important for the day-to-day operations of digital preservation activities within an organization, for example recording how digital preservation tasks and procedures are carried out or how tools and systems are integrated and configured.

Elements of digital preservation documentation that were considered out of scope were:

- Digital preservation policy or strategy documents - this is a very specific type of documentation, and guidance on this is already well covered (see for example the recently revised Digital Preservation Policy Toolkit [10]).
- Documentation relating to high level planning and reporting – this guide was focused on documentation that describes processes and workflows rather than that which describes and informs future plans.
• Documentation that describes individual datasets to enable them to be understood and re-used - though this subset of documentation is clearly very important, it has quite a different emphasis and purpose to documentation specifically about digital preservation operations.

IV. DISCUSSION

Discussions within the focus groups were lively and interesting and participants had no shortage of ideas and experiences to share. Documentation is a topic that is of relevance and interest to everyone, and it was interesting to learn about different ideas and approaches to tackling this task across different organizations. The question prompts and discussion not only elicited sharing of current practice but also encouraged some participants to consider changes to their own practices as a result of learnings from the sessions. It was encouraging to see positive outcomes such as this even prior to the guide being written.

V. GOOD PRACTICE GUIDE

The focus groups provided a wealth of material which could be condensed into a series of helpful sections of the guide. Focus group participants were also able to provide comment and feedback on the draft text for the guide as it was developed and were encouraged to supply examples and written case studies to help to illustrate the advice given.

The main sections of the guide are described below:

• Why documentation is important – this section describes the benefits of documentation (along with the risks if documentation doesn't exist).

• Audiences for documentation – a summary of the internal and external audiences who documentation may be intended for.

• What makes good documentation and what makes bad documentation – this section takes the form of a table summarising some of the key characteristics of good documentation and bad documentation.

• Tips for creating documentation – this section includes information about methods, tools, templates, diagrams and testing.

• How to maintain documentation and manage versions – this section covers the challenges of keeping documentation up to date over time and how version control should be managed.

• Preserving documentation – this section of the guide briefly describes why documentation may need to be preserved for the long term and some of the things that should be considered.

• Case studies – members of the focus groups have provided case studies about their own documentation practices. A range of types of organization were selected, with different tools, platforms and practices represented.

• Examples – some organizations make elements of their documentation publicly available online. The guide shares links to helpful examples which can be used for inspiration.

• Further reading – useful links and references are shared to other resources.


VI. CONCLUSION

The opposite of disruption is calmness, tidiness, and order. Whether our work in digital preservation is disrupted or not, the presence of well-crafted documentation should provide a level of reassurance in our processes and procedures both now and in the future. It is the author's hope that the guide, released as a result of this collaborative work, will provide helpful advice to the digital preservation community on creating, managing and preserving digital preservation documentation. Good documentation is an essential element of digital preservation good practice and one which should not be put off until tomorrow.
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Abstract – The University of Sydney Library hosts many historically significant digital collections. In 2021 and 2022, the Library undertook a project to ensure the accessibility of these collections, migrating them from ageing web servers to our current repository systems. This paper outlines the challenges involved in managing bespoke legacy collections at an institution in the early stages of building digital preservation capacity. We discuss the approaches taken to make use of existing systems, capabilities, and resourcing to rescue collections and prepare for future preservation actions.
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I. INTRODUCTION

The University of Sydney Library was an early adopter in creating and supporting digital cultural collections. The Library has been hosting online digital collections since 1996, and by 2021 had on the order of 85 different collections being hosted on 15 servers.

Content across the collections varied widely. The collections included historical photographs, digitized manuscripts and images from Rare Books and Special Collections, transcriptions of handwritten content, an archive of archeological grey literature, artworks produced by staff and students from the University’s Sydney College of the Arts, and an archive of audio files of Australian adolescents’ speech from the 1960s, to name a few. The collections comprise historically relevant content, particularly in an Australian context, and document early digital humanities projects and experiments in using technology and online display in novel ways.

This paper discusses a project to migrate these collections to more modern systems, keeping this historic content accessible and usable for the future, without having a mature digital preservation program in place. We discuss some of the challenges encountered working with legacy collections and infrastructure. We hope that our project can provide insights for people working with non-standardized, bespoke content where there may not be an obvious “right” way forward.

II. BACKGROUND

Despite the experimental nature of several of the collections, little intervention from Library staff was required to keep them online and available over the decades. Consequently, a lot of the institutional knowledge around the collections was gone by the time the Library started this migration project.

Library staff have been exploring issues around these legacy collections and how they should be managed since 2017. However, getting a comprehensive picture of the entirety of our content was not straightforward. To save the cost of setting up additional servers, new collections were often added to existing servers, resulting in a complex web of links and sometimes orphaned pages. Some of the servers were originally physical, virtualized years later, and finally, years later again, were moved to the
cloud. They were beyond their end-of-life and no longer fit for purpose.

To properly tackle this situation, we needed someone with the appropriate technical skills to dedicate a large amount of time to investigate the collections and determine appropriate solutions for different cases. However, Library IT staff were in high-demand and there were few staff with the skillset needed to navigate the ageing servers. Over the years, at least four different people started to investigate and audit the content on separate occasions, only to be pulled away when urgent tasks elsewhere required attention.

During this time, the Library began to invest in a digital preservation program. Staff undertook training and development activities, including iPres conference attendance, the Digital Preservation Coalition's 'Novice to Know How' course, completing digital preservation maturity modelling and implementing some digital preservation workflows for digital collections. Overall, however, digital preservation at the Library was still in its infancy and a digital preservation framework or system had not been implemented.

In April of 2021, rising institutional cyber security concerns led to a deadline for upgrading or shutting down the legacy collection servers. This was no longer a task that could be put on the backburner until we had the time to do it "properly".

Staff from the Digital Collections team, Library IT and the Sydney University Press compiled a comprehensive list of collections from the legacy servers, based on the earlier audit. The team looked to projects at other institutions on managing and preserving bespoke digital humanities collections to develop approaches for rescuing and migrating the content in our collections [1]. Each collection was assessed for whether it should be kept, and where and how it should be migrated. Tasks were assigned to the appropriate team, and everyone got to work.

### III. CHALLENGES

#### A. Have we found everything?

Gaining a comprehensive understanding of all the collections on our servers had been a major roadblock to getting started on this project for years, and the worry that we might be missing something was with us throughout the entirety of the project.

To ensure that we had a copy of all content, the final step in decommissioning each server was to archive all content and configuration files and put the archive on the University's Amazon Glacier storage. Concerns emerged at one point that two of our more unstable servers could fail before being properly decommissioned. Due to staff availability, we were unable to undertake priority archiving of these servers according to our established process. As a stop-gap measure, team members attempted to use the MacOS application SiteSucker to get a local emergency backup copy of these servers [2]. This was successful for one of the servers, but SiteSucker struggled to capture the entirety of our most complicated server, and we were left with an incomplete emergency backup. Fortunately, both servers remained functional until they were able to be properly archived and decommissioned.

These backups mitigated the risk of data loss, however, they did not solve the problem of knowing what content we needed to migrate, and understanding how that content displayed and functioned in its original context.

Where SiteSucker worked, it provided us with the additional benefit of easily accessed working copies of our content and insights into where we had content that we had not yet identified. We also manually combed through the sites and tried web searches to turn up orphaned pages still hosted and accessible, but no longer linked to from the main pages of the sites. Some orphaned pages were only discovered through serendipity, for instance, a team member finding a reference to a collection in historical documentation, or an inquiry from a member of the public. These finds helped us move forward, but also highlighted the likelihood that we were missing content from our migration plan.

For websites that hosted large numbers of files available for download, such as PDFs, we used the browser extension Simple Mass Downloader to obtain local working copies of the files for migration [3]. This was also helpful for cross-checking with existing and newly created collections metadata, to highlight gaps where we might be missing files or where we needed to create metadata.

Our intention was to migrate content with no downtime, so that the new location would be available prior to removing the old. We eventually reached a point in our checks where we felt the risk
of downtime due to missing a collection was acceptably low, and our backups gave us confidence that we would be able to reinstate any content that we missed.

B. Understanding our content

Documentation was uneven across the legacy collections. For some, it was difficult to determine important details such as the copyright owner, agreements that had been made around the collection, who had been involved, or sometimes even why we had it in the first place. This information can be critical in making decisions about what preservation actions can or should be taken for a collection. Statistics around usage and engagement with the different collections would also have been valuable for this decision-making, however, issues with the setup of the servers and the influence of bots meant that we were unable to get trustworthy information.

Interestingly, the fact that many of these collections had continued to remain accessible with minimal intervention over long time periods was a contributing factor to the loss of institutional knowledge. Most of the bespoke collections were built using HTML and we did not need to grapple with the complex issue of preserving custom software. Without problems occurring, no one needed to check in on the collections and staff who had been involved in collection creation left the institution without passing on historical knowledge. For most of the collections, particularly those where the Library was involved in their creation, we were able to turn up the information needed. This took the form of finding historic documentation, relying on institutional memory from some long-term staff, or tracking down contact details from involved parties. In a few cases, the information that we found allowed us to determine that we no longer would make a collection available, for instance, where an agreement had lapsed, or if the purpose that it was made available for was no longer relevant. In some cases where documentation was lacking, we had to decide whether the Library was the best organization to make content available. Other institutions have subsequently digitized some of the same materials at a higher quality. When better versions were openly available elsewhere, we generally opted not to migrate our version.

In all cases, we tried to ensure that the information we turned up and any decisions we made were well documented. Project decisions were recorded in project documentation. Where investigations were required, outcomes from the investigation were detailed in Word documents and stored alongside collection files in our dark archive location. Agreements regarding collections were saved to the University's recordkeeping system and the record numbers were added to administrator metadata for the collection in our repository systems to ensure connection between the information across the systems. A brief statement about the migration was added to items' provenance metadata fields in their new location, visible only to system administrators. We also considered how best to include information for others to use and understand the collections. “About” pages were created detailing the projects that many of the collections belonged to, outlining the history of the projects, funding, references to agreements around collection content and an acknowledgement of the people involved. We also included a link to versions of the sites archived in the Internet Archive's Wayback Machine to allow people to see the original context of the collections. These pages are hosted on our current Digital Collections site.

C. Non-standard structures and scale

The Library no longer hosts servers for individual digital collections to have their own bespoke pages. Instead, we have moved towards having more standardized systems and processes, including the Library's Digital Collections repository [4] (Recollect [5]) and the Sydney eScholarship repository [6] (DSpace [7]) for University research outputs. As repositories, these systems have different affordances to websites. It was not always straightforward to determine how the bespoke, and frequently unusually formatted, website-based content should best be migrated and displayed in a repository system.

The John Anderson Archive provides an example of one of our approaches to unusually formatted content. The Archive presents significant works and papers of John Anderson (Challis Professor of Philosophy at the University from 1927 until 1958) [8]. Among these works are handwritten lecture notes. The original form of the Archive presented transcriptions of the notes as HTML text on the
website. Each transcribed page included a link to an image of the original handwritten text. The handwritten notes also included asides, often indicated by text in square brackets. The asides were included in the transcriptions as hyperlinked notes that opened in a separate pop-up window. Significant reformatting was needed to be able to include this content in our Digital Collections repository. The transcribed text was copied and pasted into a Word document, preserving the page numbering of the original text. The hyperlinked notes were included as footnotes. Each document was saved as a PDF and uploaded to the repository. The JPEG images of the original handwritten notes were combined and saved as a PDF and uploaded to the repository as a separate item to the transcriptions. In this way, we were able to preserve the content of the original archive, although not the rather experimental functionality of the linked notes and images. Due to the manual nature of this work, significant resourcing was required. We benefitted from the availability of additional staff, who normally work in client-facing roles, during lockdowns and periods of reduced services during the COVID-19 pandemic.

Other collections were large enough that a manual approach was not feasible. A collection of archeological reports [9] and another of photographs of artworks produced at the University's Sydney College of the Arts [10] each contained well over 1,000 items. No reformatting of the content was needed, however, collection item metadata needed to be combined, mapped, and transformed for ingest to our Digital Collections repository. The artwork metadata was originally stored in a relational database, where many images, each with their own metadata, could belong to a single artwork. We needed to transform this to a flat tabular structure. To do this, we used the pandas Python library for the data wrangling and Jupyter notebooks to allow us to document our code in a more readable fashion for future reuse. We also took the opportunity to involve team members with no coding experience to enable knowledge-sharing and the development of new skills across our team.

D. Digital preservation maturity

The Library was, and at the time of writing still is, in the early stages of implementing a digital preservation program. Ideally, we would have undertaken this migration project with a more mature digital preservation program and an appropriate digital preservation system in place, however this was not an option. Throughout this project we were able to apply some digital preservation practices such as using tools like TeraCopy to transfer files, ensuring there were back up files created and stored and that the project was well documented. However, we were, and are, aware that there were many processes we could not complete due to lack of time and an established preservation framework. This was challenging, as we knew throughout the project that there were digital preservation good practices we were not following, and that there would be extensive future work to undertake to enable us to move our content into a digital preservation system.

IV. Lessons Learned

Our main lesson from this work is that we cannot let the desire for a perfect solution prevent us from getting started. We do not want to go in and start doing work without considering issues and having a plan, but if getting that plan completely “right” means important work never gets started, we need a different approach. Not all issues can or should be solved upfront, and we can work through problems as they come. This may lead to stress when something unexpected crops up, or we realize that we have overlooked something; not everything will be done in the ideal way. Even with these bumps along the way, it is a far better outcome than never getting started and losing everything.

Documentation is critical for being able to appropriately manage and preserve content, but historical practices have not always given us the information that we need. This includes information about copyright holders, agreements and reuse conditions, project stakeholders, and collection outcomes and impact. Tracking this information down can take a lot of resourcing. Where needed, taking a risk-management approach can help us to make acceptable decisions. Whatever happens, it is essential to set ourselves up better for the future by documenting this important information and what we have done using the tools available to us, including recordkeeping systems, collection metadata, project histories and project documentation.
We also learned that we should consider whether content, functionality or both need to be retained when migrating to new systems. Our systems did not always allow us to preserve the functionality of the content we migrated, however, this web-based content had been archived by the Wayback Machine, allowing us to link to earlier versions to provide users with the initial context for the collection.

Collections may be hosted in one place, but over time, they will be harvested and linked to elsewhere. Any time collections move, issues will appear in the network of places they now exist in. Permalinks can help to mitigate this issue, but they will not entirely solve it. Issues can be chased down over time as they are noticed, and this should be seen as something to be aware of, but not something that we can fully plan for from the beginning of a project.

Finally, a project like this will require a large range of skills to complete. Wherever possible, we tried to prioritize and make the time to share knowledge and skills. This will mean that some tasks take longer than if the staff member with the most knowledge completes them fully. Particularly in areas where only one staff member has a skill, the growth in team capacity is well worth this extra time.

V. FUTURE CONSIDERATIONS

This paper has outlined a project to rescue legacy collections from being lost entirely. The current systems that they have been migrated to are repository systems that enable access but are not preservation systems. The University of Sydney is increasingly interested in digital preservation, and there is likely to be future institutional support for growing our digital preservation capacity. The actions taken to standardize collections in this project will assist us in future preservation activities and working with future systems.

Digital humanities projects and bespoke digital collections similar to those addressed by this project are still being created. Migrating the collections has given the Library and the University further insights into what needs to be considered for managing these projects and outputs in the future. Do we need to be creating service level agreements for ongoing support of collections? What information, agreements and documentation do we need to have to ensure that we can manage and preserve a collection throughout its life? What constitutes end-of-life for a collection or project, and what should happen next? These are some of the questions that we are grappling with as we plan our future digital preservation program.
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Keywords – Web Archives, Quality Assurance, Workflows, Human-centered digital practitioners

Conference Topics – From Theory to Practice, Sustainability, We're All in this Together

I. INTRODUCTION

The Library of Congress Web Archiving Program manages an ever-growing archive of over 3.5 Petabytes (PB) of content archived from the web since 2000. The archive comprises over 180 event and thematic collections, nearly 31,000 cataloged web archives, and approximately 15,000 seed URLs (“websites”) actively crawling at any given time. The Library's technical Web Archiving Team (WAT) is responsible for managing the program from start to finish, which includes leading the assessment of archive quality, even though the WAT does not select content for the archive.

Assessing the quality of web archives is a notoriously difficult endeavor for the web archiving community, given the sheer chaos of file formats present in the archive, the quickly increasing scale, and persistent replay issues with the current suite of access tools, which will always lag behind new technologies used to build the live web. However, it is seen as due diligence by the WAT to confirm capture of selected content for the Library's collection. WAT also approaches quality assessment as an act of sustainability, within the feedback loop of the Library's ongoing captures, in order to scope capture to only content that has been selected for the collection, according to the Library of Congress Collection Policy Statements [1]. Finally, performing quality assessment allows the WAT to provide a reasonable expectation of the usability of the archive for those building and using the collection [2].

This paper presents a detailed explanation of the Library of Congress Web Archiving Team's practical approach to quality assessment of the web archive, including computer-mediated methods, according to Dr. Brenda Reyes Ayala's theoretical framework for performing quality assessment on archived web content [3].

II. THEORETICAL FRAMEWORK

The “human-centered grounded theory” [3] is the first of its kind to provide a theoretical framework for increasing web archivists' confidence in quality assurance (QA) methods in the face of the enormous scale of managing web archives. The grounded theory includes three dimensions used to assess quality of the web archive: Archivability, Relevance, and Correspondence.

A. Theoretical Definitions
1) Archivability: “the degree to which the intrinsic properties of a website make it easier or more difficult to archive.”

2) Relevance: “the pertinence of the contents of an archived website to the original website. Reference [3] defines two measures of relevance: topic relevance and size relevance.”

3) Correspondence: “the degree of similarity, or resemblance, between the original website and the archived website.” Reference [3] defines three measures of correspondence: visual correspondence, interactional correspondence, and completeness.

III. ARCHIVABILITY

Archivability is the most difficult dimension to assess completely as website-building frameworks are constantly changing, and web archiving technology is slow to adapt. The WAT works with its vendor, who performs the data capture component (known as web “harvesting” or “crawling”) of the web archiving life cycle [4], to begin assessing archivability. The WAT also takes on the responsibility of communicating archivability to nominators—non-technical Library staff responsible for selecting content for the archive—in order to manage expectations of what is possible to archive.

A. Vendor Collaboration

The Library’s crawl vendor works continuously to improve the captures of selected content and to determine which web development technologies make crawling difficult. Before a harvest begins, the vendor first uses a technology, such as Wappalyzer [5], to scan a website for frameworks, programming languages, web servers, and anything else that may impede capture. Based on the results, the vendor can decide which crawling technology is best suited to harvest each website. Once a crawl finishes, the WAT can provide feedback about how well the technology worked, and can suggest movement among various crawl technologies. This collaborative feedback loop is critical in identifying challenges with archivability.

B. Known Challenges

Over time, working with the vendor and assessing crawls, the WAT has built up a list of common challenges with certain platforms or websites. In order to manage expectations of crawling and archive replay for nominators, the team provides a table of guidelines, on an internal Wiki, called “Web Archiving Known Challenges.” Nominators are then able to consult the list at any time, particularly during initial content selection or while assessing crawl quality of their selected content.

IV. RELEVANCE

According to [3], the core category of relevance is split into two dimensions: topic and size relevance. Topic relevance measures the closeness of a web archive to the original, live website or part of a website. This curatorial measurement is largely outside of the scope of practice for the WAT. The second dimension of size relevance, or how closely a web archive’s size correlates to the live website, is within scope for WAT, the technical team tasked with assessing quality of incoming web harvests.

Since it is difficult to determine the size of any given website, it is also difficult to determine whether the size of the archived version matches the live website. Some web archiving programs run test crawls to determine archivability and accuracy of crawl instructions, and are able to determine approximate website size at that point. However, the Library only crawls at ongoing, regular intervals, providing the ability to compare the size of archived versions over time, as well as identify websites that appear unreasonably small or unreasonably large, given the number and types of resources it takes to make up a website.

Using reports generated by the crawler software and crawl vendor, the WAT devised a method for assessing the relative size of each seed (or website URL at which the crawl is set to begin harvesting). The reports utilized are: the Heritrix crawler standard seeds-report.txt report [6], including the response codes and HTTP status of each seed at the time of harvest, and a bespoke report of the number of hops traversed (or depth) and number of raw bytes collected (or bytes) per seed by the end of each crawl.

The above data points are collated by the WAT into a spreadsheet and are matched with collection data from the program’s curatorial database per seed URL. From there, the WAT can easily sort by the response codes, depth, and bytes, or by a particular collection or crawl frequency.
Various sorting highlights initially the websites with extremely low bytes and depth that had obvious crawl issues. From there, the WAT staff performing QA can triage the investigation of seeds with low-to-mid-range bytes and depth as an indication of difficulty crawling some or all parts of the seed. Resolutions of these investigations can look like switching the crawl technology for a particular seed, updating crawl instructions (or "scopes") for the web crawler, or removing the seed from crawl altogether.

In this way, the WAT leans into the iterative flow of the Library's unique crawling ecosystem, using relative size of the seeds in a crawl and over time to highlight acute seed issues.

V. CORRESPONDENCE

The WAT is responsible for overseeing the capture of approximately 15,000 seeds at any given time. Regarding the assessment of quality for those seeds, archivability and size relevance help immensely to highlight seed issue needles in the archive haystack. To look deeper into the quality of each site at scale, subject expertise and the measures of correspondence come into play, a process which the WAT calls “capture assessment.”

A. Capture Assessment: Data Collection

For the Library, all three correspondence categories: visual correspondence, interactional correspondence, and completeness, rely on the nominator’s knowledge of the live website for comparison. To gather actionable information about quality from nominators and other staff supporting review of the content—referred to as “reviewers” in the context of performing capture assessment—WAT has translated the three categories into a rubric to be measured. For each category, a numeric range is instituted from 1 (worst) to 5 (perfect), which the reviewer can use to ascribe a numeric value for that category for a single capture of a seed.

The visual correspondence score can range from appearing “unrecognizable” (1) to appearing “perfect” (5). The WAT’s prompt elaborates, “similarity in appearance between the original website and the archived website” [3] by asking reviewers: If you were to look at the archived page and the page on the live web side by side, how similar would they look?

Similarly, the interactional correspondence category includes the definition, “the degree to which a user’s interaction with the archived site is similar to that of the original” [3], alongside a series of questions meant to flesh out the concept, such as: Do the navigation buttons function? Is there an endless scrolling feature or interactive visualization?, and Does it work in the archive? The interactional correspondence score can range from inability “to interact with any features of the archived website” (1) to ability “to interact with all features of the archived website” (5).

Completeness, “the degree to which an archived website contains all of the components of the original”, asks reviewers to get a holistic sense of the archive. What overall patterns emerge as you navigate around the archived site? We ask reviewers to rank the whole capture to say “no content missing” (5), “some content missing” (4), “half content missing” (3), “most content missing” (2), and “all content missing.” (1)

If the rating of any category is any less than 5, the WAT provides a checklist of common issues that communicate the issue they are seeing with that capture, including a free-text “other” box for any unlisted issues. Some of the common issues in the checklist include: Missing images, Missing documents, Missing style, Paywall or login impedes use, Page elements disappear, and Issues with interactive content.

An introduction to the work of Reference [3], a rubric for correspondence scores, and a Specific Issue checklist is presented to the reviewer within a Confluence form. When the form is submitted, WAT gets an email with the results and can act on identified issues. However, in order to streamline review of capture assessments, WAT exports the form results at regular intervals, integrating work reviewing the capture assessments with bi-weekly work-planning sessions within the team’s Scrum workflow [7].

B. Capture Assessment: Action steps

Individual tickets are created, per capture assessment form response, in a workflow organizer (jira) and assigned at random to WAT staff. Before importing into jira, the form response data undergoes a transformation via Python script. This step fulfills the dual purpose of: 1) formatting the form responses into an order suitable for bulk-
import to Jira tickets and 2) averages the 1-5 correspondence ratings. The average of the three correspondence ratings dictates the priority level of the Jira ticket:

1) **Blocker**: a score of 1 in any category
2) **Critical**: average correspondence score less than or equal to 2
3) **High**: average correspondence score greater than 2 and less than or equal to 3.5
4) **Medium**: average correspondence score greater than 3.5 and less than 5
5) **Minor**: average correspondence score of 5, exactly, indicating a perfect capture

Prioritization of quality assurance is critical in web archives, which have endless opportunities for improvement, but real human limits. Assigning Blocker to a given capture assessment ticket indicates to the WAT that a crawled seed requires attention immediately. A Medium score, on the other hand, is indicative of something wrong, which can often be righted with a small adjustment by WAT, such as updating the crawl instructions.

### C. Early Results

Six months into the effort to put theory into practice, WAT is beginning to see preliminary results. Over 193 captures of seed URLs have been assessed by 15 unique reviewers across 13 collections (some collections had multiple reviewers and some unique reviewers assessed captures from more than one collection). An average correspondence score of 3.86 has emerged. By priority, roughly 30% of tickets land in the Blocker, Critical or High priorities with the remaining 70% at the Medium and Minor levels. During February 2023, the WAT averaged 7.5 days to complete processing of new capture assessments.

The majority of assessments (54%) were performed on content collected as part of a multi-disciplinary, cross-sectional collecting effort geared toward collecting publications via web archiving. This collection is unique to the Web Archiving Program in that it has acquisitions staff assigned to the collection who act as liaisons between staff with recommending authorities and the WAT. In keeping with the collection's focus, the most widespread specific issue discovered in this collection is **Missing documents** (38% of all reported issues for the collection), followed by **Missing style** (13%) and **Missing links** (11% each).

Of the 310 specific issues reported across the assessed collections, the highest counts of specific issues checked were **Missing images** (21%), **Missing documents** (19%), and **Missing style** (13%), which is a common formatting error where CSS is either not captured or improperly rendered.

It is helpful for reviewers to indicate when they see something “missing” that they expect to be present in the archived capture. Reviewers with language and subject expertise highlight areas of the site most critical to collect. When these specifics are pointed out, WAT can investigate further to verify whether something is truly missing from the archive versus un-navigable from a given starting point, thereby ensuring capture of content selected for the Library's collection.

Investigation often begins by consulting the live site for the URL in question, or a representative URL of the larger issue, i.e., an image URL if **Missing images** was checked. With a URL in hand, WAT can pinpoint examination of the resource via Wayback replay or the archive indexes to better understand whether the URL is truly absent in the archive. WAT can then compare the document URL path with existing scopes in the Library curatorial workflow tool. At this point it becomes possible to detect whether the issue is a crawl directive error or something more problematic in respect to the composition of the live site and rendering behaviors in use. The crawl vendor can be consulted to investigate the crawl logs to confirm a point of failure.

Results of capture assessment processing and subsequent investigative work are relayed back to the reviewers via email and are also included in comments within the Library's curatorial tool. These comments allow future stewards of the permanent collections to take stock of capture quality at a given time and collate known quality issues of a given seed.

### VI. Conclusions

After implementing practical methods to satisfy each component of the grounded theory for web archives QA, the WAT has found that each practice provides a unique view into the quality of the web archive, with little overlap. After the first six months, it appears that staff performing capture assessment are reviewing captures not normally highlighted during the semi-automated size relevance assessments performed by WAT. This
indicates the importance of maintaining an ecosystem of quantitative and qualitative methods to assess quality, particularly as the collection continues to grow.

The emerging average correspondence score of 3.86 is a positive take away for the WAT. Results of web archiving at-scale can never be perfect, and this score indicates to us that captures are generally good. Correspondence ratings broken down by category are also positive indicators: 69% of captures scored a 4 or 5 on Completeness, about 64% scored 4 or 5 on Visual Correspondence, and 72% received a rating of 4 or 5 in Interactional Correspondence; only about 7% scored a 1 (lowest score) in any of the 3 correspondence categories. An anecdotal, positive takeaway of capture assessment is the WAT’s ability to act in many cases to resolve or clarify “missing” elements.

VII. ONGOING WORK

As the Library continues to work closely with its crawl vendor on QA, and particularly issues relating to archivability, the WAT is exploring other areas for improvement in the capture assessment and QA processes. There are some technical hurdles related to available tools for the workflow. WAT’s first question in the capture assessment form, “is this the right website?” is meant to address the issue of link drift. If a capture is not intellectually consistent with the entity targeted for harvest, often this means that there is content drift on the live web. When checked “no”, the form is supposed to end, however it defaults to all 5’s (minor priority) and has affected 4 assessments out of the 193, at this point. This can be resolved by making the default ratings all “1” however this creates extra work for reviewers rating perfect captures, as they will have to manually click “5”, “5”, “5”. Not having a default selection is not an option in the available tool.

Plans are underway to include employing technicians in the Library’s Digital Content Management Section to complete capture assessments. As nominators have a small percentage of time for their web archiving duties, the technicians will be able to review a larger swath of the archive in a shorter time period. This practice will remove subject expertise, to some degree, but as they complete capture assessments, the technicians will gain familiarity with the collections. Data dashboards are also currently in development that can merge and visualize capture assessment results and technical crawl data (bytes, hops, etc.) for seed URLs and collections over time.

The Library’s Web Archiving Program exists in a state of continual improvement, and the team will streamline features of the described workflows, as possible. Parts of the size relevance assessment workflow are scheduled to be automated further, such as generating the crawl report spreadsheet via continuous integration pipeline, thereby allowing WAT staff to press a button versus running a command line Python script. Against the scale of the archive, these small components of workflow preparation add up and the WAT will continue to leverage automation as much as possible.
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I. INTRODUCTION

DNA is the densest known information storage medium capable of supporting a diversity of operations including writing, reading, copying, and certain massively parallel models of computation. DNA is several orders of magnitude more resilient to natural degradation over time than other extant storage media, with a lifetime in the range of 1000s of years. It can be stored in a dry form requiring minimal space and little or no cooling. DNA is also amenable to a wide array of useful chemical methods that scale favorably in cost and energy requirements with the length and diversity of DNA sequences. Technologies for automating DNA synthesis, quantification, purification, sequencing, and chemistry have improved exponentially in capacity, performance, and cost in the past two decades [1].

These observations have led to the emerging field of synthetic DNA-based data storage and computing (DDSC) and the exploration of DNA as the information carrying medium underlying a digital data platform. When successfully implemented, our approach to DDSC will offer a novel option for archiving data at petabyte scales. Platform development will encompass strategies enabling energy efficient options for periodic information extraction and massively parallel computation.

We are seeking input from digital archiving professionals to learn how conventional archiving processes could be re-imagined with DDSC. As performance and scale of DDSC improves, questions around the design of the archiving ecosystem become more important. We encourage this community to help define the minimal requirements that must be met by a DDSC archiving solution.

II. COMBINATORIAL SYNTHESIS STRATEGY

Most approaches to encoding data into DNA rely on a direct translation between binary source alphabets and quaternary DNA alphabets. For example, “00” → “A”, “01” → “T”, etc. They require the synthesis of a completely new DNA polymer, base-by-base, to produce the molecular dataset. This is infeasible at scale without innovations addressing difficult chemistry and physics challenges.

We have developed a unique DNA data storage scheme which encodes data using a collection of disjoint sets $S_0, S_1, S_{n-1}$, each set containing distinct DNA molecules which we call components. Each
component in \( S_i \) is designed such that it can concatenate with any component in an adjacent layer. Together, the cartesian product of the sets \( S_0 \times S_1 \times \ldots \times S_{n-1} \) defines a combinatorial space of DNA molecules ("identifiers") that can be constructed by concatenation of components. We impose an order on each component set and extend this to a lexicographic order on the combinatorial space. We may then treat this combinatorial space as a linear address space. To write a bit value of "1" at an address, we assemble the corresponding DNA identifier using its constituent components and to write a bit value of "0" we do not assemble the identifier corresponding to that address.

A primary advantage of our scheme is that writing relies on rapid self-assembly from a small, fixed set of components, a process amenable to fast self-assembly chemistry, parallelization, and high-throughput automation, rather than base-wise sequential synthesis. Given \( n \) component sets each of size \( c \), the size of the combinatorial space defined increases exponentially with the number of layers \((c^n)\) and multiplicatively with the number of components \((c \times n)\) with only additive increase in component library size. Thus, the approach is highly scalable.

III. WRITING AND READING DATA

To assemble identifiers from DNA components correctly, efficiently, and at high throughput, we have prototyped the Shannon system. This print engine contains an array of inkjet printheads to dispense any combination of up to 114 different DNA components as well as reagents necessary to covalently link components. A substrate is continuously fed underneath the printhead array and different combinations of components are overprinted into specific locations to create droplets containing unique sets of DNA fragments. The substrate moves from the printer array into an incubator chamber, then through a collecting mechanism which combines the droplets into a collection vessel [7].

Ordered assembly of identifiers from components is achieved through specific sequence design of the components and the intrinsic base-pairing behavior of DNA. As a material, DNA normally exists as a double-helix structure composed of two polymeric (chain-like) molecules twisted around each other. Each monomer (link of the chain) is one of the four possible nucleotides designated as A, T, C, or G. When the two polymers, or strands, wrap around each other to form a double helix, pairwise bonds form between the complementary nucleotides: A:T and C:G [3].

Each of the 114 DNA components we use to build identifiers are made of a central “barcoding” region of double-stranded DNA surrounded by single-stranded “overhang” regions. The nucleotides in the overhang regions are specifically designed to only complement DNA components from the appropriate adjoining layer of the assembly. When the overhang regions pair together perfectly, the ligase enzyme can create a covalent bond to permanently link the components.

The collection sample from the Shannon system, containing a highly diverse pool of assembled DNA molecules, is processed via a set of standard biochemical lab procedures to concentrate, isolate, and make copies of the successfully assembled DNA identifiers that encode each byte of data. This primary dataset can be split and stored in multiple locations as a liquid or dry sample.

A key tool for accurately reproducing either an entire DNA dataset or a targeted portion of a DNA dataset is the Polymerase Chain Reaction (PCR). This well-established technique uses heating/cooling cycles and a polymerase enzyme to dissociate the two strands of a DNA double-helix and build new strands of DNA complementing each of the separated strands. PCR can exponentially amplify specific DNA molecules in a sample by using specific paired ‘primer’ sequences in the reaction. Each primer is a short piece of single stranded DNA that complements a unique sequence in each of the separated strands of the molecules targeted for amplification. The polymerase will only make a copy of DNA if it finds a primed region to start building the complementary strand [4].

The DNA components used to create identifiers in our encoding scheme are organized in a hierarchical structure that allows replication of specific subsets of data via PCR. By performing one or more rounds of PCR with specifically designed primers, molecules representing specific elements of the data can be selectively amplified. This strategy allows us to access fractions of the dataset at different levels, as if accessing a specific file in a
directory composed of multiple layers of folders. Alternatively, we can target amplification of identifiers representing a specific word and its position in an ordered string of words.

Once a dataset or subset of the dataset has been specifically amplified via PCR, the DNA sequence of the identifiers can be read with established DNA sequencing platforms normally used for life-science applications [5]. Sequencing the DNA returns results indicating the order of A, T, C, and G nucleotides in a large random subset of DNA molecules present in the amplified sample. The DNA sequences are passed through a decoding algorithm to determine the word and its position in the full text file by determining the molecules’ address in the combinatorial tree created during the initial encoding step.

IV. PROOF OF CONCEPT

To demonstrate the capabilities of our platform, we encoded the complete text of eight of Shakespeare’s tragedies, totaling 208,183 words. We then demonstrated a search over this DNA-encoded dataset for a specific query word. Importantly, the time and cost of our search strategy was independent of the size of the dataset. Our approach is founded on targeting and isolating identifiers corresponding to the specific query word. This approach is independent of the size of the dataset as all molecules are targeted in parallel in one step. Therefore, we expect our approach to scale with data size without a commensurate linear increase in the number of steps. We expect our approach will use fixed resources and steps when searching datasets containing up to 100s of millions of words of text.

V. CONCLUSIONS

In addition to benefits associated with data density and durability, DNA-encoded data holds potential to enable a new paradigm for performing parallel operations on large datasets. In our example of search and retrieval from encoded text, the efficiency of the operation is governed by the chemistry of molecular interactions. Unlike conventional computing, as the size of the dataset increases, time and energy required for the molecular interactions remains almost constant and enables larger datasets to be processed in the same amount of time.

To illustrate the fundamental differences in scaling a text search with molecular data vs. conventional data, we will use an analogy. Imagine that every word in a text file is represented by a fish. The fish is composed of multiple segments, some of which represent the position of the word in the file and some of which represent the actual word. In this example, the segment with the word of interest is identifiable because it is magnetic.

To perform a word search analogous to conventional computing, each fish must be individually examined to determine if it has a magnetic segment. Thus, one can imagine sending each fish through a narrow pipe and asking whether or not it adheres to a magnetic sensor. As the number of fish in the ‘dataset’ increases, so does the amount of time it takes to interrogate the complete population for the ‘magnetic’ word. The only way to speed up the search is to increase the number of pipes and sensors. Likewise, with conventional computing, the only way to scale data processing is to increase the number of individual processors to accommodate larger datasets.

A different way to identify all fish with a magnetic segment would be to drop one or more magnetic probes as ‘fishing lines’ into the pool. All magnetic fish will be attracted to the magnetic ‘lures’, with a speed that depends on the strength of the magnetic field and the physical distance between any individual lure and target fish. If non-magnetic fish will pose minimal interference, the total population of fish can scale considerably without significantly scaling the amount of time necessary to conduct the search. This fishing lure approach is similar to DNA-based computing where molecular interactions between complementary DNA strands behave analogously to nano-range highly selective programmable magnets.

To our knowledge, this is the first demonstration of a search mechanism working directly on raw molecular data. The ability to search data without first translating it from DNA back to conventional code means that the entire archive need not be read back into conventional computers. Rather, a selection process may be used so that the cost of sequencing the DNA data is only expended on the portions of interest. This consideration, together with the anticipated benefits of DNA as a compact and energy efficient solution for long-term data
storage, makes combinatorial DNA synthesis an exciting potential solution for digital archiving.
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I. INTRODUCTION

Email is one of the most ubiquitous forms of communication in both personal and professional contexts. Institutions around the world rely on email for all levels of day-to-day operations. Despite its widespread use and importance as a communication medium, email collections are not being accessioned, processed, or made available in archives at the rate one would expect or hope. Nor are end users able to effectively manage their own email archives.

To address this issue, the EA-PDF (Email Archiving with PDF) project is developing a PDF specification (PDF/mail) for email archiving, as well as an open-source tool to convert emails to the new PDF format. PDF technology is already widely used in archives and has many benefits, including ease of use and compatibility with a range of software and hardware.

By creating a new specification and defining common understandings for archiving email, the project aims for PDF/mail to lower barriers to effective email preservation, meeting the needs of the archive and digital preservation community, as well as end users of email software. With tools available for converting emails to PDF, archivists and other professionals—particularly those who do not have access to other technologies supporting email preservation—will have a straightforward and cost-effective way of preserving emails for posterity.

This paper provides an in-depth overview of the EA-PDF project and the development of PDF/mail to date. This includes building a community to support
the project, developing the PDF specification itself, and creating a proof-of-concept tool to convert emails to PDF. This project and PDF/mail will serve to make email archiving more efficient and accessible, helping to guarantee that emails needed for business, legal, historical, cultural, or personal reasons are preserved before lost to the ether.

II. COMMUNITY DEVELOPMENT

The project’s first goal is to draw together and advance a cohort of individuals from archives and the PDF community, in formal conversation with each other. Parties with functional expertise in digital preservation, PDF standards development, and PDF technical implementation can iteratively develop the specification. This work centers in the activities of a liaison working group (LWG) hosted by the nonprofit PDF Association. Co-chaired by EA-PDF Project Director Christopher Prom and PDF Association Chief Technology Officer Peter Wyatt, the group has met on a bi-weekly basis since November of 2021. This collaborative structure has been critical to supporting the project. It enables participants with different interests and objectives to work together towards a common goal of developing a specification for using PDF to package and represent email. It takes advantage of the formal specification design process supported by the PDF Association (a non-profit trade group dedicated to providing a vendor-neutral platform for developing open specifications and standards for PDF technology).1

The specification aims to provide a clear and comprehensive set of guidelines for the development of the PDF/mail container. The LWG identified several core archival attributes to be included therein, including defined structures for email data, metadata, and attachments. It also including a reference copy of the source MBOX or EML, for backwards compatibility and provenance tracing. These package attributes will ensure that email messages, folders, and accounts may be packaged into archive-ready PDF packages for preservation and reuse in a formal archives, while also providing end users with a turnkey solution.

By utilizing PDF/mail as a standard format for packaging email, this project aims to address the challenges associated with email archiving, such as the lack of simple and accessible email preservation solutions that can be easily adopted by institutions. According to a survey distributed to Illinois repositories, about 60% of respondents indicated that they have not collected any email collections (Martinez et al., 2023). They survey also found that many archives lacked necessary training, technology, and scale of email, were barriers to preserving email with non-PDF tools. PDF/Mail directly addresses these issues by providing a low-barrier solution and building on a nearly ubiquitous technology.

Accordingly, the project aims not only to formulate the standard, but also to develop tooling that demonstrates the proof of concept. It complements existing approaches, offering a pathway to produce PDF files that fully encode email message metadata, content, and structure. This will allow for downstream uses of the files, such as ingest into digital asset management or digital archives systems. Depending on local policies, the PDF files might become the preservation master, or serve as an access copy, complementing an MBOX master.

III. FILE FORMAT DEVELOPMENT AND DESIGN CONSIDERATIONS

The second project goal is to leverage the community for specification development. Building on the work completed in phase one of the project (EA-PDF Working Group, 2021), the LWG is developing a detailed technical description for the PDF/mail file forma. This leverages the general-purpose PDF/A (archival) file format to meet archival needs for preserving and providing access to both the visible content of email messages and to embedded message metadata. Files complying with the specification will be usable in today’s PDF viewers, (what we term ‘legacy’ viewers), but software designed for viewing PDF/mail files will provide a richer navigational experience.

In this way, PDF/mail is similar to ZUGFeRD, Order-X, and Factur-X, all of which use the archival specification for PDF, ISO 19005 (PDF/A) as a foundation and leverage 3rd party standards to define additional domain-specific aspects. However, due to the requirement to preserve source and provenance metadata and email attachments, there is a heavy technical dependence on files embedded

1 https://www.pdfa.org/about-us/
inside the PDF/mail file, which requires alignment with (minimally) ISO 19005-3:2012 PDF/A-3 or PDF/A-4f (ISO 19005-4:2020).

Like PDF/A, PDF/mail includes both file format requirements and a limited set of processor requirements. Due to the variety of possible use-cases, many requirements are expressed as "should" (strong recommendation) rather than "shall" (hard requirement). Like other PDF subset standards, PDF/mail does not define the precise appearance or algorithms that convert an email to PDF, nor does it prescribe content details.

PDF/mail profiles will have three main use cases:

1. A single email in a single PDF (PDF/mail-1s).
2. Multiple emails in a single PDF, but without a hierarchical or folder-like structure, such as from an MBOX file from an entire account (PDF/mail-1m).
3. Container PDFs which contain one or more PDF/mail files, for example, preserving someone's entire email output with various folders, such as Sent, Inbox, Draft, etc. as well as any custom organization scheme. (PDF/mail-1c)

At the time of this paper's publication, November 2023, the PDF/mail 0.3 spec was under discussion in the LWG, to be shared more broadly within the PDF, digital preservation, and archives communities in spring 2024. The draft specification includes these primary features:

1. PDF/mail files shall be PDF/A-compliant
2. The standard will support metadata describing a corpus of email messages, at the document level of the PDF file, such as name of account holder. Defining these attributes is the responsibility of the archival community, and we are aligning them with the standards of other projects, such as EPADD+
3. At the message level, a set of common email Header Fields are formally categorized as Core Header Fields. The Core Header Fields shall always be present in the “message-level” XMP using Document Part Metadata in each PDF/mail-1s and PDF/mail-1m file. They will also be visually present in the page content of the EA-PDF file using text objects.
4. Where possible, metadata will be mapped to standard Dublin Core metadata fields, such dc:creator for from, and pdf:CreationDate for Date.
5. All PDF/mail-1s and PDF/mail-1m files shall embed the original source email data (e.g., EML, MBOX, OST/PST, etc.).
6. PDF/mail will support richly formatted email body formats such as HTML and RTF.
7. All email attachments shall be represented inside EA-PDF files, as embedded file streams.
8. PDF/mail creation software may additionally decide to preserve assets referenced in the source email (e.g., images, SVG), including by fetching assets from the internet, when available.
9. PDF/mail permits, but does not mandate, that actionable links in the source email must be link annotations in the output PDF/mail.
10. PDF/mail will allow for preservation of complex hierarchies of folders containing emails, such as Microsoft OST/PST, as represented by many email clients.
11. PDF/mail will support document structure and navigation features including Tagged PDF and Document Part Metadata (DPM).

IV. PDF/Mail Tool Pilot

In parallel with the specification's development, the University of Illinois is developing an open-source PDF/mail creation tool. The parallel development of the tool has allowed participants in the LWG to react to draft outputs, and for the specification designer to incorporate feedback. Early versions of the code are available in our GitHub project, but at the time of publication, a distribution package has not (yet) been provided.2

---

2 https://github.com/UIUCLibrary/ea-pdf
This section of the paper provides a high-level overview of that tool.

Primarily because of the developer’s skillset, the tool was written in the C# programming language using the .NET Core cross-platform framework, allowing the application to be ported to Windows, macOS, or Linux. The tool also utilizes several other open-source libraries, including MimeKit for parsing email mbox files, HtmlAgilityPack (HAP) and Fizzler for parsing HTML and CSS, Saxon HE for XSLT transformations, Apache FOP for converting XSL-FO into PDF, ItextSharp for low-level PDF manipulation, among others. The GitHub project includes a basic command-line interface for the conversion tool. Referring to Figure 1, Process Flow for Conversion of MBOX to Archival PDF (EA-PDF), there are three major parts of the process: converting the email into XML, visually rendering the XML as PDF, and adding metadata to the PDF. A high-level description of these processes is below; numbers in the diagram match those in the text:

**Figure 1. Process Flow for Conversation of MBOX to Archival PDF (EA-PDF)**

1: Using custom code and the MimeKit, the mbox files are parsed and converted into XML files. The XML schema used for these files is a modified version of the EAXS schema developed for the TOMES project. In addition to creating the XML files, this part of the process also extracts the attachments from the emails; these can be embedded in the XML as base64 encoded data or saved as external files. Any HTML message bodies are also cleaned up and converted to XHTML with inline CSS using HAP and Fizzler; this is done to accommodate the next transformation into XSL Formatting Objects (FO).

---

3 [http://www.mimekit.net/](http://www.mimekit.net/)
4 [https://html-agility-pack.net/](https://html-agility-pack.net/)
6 [https://www.saxonica.com/welcome/welcome.xml](https://www.saxonica.com/welcome/welcome.xml)
7 [https://xmlgraphics.apache.org/fop/](https://xmlgraphics.apache.org/fop/)
8 [https://github.com/VahidN/iTextSharp.LGPLv2.Core](https://github.com/VahidN/iTextSharp.LGPLv2.Core)
10 [https://www.w3.org/Style/XSL/Overview.xml](https://www.w3.org/Style/XSL/Overview.xml)
2: Using custom XSLT, including a modified XHTML to FO transformation from Antenna House\textsuperscript{11}, the XML from step 1 is converted into XSL Formatting Objects (FO). The Saxon XSLT engine is used for the transformation. The XSL-FO is structured with a cover page, and each separate email message is started on a new page, along with a list of attachments at the end of the document. During this step Named Destinations are also added to the FO document for internal linking and so that metadata can be attached to the correct pages as described later in step 5. This step also affords some end-user customization; by modifying the XSLT, the resulting PDF rendering can be altered. It can also be customized to support different open-source or commercial FO rendering engines if desired.

3: Next, using Apache FOP or some other FO processor, the XSL-FO is transformed into PDF. Using processor-specific XSL-FO extensions or configuration settings, the PDF is made PDF/A compliant. The FO rendering engine also pulls the source mbox file and all email attachments into the PDF along with external resources from the web or local file system, such fonts, color profiles, or images linked in the HTML message bodies. This results in a PDF/A document with the significant email message headers rendered as readable text, the plain text and HTML messages bodies rendered as readable text, along with links to the embedded source file and attachments.

4: This step uses another custom XSLT to transform the EAXS from step 1 into XMP RDF metadata. A separate \texttt{rdf:Description} is created for each separate email message in the PDF. To the extent possible, predefined XMP properties\textsuperscript{12} are used, but some custom properties have also been defined in an extension schema\textsuperscript{13} for cases where there is not an equivalent pre-existing property, such as the email headers to, cc, bcc, in-reply-to, references, etc.

5: In this step, the XMP metadata created in step 4 is inserted into the PDF document and linked to the document or to the appropriate page or pages which correspond to the email message described by the metadata. The Document Part (DPart) Metadata (DPM) standard first introduced in the PDF/VT specification\textsuperscript{14} is utilized for linking these metadata to the appropriate pages. DPart and DPM allow a set of pages, defined by a start and end page, to be associated with an XMP metadata stream. As mentioned, PDF Named Destinations inserted in the PDF during steps 2 and 3 are used to identify which pages represent which email messages. This step requires low-level manipulation of the internal PDF data structures; the open-source iTextSharp toolkit is currently used for this level of access. In addition to inserting message metadata, this step also inserts document-level metadata, primarily the XML extension schema describing our new non-standard metadata properties. This step can also perform other PDF enhancements that might not be possible using an XSL-FO processor alone (as described in steps 2 and 3), such as adding metadata properties to the attachments, adding watermarks, or setting the default PDF viewer settings like zoom level, etc.

At the end of step 5, the result is an archival PDF/A file which conforms to the new PDF/mail specification. Future enhancements to this tool might include a simple GUI interface for one or more platforms, improved customizations so that end-users can easily change the visual rendering of the PDFs or embellish the metadata with local customizations. Finally, follow-up work should include the development of tools that can render or consume the archival PDF/mail documents for use in a digital archive setting, such as user-friendly viewing of metadata, or extracting metadata for searching, categorizing, creating extracts, among many other archival functions.

\footnotesize{\textsuperscript{11}https://www.antennahouse.com/hubfs/uploads/XSL%20Sample/xhtml2fo.xsl
\textsuperscript{12}https://www.pdfa.org/resource/technical-note-tn0008-predefined-xmp-properties-in-pdfa-1/
\textsuperscript{13}https://www.pdfa.org/resource/technical-note-tn-0009-xmp-extension-schemas-in-pdfa-1/
V. DISCUSSION

PDF/mail is a prospective, under-development solution to a known problem: The need for a simpler, easy-to-use email archiving and access format. Neither the specification nor the tooling described above are intended to offer the only or preferred method to achieve overall repository and institutional needs; digital preservation practice is too complex and varied to support normative solutions. PDF/mail has, in that respect, three goals.

First, PDF/mail is intended to provide the many institutions that have not previously engaged in archiving of email with a low-barrier method to do so.

Second, it provides those institutions and many others a distributable, access-forward format that can be accessioned, arranged, described and preserved within existing repository architectures, which often support PDF.

Finally—and this is perhaps a critical point—it aims to provide the community of those who develop software to support the file format with a clear statement of need and use cases to support end user needs (both personal and institutional), but in a way that also supports long term preservability.

In that sense, the PDF/mail proto-standard provides several opportunities for additional research, each of which deserve further exploration, extrapolation, and development.

As noted above, PDF/mail files will include rich, embedded metadata. Looking at this from an archivist's perspective, the PDF Dpart and associated Document Part Metadata reflect archival descriptive practices, which support both hierarchy and other forms of relationships. Document management systems, digital asset management systems, and digital library tools either include the ability to index and harvest embedded metadata or allow developers the ability to implement APIs and other tools to extract and index metadata on input. By providing metadata in a consistent, XMP and RDF-based format, the PDF/Mail standard seeks to enable indexing and discoverability of email messages alongside other digital content.

Similarly, the conversion of email content into PDF provides opportunities to better study, understand, and support end user archiving goals.

Would it be helpful to provide users an easy way to archive their own personal emails to a format that does not require reimport to an email client, to make them useful? If so, what might an ideal viewing experience look like? What can archivists and industry professionals, working together, do to support it? And can that experience make it more likely that future generations will have access to the rich record of human experience and culture that is now locked away in the accounts of people famous, infamous, and everything in between?
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I. INTRODUCTION

Archives and Special Collections (ASC) in University of Glasgow Library is responsible for managing, promoting, providing access to and supporting engagement with the Library’s unique and distinctive collections. These collections increasingly involve digital materials and in developing our digital archiving service we have begun to put a number of processes in place. In 2022 we used one of our collections, the NVA Archive, as a case study to assess our digital preservation capability [1]. After completing this study, we moved on to a new pilot project which is the focus of this paper.

The purpose of the end-to-end digital archiving pilot project purpose is to produce an end-to-end process, related procedures and methods for implementing the ASC digital archiving workflow [2]. The pilot has been allocated ten months and runs from December 2022 to September 2023, and the only required resource is dedicated staff time to develop and deliver the project.

II. METHODOLOGY

We started by outlining a project plan on what we wished to achieve with the pilot. We evaluated our existing practices against the workflow and identified where we need to extend and develop our services.

Within the ten-month period we intend to employ the following methodologies to develop, test and evaluate the necessary framework for delivering robust digital preservation and digital archiving services.

We intend on achieving this by:

- Developing an archival forensics workflow
- Extending our quarantine methods for storage media
- Creating a digital processing action logging system
- Creating an access procedure for the Archival Forensics Lab
- Identifying our digital media holdings
- Creating a digital holdings prioritization tool
- Conducting a collections development policy review
- Exploring appraisal and description with archival forensics
- Exploring transfer of research data at end-of-life
- Updating the risk register
- Reviewing donor agreements
- Implementing an end-to-end digital archiving case study
Involving the DPC in the review and evaluation of developed procedures

The timescale for the work is planned on a Gantt chart, as follows in Fig. 1

Fig. 1: Pilot project timeline

As seen above, we are starting with getting systems and procedures in place and most time will be spent on surveying our digital media holdings, appraising and describing collections using digital forensics software and on the end-to-end digital archiving case study.

Further detail on what we will achieve is as follows.

A. Archival forensics workflow

We have developed an archival forensics workflow for digital storage media [3] that operates as both standalone and as an integration with the digital archiving workflow. This workflow will be tested during the end-to-end digital archiving case study.

B. Quarantine methods for storage media

We will work with the ASC Conservation & Preservation team to extend the current quarantine procedures with actions catering for the specific needs of digital storage media. The intended output is a revised quarantine procedure and guidance.

C. Digital processing action logging system

We are exploring solutions to log digital archiving and preservation actions to records, in a manner that aligns with the archiving and forensics workflows. Unfortunately digital archiving and preservation actions cannot be logged in a meaningful way in our collection management system, so we are creating a separate database to log actions to collections where data can be transferred between the database and the system.

D. Access procedure for archival forensics lab

We are developing a procedure for access to the Archival Forensic Lab that provides conditions of access the Lab. Effective implementation of this policy will minimize unauthorized access to the AFL and further safeguard the collections.

E. Digital media holdings

We are surveying our collections and creating a list of physical storage media held by ASC across our University Archive, Business Archive, Theatre Archive and manuscript collections. Using this list we will identify the risk of loss based on medium type and condition.

F. Digital holdings prioritization

We have devised a methodology and tool for prioritizing the digital archiving and preservation processing of current digital holdings, using community resources and good practice guides.

G. Collections development policy review

In consultation with other members of the ASC team we will review and amend the Collections Development Policy to incorporate aspects of born-digital collections and methods of acquisition for digital records. This will include determining acceptable formats based on our current and projected digital archiving capabilities.

H. Appraisal and description with forensics

We are using our suite of digital forensics tools to forensically appraise digital acquisitions, following the archival forensics workflow. We have a Digital Intelligence FRED Forensic Workstation and FTK software and using these we intend to explore ways to leverage forensic technology to (semi-)automate metadata generation. We will focus on this during the end-to-end case study.

I. Research data at end-of-life

We will explore mechanisms and methods for transferring research data that have reached end-of-life and are considered archival records. This work will involve liaising with the Library’s Research Information Management team who manage the digital research data repository.

J. Updated risk register
Work on the risk register has been ongoing since February 2021 and we intend to finalize updates to the risk register and prioritized risks list.

**K. Review donor agreements**

We will review and amend donor agreements to include clauses for forensic processing of digital acquisitions, especially regarding data carving for recovery of deleted files; decryption and password recovery for protected files.

**L. Involve DPC in review and evaluation of developed procedures**

We intend to engage with the DPC to help with reviewing and evaluating the developed processes and procedures.

**M. End-to-end digital archiving case study**

One major piece of work in this pilot is the case study, where we have selected two digital acquisitions to process and document from beginning to end of the digital archiving workflow, covering all steps and actions; and recording time taken to complete each. The case study will allow us to test a number of the newly created procedures discussed above.

Once the study is complete we will produce an end report recording our progress and decision-making, which we intend to publish.

### III. ABOUT THE COLLECTIONS

We chose two collections to test during the pilot. Both are hybrid paper and digital collections and were chosen due to their size, complexity, content and perceived processing time as we want to ensure that we can complete the pilot project within the timeframe.

Our intent is to use these collections to test the workflow and while working through processing the collections, create policies, procedures and identify any sticking points or anything that is not working in the same way that we intended and make the necessary changes.

The first collection is the papers of Professor John Briggs, now an honorary research fellow at the University of Glasgow in the School of Geography and Earth Science, and previously Clerk of Senate and Vice-Principal (2012-2018) and Professor of Geography (1996-2012).

Briggs’s research focuses on relationships between the use and management of natural resources and sustainable rural development in low-income countries, the impacts of structural adjustment policies in Africa on peri-urban development in the major cities and understanding the nature of agricultural landscapes in low-income countries. This collection, gifted to us in November 2021, focuses on his teaching materials as Professor of Geography, and the hybrid paper and born digital collection reflects the University’s transformation from paper records to digital records, replacing print-outs and handwritten notes with PowerPoint presentations, Word documents and Excel spreadsheets. The digital material in this collection is fairly small in terms of size, amounting to 668MB, and was donated to us on one USB flash drive.

The second collection is the records of Dance House Glasgow, a creative arts organisation involved in supporting Glasgow’s professional dance sector and offered community development programmes for over 20 years. In 2018 the company lost its Creative Scotland funding and ceased operating, and the collection was gifted to us via the Business Archives Surveying Officer in 2019.

The collection dates from c.1990 to 2018 and includes governance, financial, staff and project records, along with photographs, press cuttings, and promotional material. The digital material mainly consists of photographs and audio-visual material.

The physical extent of the digital material is 3 HDDs, 7 DVDs, 70 CD-Rs and 3 MiniDV cassette tapes. We know from our digital media holdings survey that one of the hard drives and 14 of the CDs were not working in January 2021, however we hope to interrogate this further using the archival forensic technology now at our disposal.

### IV. OUTCOMES

The pilot is a work in progress and at the date of writing this paper as per our intended project timeline we have already completed some of the tasks outlined above.

The Archival Forensics Workflow is complete and has been published on COPTR’s Community Owned Workflows webpage.

The access procedure for the Archival Forensics Lab is complete and is awaiting sign-off from ASC...
senior management. We will offer a staff training session at to inform ASC staff of the procedure as well as the appropriate actions to take to request access to the Lab.

The storage media prioritization methodology and tool are complete, as are the updates to the risk register and the database for logging digital preservation actions.

We have started work on the end-to-end case study which has prompted us to start on using digital forensics to interrogate the files and test the archival forensics workflow.

We intend to share our methods and outcomes with the wider digital preservation community, and by the time of the iPres2023 conference in September we will be able to give a thorough account of the end-to-end digital archiving pilot project and how we translated the theory to practice.
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I. INTRODUCTION

Calvin: My past self is corresponding with my future self.

Hobbes: Too bad you can’t write back.

--Watterson, 1995

Digital preservation recognizes that long-term preservation entails managed change. Managing change is necessary to ensure that users understand the overarching conceptual object as one and the same over time [18]. The need to imagine and plan for the future is one of the inherent challenges of digital preservation: digital preservationists must think like futurists [17]. Yet the relationship between identity and change is a quotidian concern. The cartoon character Calvin, of Watterson’s Calvin and Hobbes series, constantly engages in time travel wherein he interacts with his future and past selves (Fig. 1). This comedic device points to the very real ways in which a person is, at different points in their life, both the same person and a fundamentally different person.

The challenges of identifying that which must change over time has impacts on digital preservation work across disciplinary spaces. In this short paper, we explore two research themes:

- Theme 1: In what ways is Past Calvin the same and different than Future Calvin?
- Theme 2: How do the nuances that distinguish people over time change when applied to physical and digital objects?

These themes have practical applications for digital preservation. Significant properties (sigProps) are “[t]he characteristics of an Information Object that must be maintained over time...” [9]. The concept of sigProps is both crucial and challenging: the need is acknowledged but the practice is hard. SigProps refer generally to the properties of a conceptual object that are required for its ability to establish its authority in the world. SigProps hinge on two key aspects: objects and time. In this paper, we focus on the temporal aspects and provenance in order to advance the scholarly conversation around the wicked problem of sigProps.
SigProps support inherent change over time. Documenting these changes is part of telling the stories of objects, or provenance. Literature on temporal provenance focuses primarily on the e-sciences domains. Temporal provenance in scientific data is framed as (1) an ordered process based on causal relationships; (2) independent time slices; (3) circular processes.

Provenance models usually express time in an ordered fashion. For instance, in the Open Provenance Model (OPM), a second sequential process can only be initiated after a first process has occurred [15]. This suggests that the processes are directional, forming a directed acyclic, provenance graph.

In defining temporal provenance, Chen et al. discussed the potential of partial ordering of provenance graphs, and how one might be able to partition events into distinct time slices [5]. Similarly, Beheshti et al. proposed the Temporal Provenance Model (TPM) that puts time at the core in provenance documentation, as opposed to other event- or object-oriented provenance models [1]. In the TPM, time in provenance is captured not as a causal event, but as individual time-stamps to allow for versioning control of the same data objects. In this sense, time is an independent variable that partitions data objects into snapshots.

McPhillips et al. developed YesWorkflow, a scientific workflow management system built on the foundational concepts of retrospective and prospective provenance [13]. While retrospective provenance documents the execution, or past occurrences of a program, prospective provenance records the scripts, or the forward-looking recipes that enable a program to run. Here, the concepts of prospective and retrospective provenance are treated in a non-linear, circular fashion that supports a more nuanced approach to time in documentation.

Discussions of the temporal dimensions of provenance often center on metadata documentation, not on the data objects per se. Further investigation is needed on the use of temporal provenance to understand how data objects evolve over time.

B. Necessary Change

The Digital Preservation Coalition defines digital preservation as “...the series of managed activities...” [8]. In discussing artifactual objects, Owens [16] writes, “...what makes Mount Vernon Mount Vernon? Like all physical objects, it is changing at every moment” (p. 16). What are the sigProps of objects that are constantly changing? Historical contiguity is maintained through changes that comport with physical changes already happening: preservationists, digital or physical, roll with the changes that are going to come and make conservation decisions accordingly.

The question here, what makes a thing that thing, is central to the foundational understandings of the field of digital preservation. Thibodeau (2002) contributes terminological structure to the idea of the things that are the preservation targets: that thing is a conceptual object, supported by a pyramid of logical and physical objects. Preservationists make changes that can alter, re-order, substitute, or otherwise move the logical and physical pieces, while the top-level conceptual object must remain the same for the user in question. This approach mirrors models like the Functional Requirements for Bibliographic Records (FRBR), where the overarching conceptual work has various manifestaions, expressions, and items that represent it [10]. The PREMIS metadata model also mirrors this structural approach to delineating that thing with its top-level intellectual entity object type [17].

Because of the foundational approaches digital preservation takes to that thing and managed change over time, it is a field that is poised to make broader impacts on issues at the intersection of the identity of objects and time. The following section employs case studies, biochemical research samples and video game franchises, to explore the themes stated at the outset.

III. Cases

A. Biochemical Research Samples

There is a renewed push to adopt persistent unique identifiers for samples in the natural sciences [4]. Biochemical samples are often altered, degraded or consumed in the process of a study, introducing the question of whether a persistent identifier is warranted for objects which themselves are not persistent.
In a biochemical laboratory, these ephemeral samples are typically given local identifiers, for instance with controlled experiments on multiple samples which vary in the concentration of a reagent or some other preparation step. This local identifier fulfills two simultaneous purposes: (1) it identifies the physical sample which is part of the experimental workflow and (2) it identifies the significant attributes of this particular sample with respect to the other samples which will be part of the study. In the latter case, a sigProp of the sample is its provenance - what it contains, how it was prepared, how it was treated, how it was stored, as well as temporal issues such as how long it has been since it was treated. Each of these concerns manifest itself on both the physical and concept level. It might be of importance whether a sample was stored at 4°C or at -20°. Alternatively, it might matter that a sample was stored in the 3rd floor freezer because there was a power outage in that room.

All of this is compounded by the fact that biochemical samples degrade over time. Samples age just as Calvin does, yet often on a timescale where the controlled variation between samples may be smaller than the variation within a single sample over time. This leads to some particularly tangled provenance stories when one wants to document the provenance of a sample and the methodology of an experiment in sufficient detail that it can be reproduced by others.

B. Super Mario

The previous case looked at the mechanics of organic change and the implications for identifying biochemical research samples over time. This section explores a socio-cultural example of the same phenomenon in the evolution of popular media figures over time, drawing from the work of McDonough and the Preserving Virtual Worlds grants [2,11,12]. That thing is Super Mario (Fig. 2), the Nintendo character who features in many media, starting with the Donkey Kong arcade games in the early 1980s.

The work of Preserving Virtual Worlds (PVWI and PVWII) is foundational to video games preservation. Two key findings that arose from PVWI are that (1) preserving interactive digital media requires a more systemic approach to determining sigPros even while acknowledging that (2) the preservation of popular games defies universal solutions.

PVWII identified the technical layers that make up a digital game as part of locating those sigPros. These layers include: the hardware/processor; the firmware; the software support; the physical; the application; and the experience layer [2].

Technological capabilities play a role in character design. Early design was frequently defined by the pixels and colors that fit within the storage and processing limits. Early Mario is pixelated in red, brown, and peach in 1988's Super Mario Bros. (Mario 1). 2022's Mario + Rabbids Sparks of Hope is three-dimensional and brightly colored, wearing the iconic blue and red outfit (Fig. 3).

At every layer of the technical stack, these versions of Mario are vastly different across a span of 37 years, including the processors, peripherals, displays, and experiences. Experiential differences are important, because this is where many users find the conceptual object in gaming. That it is possible to take the technological stack of the Switch and approximate the experience of Mario 1 via Nintendo's emulator indicates that underlying
physical and logical pieces can change while the experience of that thing remains largely intact: this is a manifestation of SigProps in practice.

This case study is about the relationships between various manifestations of Mario (Fig. 2). Much as biochemical samples and Mount Vernon change over time, so has Mario over nearly four decades. When biochemical samples change in a lab context, the experiential differences might arise from their behavior in experiments. Marios differ in many ways over time. How and why do players recognize Mario as Mario? Part of the answer lies in how people make meaning of information. Clement traces how meaning is included in early information theories and she argues that users make meaning with information, rather than it being inherently meaningful [6]. Marios remain Mario not just because of inherent characteristics like his blue and red costume, but because of meanings that come with interaction. The colors of Marios' costumes evoke a Mandela Effect: even when his outfit isn't actually red and blue, like in Mario 1 or 1988's Super Mario Bros. 3, players remember Mario as red and blue.

McDonough notes that, “...[the p]reservation of computer games is in many ways a knowledge management problem, and without adequate metadata, managing the knowledge necessary to keep a game accessible and understandable is an insurmountable task.” [14] This metadata is a form of provenance, and it must incorporate time: temporal framing for the objects and the temporal provenance that documents change in a way that enables objects to establish and maintain authority.

IV. DISCUSSION AND CONCLUSION

In a series of 1992 strips, Calvin attempts to avoid homework by time traveling to find a future Calvin who has already done it (Fig. 4). Unlike the arc where Calvin had a one-way conversation with himself via snail mail, here the Calvins literally find themselves in a room, communicating across time from 6:30-8:30, from homework time to bedtime. Ultimately, the 3 temporally differentiated Hobbes mediate the situation and do the homework. The aim of provenance documentation is to move beyond the one-way communication that comes from the past leaving missives for the future to something that resembles mediated conversations where past, present, and future can collaborate to form the best solutions. In previous work, we suggest that subjunctive provenance may improve provenance practice, acting as a mediator like the Hobbeses [3].

SigProps are inherently related to identity and time: they are the characteristics which determine whether the thing remains that thing over time. These cases demonstrate that significance is not necessarily inherent to an object: vastly different Marios are still experienced as Mario, the 3 Calvins are still just Calvin. Authenticity doesn't occur in a vacuum: meaning comes from experiences with objects rather than objects being inherently meaningful. Authenticity is a product of a relationship between objects and stakeholders [2,7].

The fundamental question remains: is the thing that thing? The answer is partly domain-dependent: in data management, it would be culturally common to see a change in a dataset resulting in a new dataset, Δ dataset, even if the contents remained largely the same. However, a visibly obvious change in Mount Vernon, like the loss of a roof during a hurricane, does not result Δ Mount Vernon: it is still Mount Vernon. When Calvin tells himself, “You know things I don't know,” he's talking about his own provenance: what differentiates the Calvins is what they've experienced. This raises the question: can provenance itself be employed as that which distinguishes a thing both as and from that thing?

These challenges are not academic. Practitioners manage diverse object and data types that behave differently enough that preservation and provenance practices are hard to universalize. Persistent identifiers that work for moon rocks do not work for biosamples. It is not that moon rocks don't change, but that the speed at which they do so is slower than a human life span, while biochemical
samples might change more through natural organic decay in a few days than they do in an experiment which is meant to alter them. Simultaneously, documentary processes that were done by hand for artifactual objects are impossible in computational environments: humans cannot document nanoseconds by hand. Incremental change is also a temporal facet that challenges documentary practices: there is a saying that it takes 7 years for every cell in the human body to be replaced with a new one. This saying points to three things: (1) that biological matter is always in a state of flux and change; (2) that humans assign symbolic meaning to this type of change; and (3) that humans understand incremental changes differently than other types of alteration. This type of biological incremental change is analogous to the Ship of Theseus story; it’s the same kind of scenario that digital preservationists face when trying to track the knowledge base of a designated community.

This short paper presents a progressive idea: that digital preservation has not yet dealt sufficiently with the temporal aspects of sigProps. Time is always there in preservation work, but often at the periphery, where the changes of the object are documented and not the change of time itself. When that happens, difficult scenarios challenge existing models—Marios, Calvins, biochemical samples. This leads to a proliferation of standards and extensions, like the provlets of PROV, without solving the underlying issues. SigProps research often focuses on the preservation targets. Yet research consistently shows that what is significant about an object is not necessarily inherent to objects. Simultaneously, sigProps research does not adequately attend to temporality. Perhaps because time is part of the definition of sigProps, and part of digital preservation overall, it has been taken for granted and its role has been underexplored.
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I. INTRODUCTION

Recently I attended a webinar entitled, "Do unacceptable file formats exist?". [1] The chat during the webinar was most telling in how everyone views the topic of file formats within their organizations. I observed that Institutional polices and available resources end up driving or limiting most of the work in creating strategies. My response to the webinar question is this: “the only unacceptable file format is one that hasn’t been documented.”

II. THE PROBLEM AT HAND

As digital preservation professionals we understand the work we do is more than a backup. “A backup is a short-term data recovery solution following loss or corruption and is fundamentally different to an electronic preservation archive.” [2]

“Digital preservation combines policies, strategies and actions that ensure access to digital content over time.”[3]

Ensuring access to digital content over time is a monumental task. The last few decades have seen a number of changes in the way we interact with our computers and devices. This has led to an explosion of software releases and just as quickly, that same software becoming obsolete. Recent trends in software subscriptions models keep digital preservation professionals working tirelessly to ensure this access.

Preserving a set of born-digital files from a previous decade can be daunting as format identification tools may not always be able to identify the format. The file format may not be documented anywhere on the modern web. It may take a bit of sleuthing to find samples in order to understand which specific software created the files.

While some file formats were designed to be easily understood, there are many binary and container formats which end up requiring qualified guesses on their origin and signature.

In one instance, I was documenting a proprietary format and I felt I had gathered enough samples to identify the header and which bytes indicated version. When I reached out to the developer to confirm, their response was, “Please, do not use any hex editor and do not try to analyze the binary data file.” This type of attitude makes preservation and
access difficult for many many formats, increasing the risk in preserving.

In contrast, another format I researched was popular for a short time in the 1990's, often bundled with scanning software. It was a raster image format which faded off into obsolescence. Although the specifications were made public at the time, all links had rotted and were not available in the WayBack Machine. I was finally able to track down a developer and they were happy to share a copy of the specifications! [5]

Documenting old and new file formats reduces the risk of obsolescence, and if shared, reduces duplicated efforts.

III. KEY ELEMENTS

Files stored in a repository all have unique attributes and history. The extension is not the only element dictating how these files are identified, migrated, or rendered. Below are some additional key elements that can be included in a file format strategy.

A. Identification

File formats should be identified using tools which look closer at a file beyond the extension. File Format Signatures can change over time. PRONOM PUID's are often used as the standard identifier, but there are many other tools which can be used.

B. History or brief description

Record a little background on the file format and its use at your institution. Include a current status of the software and its support by the developer.

C. Registries

There are many registries which you can refer to. Build on these for your institution specific needs.

D. Version information

Each version of software will create new versions of a file format. Knowing which versions of a file format are compatible with corresponding versions of software is important for proper rendering.

E. Specifications

If specifications for the file format exist, a reference to them should be included. If the specifications are unpublished or proprietary, details about research can be documented here.

F. Software to open/render

List which software can open and render the file format. Rendering matters. Not all software will open a file the same way. [4]

G. Software for migration

Software used for migration or normalization can be different than what is used to render. This element can also list software to avoid as it may cause unwanted changes. Include a decision tree for when a file is migrated.

H. Software to extract key properties

Detail which software can be used to extract key significant properties from the file format and their use.

I. Significant Properties (TechMD)

List which properties of the file format are important to extract? A TIFF may be an excellent raster image format to preserve, but if compressed with LZW, it may present a higher risk. List minimum set of required properties per institutional policy.

J. Risk

Risk assessments or preservation levels of support documents are useful tools for guiding strategy. [6]

K. Software to validate

Many file formats can be validated to known specifications for institutional requirements. Software such as JHOVE or MediaConch can be listed here.

L. Rules

Many preservation systems have processing rules in place to help automate known identification and validation issues. Documenting these issues is important to understand decisions and preservation plans.

M. Platform (Mac/Win/Linux)

Some file formats and tools are platform-specific and require a certain environment to properly render or migrate.
IV. AUDIENCE

Who will be using this file format strategy? Is it just for preservation staff or is it intended for a broader audience? Institutional policies may be only useful internally, but documentation on file formats can be useful to share with the community.

V. STORING & USING THE DATA

Strategies can be documented in many ways. From simple Word Documents [7] to Excel spreadsheets [8], from Microsoft OneNote to Confluence. Others are using SQL databases or the popular Wikidata [9], Mediawiki approach. You can start small and grow the strategy over time or harvest from other sources into an actionable resource.

Digital Preservation Systems are moving toward more automated policies and preservation actions. These can be very useful, but don't let them replace your institutional strategies or be the only place such strategies are documented.

VI. CONCLUSION

Half the fun in documenting file formats is learning the history about the developer(s) and the purpose of each file format. Some were designed with the future in mind, while others were put together hastily to meet a deadline. Better still are the hidden meanings the developer left to be found by the curious (though, be careful of going down rabbit holes).

The statement, “The only bad file format is one that hasn't been documented” is not meant to convey that all documented file formats have no risk. It simply means that the more the community can document the formats in our repositories, the less risk they represent to preservation and access into the future.
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I. INTRODUCTION (HEADING 1)

When it comes to collecting digital materials, appraisal is often one step in the accessioning process that nowadays is rather overlooked. Most of the collecting organizations and archives who present at iPres have very clear collection development policies and remits, and so need to give very little thought to the “value” of what they are collecting. They know what they need to collect, and why, and so can focus on that job and the associated challenges that arise from trying to preserve digital materials for any length of time.

Traditional archival practices have long ago settled on a consensus regarding the features of an analogue object that contribute to its intrinsic value (rather than its informational content) [3]. But discussions of digital materials can be somewhat reductive [4], and typically only discuss digital materials in terms of their value as surrogates for analogue items.

But surely there are some classes or aspects of digital objects that have a “value” that goes beyond the purely monetary (i.e. the economic costs of creation or replacement)? And in attempting to address this question I am conscious of the need to avoid straying into the intellectual weeds around notions of “significant properties” [5] and the like.

This paper attempts to explore some of the many ways that a digital object might be considered to be in some way “valuable”, and implicitly suggests that the digital preservation community perhaps needs to broaden and update its thinking around the appraisal of digital objects.

II. INTRINSIC VALUE IN ARCHIVAL MATERIALS

It has been over forty years since the Archives Library Information Centre (ALIC) of the US National Archives published Staff Information Paper Number 21 on “Intrinsic Value in Archival Material” [3]. The paper states that “All record materials having intrinsic value possess one or more of the following specific qualities or characteristics” – and then goes on to list nine features of such records, namely:

1. Physical form that may be the subject for study if the records provide meaningful documentation or significant examples of the form
2. Aesthetic or artistic quality
3. Unique or curious physical features
4. Age that provides a quality of uniqueness
5. Value for use in exhibits
demonstrates that there are many people who paid for NFT artworks over recent years [7] arguably generations. In addition, the furor around the prices creations will remain accessible to future with artists to improve the likelihood that their of digital works of art, who nowadays seek to work by the work of archivists involved in the preservation “aesthetic or artistic quality”. This is best evidenced properties spill-over into the second characteristic of it was first released is considered essential.

Intrinsic Value in Digital Materials?

If we take the first characteristic, “Physical form….”, then whilst superficially this might seem irrelevant when we come to consider digital materials, surely the resurgent interest in emulation as a preservation strategy and the growth in computer museums, implies that there is something about the “original” form / appearance / rendition of certain digital materials that archivists recognize and value? This is particularly notable in the preservation of video games and early interactive works, where reproducing the look-and-feel of the material when it was first released is considered essential. Moreover, stories of retro games on their original (preferably untouched) media commanding eye-watering prices at auction are now commonplace [6].

One might argue that some of these same properties spill-over into the second characteristic of “aesthetic or artistic quality”. This is best evidenced by the work of archivists involved in the preservation of digital works of art, who nowadays seek to work with artists to improve the likelihood that their creations will remain accessible to future generations. In addition, the furor around the prices paid for NFT artworks over recent years [7] arguably demonstrates that there are many people who clearly consider these digital materials to have intrinsic value – both aesthetic and economic.

It is perhaps less immediately obvious how digital materials might possess “unique or curious physical features” that attribute intrinsic value (item 3 in the ALIC list). Indeed, digital materials that are unique (or “curious!”) are likely to be very difficult to preserve, and so it seems implausible that such a characteristic would be seen in a positive light. One conceivable exception might be the case of program source code which includes the first use of particular algorithm.

I would suggest that for digital materials the characteristic of “age that provides a quality of uniqueness” (item 4 in the list), is still an emergent property. The commonplace digital preservation practices of data normalization and migration would seem to suggest that, as a profession, digital archivists rarely value the age of digital material per se (and even in those instances where an object is also kept in its original deposited form, this is primarily done as a safeguard against possible migration errors or as an indicator of provenance or authenticity, rather than because the original is valued for its age). However, the growing interest in historical computing, will surely lead to more digital objects being seen as having intrinsic value because of their age (e.g. early program code written in a particular language) – but such instances will surely be relatively few.

In contrast, it is relatively straightforward to think of instances of digital materials that will have “value for use in exhibits” (Item 5). Whist the overwhelming majority of digital materials we collect and preserve may not display this characteristic, there are plenty of examples in existence – such as site CERN has created to recount “The birth of the Web”[8].

The sixth suggested characteristic indicating intrinsic value, “Questionable authenticity…..” Is perhaps less likely to apply to digital materials. Appropriate metadata collected at the point of ingest, or the application of digital forensic techniques to the materials concerned, seem the most likely options to resolve any questions about authenticity or provenance. Failing that, computational analysis of the content of the material (e.g. stylistic analysis of an electronic document) may be sufficient to resolve concerns about its authenticity, in much the same way as we might use
handwriting analysis to discover the authorship of a manuscript.

"General and substantial public interest because of direct association..." (item 7 in the ALIC list) seems eminently likely to apply to digital materials as much as analogue. Digital archivists go to great lengths to preserve the provenance, authenticity, and integrity of the digital materials they collect, and so when they have records which pertain to a particular person, event, or issue, the association (and any concomitant suggestion of "value") can usually be demonstrated. When The Telegraph newspaper in the UK recently began publishing extracts from 100,000 WhatsApp messages sent by a former government minister during the Covid-19 crisis [9], despite the fact that those messages had not been properly collected, curated, and preserved, there was apparently no doubt in the public's mind that the messages were genuine. Even the ex-Minister concerned did not attempt to dispute the veracity of the messages, but rather took exception to his words being taken out of context – and encouraged his critics to read the complete exchanges before levelling their complaints. This would appear to be an area where the value of a collection of digital materials – certainly when expressed in terms of their utility – far exceeds what we might have expected from analogue counterparts.

The intrinsic value accruing from a digital record's "Significance as documentation of the establishment or continuing legal basis of an agency or institution" (item 8) seems to be self-evident. As new legal documents, agreements, and charters increasingly exist (only in) digital form, and as key players continue to digitize their analogue holdings of such records, then their intrinsic value seems to be widely accepted.

Likewise, digital materials "significance as documentation of the formulation of policy..." (item 9), with the ability of archivists to capture and record the fine details of a digital record's provenance, history of creation and updates, links to other digital materials, and so forth, would seem ample demonstration of their potential to possess this quality of intrinsic value.

IV. WHAT'S DIFFERENT ABOUT DIGITAL MATERIALS?

Having established that digital archival materials can satisfy many, indeed most, of the criteria used as possible indicators of intrinsic value, perhaps the obvious question that remains is: are there other qualities and characteristics that digital materials might possess in addition to those that have been suggested for analogue materials?

Perhaps one of the most obvious differences between archival materials in analog and digital form is that the latter typically offer greater utility. Compared to its physical counterpart, a digital record is often quicker and easier to create, reproduce, and share. It can be more readily stored, shared, accessed, and analyzed by tools which support a range of research activities. One might argue, therefore, that the greater the speed and ease with which digital material can be used, the greater its value to users – and so perhaps it follows that digital materials which conform to accepted and well-supported open standards and which are more amenable to study are inherently more 'valuable' than those which do not.

In a similar vein, the fact that most digital materials carry with them technical and sometimes descriptive information (e.g. in associated metadata), sometimes also details of how (and by whom) they may have been altered, and other evidence of their provenance and authenticity – all of which can be accessed and exploited relatively easily – might be said to enhance their value. The tools to unpick the history of a digital file are readily available to most digital archivists, whereas undertaking comparable research with analog sources often requires specialist skills and knowledge that is only available to comparatively few.

In crude terms it is also often far easier to establish and track the economic costs of creating, storing, and using digital materials than it is with analog records. Digital archivists typically have the information and tools to record the costs associated with born-digital or digitized materials, whereas comparable information about analog materials is often completely lacking.

Yet some of these very qualities which differentiate, and potentially add value to, digital materials as opposed to their analog equivalents, might arguably be said to reduce their value.

Whilst easy reproducibility is a helpful characteristic of digital materials, intuitively we feel that this reduces the sense of "rarity" and
“specialness” in such items, and this affects our judgement of their intrinsic value. Whilst a given digital object might be undeniably unique, the fact that one can create an absolutely identical copy with a few keystrokes influences our judgement of its worth not least because we know that we could not undertake the same action with an analog source. Even the very best facsimile copy of an analog source is never judged to be of equivalent intrinsic value as the original item from which the copy was made. Indeed, the value-laden terminology of “original” and “copy” seems to be considered largely redundant when we are examining digital materials – where there might be no way of distinguishing between two seemingly identical files.

Earlier, I asserted that many (indeed most) digital materials nowadays carry buried within them the metadata and other pieces of information necessary to establish their provenance and authenticity, and further suggested that this ascribed additional intrinsic value to a digital source. However, the very plasticity of digital information makes it all too easy to create, manipulate, or fake such details. From early examples of crude PhotoShopping, to the sophisticated deepfakes littering the internet of today [10], we have well-and-truly put paid to the adage that “the camera never lies” and have learned that we should no longer immediately trust what we can see with our own eyes. Fixity checks can help digital archivists identify any changes to digital materials that are in their care but they will not establish the veracity of the digital material itself. Likewise, although the use of digital rights management and digital signatures offer some degree of reassurance as to the provenance of material, most digital objects are not secured in that way. Those that are protected using such methods are most usually afforded this defense because of the perceived monetary value they represent.

V. IS IT REALLY ALL ABOUT THE MONEY?

I have made several assertions above that perhaps suggest the main characteristic that distinguishes digital from analogue archival materials, is their explicit or implicit economic value. Digital materials can be expensive to create, store, and manage – and anything which affects their usability, utility, or results in their loss, can be measured in cold, hard cash. Ransomware attacks are big news [11] and typically work by denying legitimate users access to data, rather than by removing or destroying the data itself.

Yet it might be argued that ransomware attacks or instances of data loss or destruction, do not actually alter the intrinsic value of digital materials in the same way that comparable incidents might affect analog materials. If a criminal were to burn the Mona Lisa, that work of art would be lost forever, but if a ransomware gang was to encrypt a company’s essential data the company could largely mitigate the consequences of such a crime by keeping comprehensive, up-to-date backups that are (in every sense that matters), indistinguishable from the original digital records. So whilst it might be possible to put an economic cost on the data loss that results from the crime, this is perhaps better characterized as the costs of (temporary) loss of the utility and functionality made possible by the digital data, as with a suitable digital preservation strategy a bit-for-bit, byte-for-byte identical copy of the original material can be made available; something that could never happen with the smoldering ashes of the Mona Lisa, however technically proficient one might be.

I began this paper by stating that the focus of discussion would be on the non-monetary/economic value of digital materials, but I acknowledge that establishing value in such terms is not without its problems. Whilst we might be able to establish evidence for the financial ‘input’ costs of creation or replacement (e.g. how much it might cost to repeat the digitization of a particular manuscript, if an earlier set of image files were found to be unreadable or unavailable for some reason), there are many kinds of digital record which are literally irreplaceable (e.g. the astronomical data gathered from observing a comet which subsequently crashed into the sun).

Previous discussions about assigning monetary value to digital archives, such as Jeremy Heil’s paper delivered to the Association of Canadian Archivists in 2017 [12], have explored the challenge of trying to establish a “fair market value” (e.g. for insurance or tax purposes) when there is no obvious market, or direct comparators, for a given set of digital records or material. And whilst establishing provenance of digital records might in many instances be easier and more reliable than doing so for their analog counterparts, it is less clear how conventional
notions like “condition” or original vs copy, might apply in a digital context.

Freda Matassa’s book *Valuing Your Collection* [13], is a monograph entirely devoted to notions of “value” and how this term might be interpreted and applied to materials. Matassa notes:

> The word ‘value’ has many meanings: price, worth, cost, significance, desirability, importance, asset, quality or excellence. It applies equally to financial or cultural worth. Curators know their collections in terms of significance. Stakeholders, however, often think of value only in financial terms. There may be times when both meanings coincide... (ibid., p17)

The vast majority of examples discussed in the book relate to valuing analog materials (most often from museum/gallery collections), but there are some remarks which might apply equally well to digital materials in the context of this discussion, such as “For historic, scientific or aesthetic items, i.e. most of the objects in our collections, value cannot be based on the actual costs of production”, (ibid., p19), and “Some items have very little or no market value, but considerable significance in the information they reveal” (ibid., p29).

When discussing factors which can influence the perceived (monetary) value of a work of art, Matassa makes an observation about authenticity which will ring particularly true with the community of digital preservationists, namely “Authenticity can make an item priceless and lack of it can equally render it worthless if it is found not to be by the artist or maker in question” (ibid., p33). Digital archivists and preservationists have long recognized the importance of recording provenance, and using checksums to establish that something is unaltered, and one might almost be tempted to suggest that perhaps the “true” value (whether monetary or cultural) lies in the metadata of a digital object, rather than in the object itself.

VI. CONCLUSION

As may be all too evident, this paper is very much a thought-piece – and, worse, one without any clear conclusion. To me, it feels overly reductive and simplistic to measure the intrinsic value of digital materials merely(!) in terms of the monetary value that they represent simply because this can be measured (or guesstimated) using details we simply do not have about most analog archival materials. Moreover, the impossibility of retrospectively establishing a “fair market value” for many digital materials adds to the difficulty of trying to assign a monetary value to them once they have been created, collected, and ingested into a digital collection.

Digital archival materials offer so much more, in so many ways, than their analog antecedents. To ignore these characteristics and qualities when we talk about their value, or the consequences of their loss, seems to overlook the very features which make digital materials so valuable and worth preserving.

VII. AFTERWORD

Any ideas or views expressed in this paper are entirely my own, and should not be attributed to my employer, the Digital Preservation Coalition. I have not shared or discussed these ideas with my colleagues, and as such I take full responsibility for any mistakes, omissions, half-formed statements, or wild assertions made herein. I offer these thoughts in the spirit of open debate.
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I. INTRODUCTION
The National Audio Visual Conservation Center (NAVCC) at the Library of Congress (the Library) is home to the world’s largest collection of moving image and audio materials. NAVCC, as at other institutions, is experiencing a shift from analog to born-digital, and participates in broader efforts at the Library to establish a community of practice. However, the characteristics of born-digital moving image files present challenges in terms of file size, processing resources, storage allocations and network bandwidth. Over the last ten years, NAVCC staff have worked to address these challenges and anticipate future needs for born-digital moving image processing.

This paper discusses the evolution of born-digital moving image processing workflows, the impact of ongoing IT modernization efforts, resulting challenges in adapting to new internal requirements, and the efforts to ensure workflow sustainability when met with increased numbers of born-digital files.

II. INITIAL BORN-DIGITAL MOVING IMAGE PROCESSING EFFORTS
The Moving Image Section’s first born-digital moving image collection workflow was developed for The HistoryMakers Collection. This significant collection consists of oral histories of prominent African Americans from a wide range of disciplines. The ingest of born-digital files was a new endeavor for the NAVCC, but a workflow was adapted from the existing digitization workflow, including verifying checksums, generating derivative files, creating ingest documents, and linking files to their corresponding metadata records.

As illustrated in Figure 1, the initial processing workflow for this project consisted of two parallel paths that converged before ingest. The NAVCC Moving Image Processing Unit created local
metadata records and Library of Congress Name Authority records; and the Video Lab created derivative files (.mp4) using OpenCube software [1] and ingested the preservation and derivative files. The metadata creation processes benefited from extensive information from The HistoryMakers organization including interview dates and interviewee biographical information.

This project demonstrated the need for staff dedicated to processing born-digital collections to ensure sustainability and the scalability. The initial workflow relied on the availability of the head of the Video Lab initiate and monitor the modified digitized workflow while balancing day-to-day Video Lab responsibilities. However, it would not be until the establishment of the American Archive of Public Broadcasting (AAPB) that a digital project specialist was hired and dedicated to born-digital collections.

III. A BORN-DIGITAL PROGRAM BEGINS

The AAPB began as a project funded by the Corporation for Public Broadcasting (CPB). In 2010, CPB conducted an inventory project and provided funds for 100 public television and radio stations to digitize items in their collection, which resulted in the creation of about 73,000 files. In 2012, CPB selected the Library and the public media station GBH to be the co-stewards of the archive. In this collaborative partnership, the Library is the preservation arm of the archive, ingesting high-resolution preservation files and ensuring their preservation for generations to come, while GBH makes files accessible on the AAPB website. In 2013, the Library hired a limited-term digital project specialist assigned to the AAPB with CPB funding.

The Library received 73,000 files on LTO tape in 2015. The files were delivered according to the BagIt specification [2] along with a master spreadsheet that contained filenames, metadata, and LTO barcodes after the vendor completed digitization. To facilitate the immense job of ingesting these files quickly, NAVCC staff adapted and expanded the scripts developed for HistoryMakers.

This initial AAPB workflow consisted of the following steps:

- Create a SQL database to store all datapoints
- Verify checksums in the bags
- Create a metadata record in the Library's MAVIS system for each file
- Move the media file and any sidecar files (such as .srt files) from the bags to a watch folder
- Create the ingest package for each set of files
- Ingest the files
Checksum verification occurred at both the ingest package creation stage and ingest stage. The MySQL database [3] then stored the checksums, MAVIS ID, and a timestamp for when each step was completed.

The development and management of this workflow was distributed among staff members from a variety of functional and administrative areas. At the time, there was no dedicated staff member assigned to develop the workflow with integration into the NAVCC systems. The CPB-funded position was focused on overall project management and resolving any issues with the files as they were reported by the video lab supervisor.

In 2015, the Library hired a permanent AAPB digital project specialist responsible for the development and maintenance of the AAPB workflows. The digital project specialist quickly implemented changes to the initial workflow to accommodate new files being received through the AAPB project. This included shifting delivery from LTO-tape to hard drive, requiring pilot batches, adding a quality-control component, and requesting monthly file delivery rather than receiving all files upon a project's conclusion. The shift to hard drive from LTO was deemed necessary due to issues experienced with the LTO drive. Requiring pilot batches and running files through a basic QC profile in the Library's QC software, Baton [4], allowed both the Library and partner institutions to identify issues earlier in the process and relay these issues to the vendor in a timely manner. A cap of 25,000 files accepted per year was also implemented to prevent the accumulation of a backlog.

IV. **SCALABILITY, IT MODERNIZATION, AND CHALLENGES**

As born-digital acquisitions increased, the Library hired two additional permanent digital project specialists in 2016 to process and ingest born-digital material outside the AAPB collections - one in the Moving Image Section, and one in the Recorded Sound Section. These two digital project specialists are devoted to born-digital collection work within their respective sections while also sharing and gaining insight from one another, with the goal of creating efficient processing workflows.

To meet this goal, the digital project specialists adapt to an ever-evolving technical infrastructure, modify workflows, and advocate for local technology updates based on observation, experience, and analysis of incoming collections. However, library-wide hardware and software changes are particularly challenging as the NAVCC workflows utilize different processes and systems than the rest of the Library. To tackle such constraints, the digital project specialists must often take the lead in resolving hardware and software changes and providing recommended solutions to improve and enhance current workflows.

Once the basic processing workflows (see Figure 2: Hybrid manual and automated workflow) were established for both the AAPB and general Moving Image collections, the staff at NAVCC began to investigate modernizing workflows for specific collections by implementing scalable, automated workflows. For an automated workflow to be successful, it should meet some minimum criteria: 1) consistently formatted machine readable metadata; and 2) consistent file naming and delivery.
Using a series of Python scripts and open source software such as mySQL, FFmpeg [5] and MedialInfo [6], automated workflows were developed based on individual processes found in the early processing workflows. Metadata records were also incorporated into the ingest packages for select collections if sufficient metadata was readily available. The next generation of this workflow evolution will include Baton quality control software [6] and a Dalet AmberFin transcoder [7] to replace FFmpeg during the creation of .mp4 files. The AmberFin is a shared resource at NAVCC with six servers and two transcoding engines per server, providing faster derivative and checksum creation for processing.

Each workflow generation brings unique challenges. Ultimately, a balance must be struck between multiple simultaneous workflows, the amount of available processing resources in the shared environment, and storage, and network bandwidth capabilities to write and move files.

At NAVCC, the evolution of digital moving image formats is ongoing – particularly related to files received from the entertainment industry – and we are prepared for these changes. The shift from SD to HD in television increased the file size by anywhere from 60% to 450% per hour, based on individual file characteristics, and we will see another significant increase in file size with the adoption of 8K resolutions. Increased file sizes create significant challenges in transferring files. For example, in 2017, most born-digital collections were sent via external hard drive to the Library. Currently, some collections are still received on a hard drive, some via SFTP, and still others are received via Amazon Web Services (AWS) or Aspera, a common entertainment-industry file transfer application. However, all these transfer mechanisms come with their own difficulties – hard drives require on-demand virus scanning and lengthy off-load time; SFTP transfers require IT department intervention; and Aspera transfers require navigating a rigorous security process that can take months to complete. Yet, despite these issues, the Moving Image Section is moving towards receiving more collections via SFTP and cloud transfer.

Processing storage and network bandwidth are also factors the Library must consider when attempting to increase our digital file transfer receipts. As noted previously, file sizes are increasing exponentially - a recent acquisition of a 4K motion picture was 781 GB for a 2-hour title - an average of 390 GB per hour. Conversely, processing storage is limited, relying on a constant movement of files during processing and ingest activities to remain viable. Downtime of systems and processing resources quickly result in an accumulation of files, consuming vital storage space. While the storage allocated for processing is generous - 80TB for AAPB and 100TB for other collections - large files require immense storage space. In this respect, we have more control as to what is in the processing space with hard drive transfers than with direct file transfers that are routed to specific directories for processing. If the processing space is full, we can opt not to offload an external hard drive, but direct file transfers will be received if there is available space. While some SFTP transfers occur overnight or in the early morning hours to minimize impact on overall network bandwidth, transfer systems such as Aspera utilize a “pull” wherein files are manually requested from an external source, often occurring during regular business hours, which are typically a peak network period.

Navigating current and changing infrastructure at the Library and NAVCC is a large component of the digital project specialists’ responsibilities. From advocating for infrastructure changes to navigating IT modernization and support issues, the digital project specialists work to maintain current workflows and optimize these workflows for future scalability.

V. THE CURRENT BORN-DIGITAL MOVING IMAGE WORKFLOW MODEL

Over the past year, several Library-supported born-digital projects have seen an increase in file delivery and are planning to scale up even further. Scalability is critical for moving image processing to ensure maximized processing and leveraging of available resources to meet processing goals. The result is a flexible, scalable workflow model that can be adapted based on the characteristics of each collection (see Figure 3).
Figure 3: Current flexible and scalable born-digital moving image processing workflow model

Various tools, including Python scripting, MediaInfo, FFmpeg, OpenRefine and some limited direct file deposits, have been incorporated into AAPB workflows to prevent a backlog. This has resulted in two basic workflows for AAPB. The first workflow has manual elements to accommodate file deliveries without checksums and standardized file names. The second workflow is highly automated, and used for files delivered from a vendor, building on the flexible workflow model in Figure 3.

The Congressional Video project is another example of the desire to receive more content through sustainable scaling. The Library receives moving image files from the U.S. House of Representatives and U.S. Senate and is looking to expand content received, ensuring complete overlap with the National Archives and Records Administration. To do so, the Moving Image Section is working with the U.S. House of Representatives Recording Studio and U.S. Senate Recording Studio to standardize file delivery and file formats within the technological abilities and preferences of all project partners.

The U.S. Senate Recording Studio transitioned to solely file-based recordings in 2008. The Library began receiving daily file transfers in 2016, creating the impetus to develop the first automated processing workflow. Using a combination of Python, MediaInfo, FFmpeg, and a mySQL database as well as metadata provided by the Senate, this workflow validates file integrity via checksum verification, creates an .mp4 derivative file, issues the .mp4 checksum, gathers duration information, writes the metadata record, and generates the ingest file. This workflow has been in production since 2018 and is the foundation for automated workflows for other collections. The Moving Image Section is increasing the number of workflows that utilize these elements to enhance performance and allow the digital project specialists time to spend on projects that do not meet the requirements for automated workflows.

The extent of scalability for the non-AAPB collections is undergoing testing with the addition of the Congressional collections. Currently, each collection workflow uses its own virtual machine (VM), mostly due to the local transcoding function. However, with transcoding activities being moved to the Dalet AmberFin transcoder so processor-intensive work can be completed outside of the VM environment, the number of simultaneous processing workflows will increase.

This scalability is critical as the Moving Image Section looks to address the backlog in the born-digital moving image collections (non-AAPB), to create a sustainable, scalable processing model to ensure the best stewardship practice for the Library’s collections and minimize or eliminate any processing backlogs.

VI. Conclusion

Performing analysis on the practical needs of born-digital projects and the impact of current policies that may not have born-digital workflows in mind are key to advocating the management of, if not more resources, then different approaches. Further, leveraging the expertise and experience of others working on similar projects creates a coalition when approaching management. Presenting a range of options increases the likelihood of finding a practical solution. Inevitably,
the volume of born-digital projects the Library is encountering will only increase, and establishing foundations now, in documentation and adapting workflows to changing circumstances, will surely ensure future success in this endeavor.

Preserving born-digital moving image content presents many challenges and opportunities. Ever increasing file sizes and storage requirements, technical infrastructure, and maximizing processing throughout are a few of these challenges. By implementing a scalable processing and preservation program with IT support, these challenges can be minimized if not mitigated entirely. Automated workflows and digital file transfers versus manual processing and hard drive transfers are two actions that have significant impact in increasing productivity while being mindful of storage and technological infrastructure limitation. Such interventions demonstrate the possibilities that can arise with thorough thoughtful planning and the inclusion of additional resources.
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Abstract – This paper describes the use of a modification of qualitative grounded theory to analyze in-situ preservation workflows involving emulation techniques. The goal of this in-process work is to identify and delineate common tasks across the emulation of different classes of software objects through a unique approach based in bottom-up qualitative observation.
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I. INTRODUCTION

Software preservation workflows are becoming necessary within the greater orbit of digital preservation. Many legacy files, programs, and other born-digital materials in collections resist or would, in fact, be damaged by migration efforts. The use of virtualization methods, like emulation, to access, view, and manipulate legacy data in its original computing contexts is, therefore, necessary to preserve both the technical context of software’s use and that of users’ visual, tactile, and other embodied properties. Emulation, specifically, is becoming a common, catch-all term in digital preservation for any process that involves one computing context interpreting the data of another. While there is much work on emulation for software preservation, many large, consortia helping to support emulation efforts, including many large, consortia helping to support emulation efforts, much of the discussion is not focused on how to proceed with emulation work but more on what that work, at a higher level, portends for the future of digital preservation. Working with virtualized environments to correctly configure and articulate legacy software dependencies and installations is (admittedly, according to many sources) an ad-hoc or bespoke affair. The technical nuances of different historical systems are highly varied and the network of dependencies for a given piece of software (and its dependent data) can grow daunting even for experienced users. Finding points of commonality across different classes of software, and different contexts of software study, would help to create a general set of procedures to build better workflows (and better-automated solutions) for emulation in preservationist contexts.

The purpose of this short paper is to lay out a methodology based in qualitative grounded theory for examining granular records of digital preservation activities involving emulated solutions and evaluating their common processes, including the mistakes and successes along the way. Although the use of emulation and virtualization is frequently advocated, it is rarely described (due to a lack of time or space) in enough detail for novices in the area to get started. The goal for this work is to take a closer look at the in-situ, tacit, and often overlooked processes that constitute digital preservation activities. The following sections provide some needed background on both emulation in preservation and qualitative methods. After that, the work proceeds with the organization of the initial study, explores early results, and then concludes with discussion and planned future work.
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This section addresses, briefly, certain technical definitions that provide context to this work, the general desire in the community for these efforts, and notes on related emulation studies.

A. Emulation in Preservation

The use of emulation in libraries and other memory institutions has grown steadily since Rothenberg first posited the need for virtualization preservation solutions for born-digital software [1]. Generally, approaches to emulation make use of off-the-shelf (OTS) emulators or virtual machine managers (i.e. QEmu or Oracle's VirtualBox) that run on a host machine and allow the installation of guest operating systems or programs [2], [3]. The configuration and management of these OTS applications can become complex in many instances, with the practitioner needing experience with both guest and host OS installation procedures, networking configuration, data formatting and imaging, and general contemporary knowledge of the target data to be emulated [4]. As articulated by Acker, emulation in preservation work is conflated with general virtualization techniques to include any approach that allows one system to imitate the functionality of another [5]. Additionally, an emerging set of projects aims to make emulation workflows easier by abstracting the complex system configuration into the cloud. Systems like EaaSI and Olive allow expert practitioners to preconfigure environments on cloud-based servers and then view them through standard web-browsers [6], [7]. This study made use of both native OTS and cloud-based solutions.

B. The Need to Articulate Preservation Process

Although there is literature on the use of emulation in preservation, including in-depth analysis of emulation use case studies, emulation workflow design, and even qualitative studies of emulation workflows, there is also a consistent call within that same literature for better articulation of the requirements needed for emulation and software preservation activities [5, 8]. In many cases, institutions lack the technical capacity and staff necessary for comprehensive software preservation activities. Hagenmaier et al. explicitly call for more work on the finer details of software preservation workflows and the determination of commonalities across practitioner practice [8]. As noted above, many software preservation efforts are ad-hoc and institution-specific. The time and attention needed to disseminate explicit descriptions of highly varied workflows (each system has its own constraints and challenges) make most accounts that of individual trees instead of the forest. This work is positioned to begin the laborious process of recording, tabulating, and organizing disparate emulation use cases into a larger, generalized framework of practice that can inform future practitioners through the creation of training resources and computational support applications.

C. Related Work in Emulation

There are a few examples of emulation and software preservation workflows that inform this work. Acker investigated the workflows and management of the FCoP project, in which numerous GLAM institutions engaged with targeted emulation case studies. Acker used a modified grounded theory approach to qualify the larger domain of emulation practice [5], [9]. This present work seeks to look at similar processes but with a more granular focus. The goal is not to divine the larger categories of emulation use in GLAMs (Acker defined “preservation”, “scholarly use” and “exhibition” as top-level concepts), but to model the day-to-day, minute-to-minute investigations and processes needed to recover to-be-emulated materials.

D. Grounded Theory and Diary Studies

The methodology used below is based on grounded theory (GT) with a data collection process akin to diary studies. GT is a qualitative analysis methodology that retrieves models and theories from raw data through a bottom-up, generative, and expandable process. The purpose of GT is to avoid a priori assumptions about a domain, and instead use observational data to derive concepts about it. There are many approaches to GT and this work most aligns with Corbin and Strauss due to their allowance for directed research questions and less restrictive methodology (for instance Glaser et al. prescribe specific analysis instruments that would not be applicable to this study’s approach) [10]–[12]. In general, GT proceeds through distinct phases of initial conceptual coding, aggregating “selective” coding, and then theory “integration”. Initial codes are derived from raw data and then compared and developed through “memoing”, a process used to
elaborate on connections between concepts and their relationship to both the contexts of the described actions and their interrelationships. Another important aspect of GT is “theoretical sampling”, in which insights from an initial data analysis identify further avenues for data sampling. This allows for the analysis to find new insights and then seek out new data to reinforce or contradict an emerging theory. The analysis ends with “saturation” when the researcher divines no new concepts or connections from the sampled data. Complementarily, diary studies approaches collect longitudinal data from participants about a repeated set of activities through a self-reported diary [13]. In this study, the researchers recorded their daily efforts at software recovery through emulation.

II. METHODOLOGY

To generate the initial observation data for this project, three Computer Science undergraduate research associates (RAs) at California State University Channel Islands (CI) recorded their attempts to transfer and emulate software data from two sources: local materials stored on legacy media formats from the CI library, and a collection of interactive project backups donated by a well-known media arts program. The local data was completely unanalyzed, so its contents and requirements were determined during the study. The interactive arts projects had previously been studied in a different context related to file format profiles of game and entertainment development records [14].

The RAs had technical experience with emulators and virtual machine managers but not much experience with digital preservation workflows. This was a benefit in that many novice issues related to information gathering and configuration were cataloged. A potential negative is that some of their challenges might not occur in actual preservation practice, however, given that many institutions do not have well-developed digital preservation programs the RAs' technical backgrounds might be more developed than some library staff. Additionally, the veritable “clean slate” of the RAs' preservation knowledge caused them to find solutions and resources that had not occurred to the preservation expert that organized the study. Regardless, the recorded sessions do indicate numerous avenues for potential training topics and resources.

The RAs worked to recover any data they were interested in among the case set items. Specifically, RAs made use of a local EaaSI node, VirtualBox, and the MacOS SheepShaver and Basilisk II emulators [15], [16]. Observations were recorded daily for two months resulting in around 700 pages of notes. RAs were instructed to be as granular as possible and to identify all information sources consulted. The goal was to make target data objects available through emulation, however, there were no direct criteria for when an emulation task was considered complete.

After data collection, the notes were loaded into Altas.ti, a standard qualitative data analysis (QDA) tool [17]. The QDA allowed for simplified comparison between notes, automatic organization of codes, and aligning codes with analytic memos. Initial coding involved a reading pass through the notes followed by assigning conceptual and identifying codes to various quoted subsets. This will allow for future search and correlation analysis. Currently, the notes feature 1447 codes across 3588 quotations tied to 41 memos, however, the analysis is far from complete. The next step is to look through the assigned codes more deeply to find patterns and conceptual duplication. Many codes cover similar concepts (as noted below), and the goal is to arrive at a set of larger categories of preservation processes derived from codes that point toward conceptual unity across use cases.

III. FROM PRACTICE TO THEORY: AN EXAMPLE WITH HOST-GUEST DATA SHARING

This section will briefly detail the GT process as it is applied to the sharing of data between a host and a guest operating system. Typically, systems running in virtualization are sandboxed from the host environment. This means that data and file transfer into the guest environment needs to be mediated through some interface or connection between systems. While the analysis was not explicitly looking for this phenomenon, it arose from the initial coding with 5 related codes covering 75 quotations. These rough codes (“file transfer between host and guest”, “host guest shared folder”, “Guest Additions”, “guest additions issue”, and “VirtualBox guest additions”) were then grouped under a “Host Guest Data Transfer” concept (seen in Figure 1). The “guest additions” refer specifically to a feature of the VirtualBox hypervisor that allows for modifications to be installed inside a virtual machine (VM) to
implement features that were not provided by the initial guest system. In this case, the additions allow for higher screen resolution than might have existed at the time, and for certain systems to access shared memory locations to enable shared folder access.

![Image](image.png)

Figure 1. Altas.ti interface with codes applied to screenshot of successful data transfer

In looking at the details of the coded quotations, it is possible to cross-reference these conceptual codes with identifying codes that describe the operating system and tools being used. In this case, the codes correlated with the use of VirtualBox to virtualize Microsoft Windows (specifically ME, XP, Vista, Server 2008, 7, and 10) and MacOS X (Lion, Snow Leopard) environments, along with Sheepshaver and Basilisk II (for System 7, MacOS 8 and 9). To proceed further, GT methods then inquire into the specific dimensions and properties of observed actions and interactions. These are then placed in a larger context to hopefully intuit some emerging theory of process. One potential property of the "Host Guest Data Transfer" was the specific interface needed to allow it. Based on the coded quotations, there appeared to be four primary methods of importing data into a guest environment:

1. Shared folders that allowed for a storage location on the host to be mounted inside the guest.
2. Shared network folders connecting the host and guest machines through a virtual network controller.
3. Allowing the guest to connect to the Internet and remotely download files.
4. Loading the data into a disk image and mounting it in a virtualized media drive.

While these approaches were not decided in advance, they emerged as a result of the interaction between the practical needs of the RAs for recovering specific objects and the available features provided by the virtualization technologies. The use of GT allowed for the organic detection of specific patterns of preservation actions and interactions that corresponded with the larger "process" of host to guest data transfer. Here, the analysis highlighted data transfer as an area of contention among the RAs (in that they repeatedly noted difficulties with consistent data sharing) and what the general solutions appeared to be, given the case items.

Further, it is possible to view the quotations linked to these methods and divine potential dimensions of the data transfer concept, like the symmetry of the methods used. In the case of methods 1 and 2, there was a symmetric link established between the host and guest that allowed for transfer into and out of the guest environment. However, methods 3 and 4 are unidirectional, in that they allow for data to go into the guest environment without a complementary retrieval mechanism. In fact, method 4 was the primary means used by the EaaS for inserting data into environments highlighting a potential difficulty with cloud-based emulation solutions vis-à-vis locally executed ones. This dimension of "symmetry" in data transfer processes is then a potential new site of analysis as the concept can be compared with the literature for further elaboration and validation.

Additionally, it is also possible to look at the knowledge context within which these data transfer methods are embedded. Since the RAs also recorded where they researched the data sharing methods, a network of online and textual documentation, individual experimentation, and online tutorials and videos prefigures the combined knowledge necessary to engage, as a preservation practitioner, with the "Host Guest Data Transfer" concept. Continued work on related preservation tasks would likely position this concept relative to other processes needed for the emulation of target data objects. From this, a general theory of emulated preservation techniques could then emerge.

Finally, there is serendipity and surprise in the malleability of the GT approach that finds meaning in "mundane" minutia. When working through sharing method 1, one RA realized that they needed to move files from the guest shared folder into a local one to
avoid permission and access issues. Another RA discovered that method 2 necessitated removing significant network security features from the host system for guest access to be possible. These new notions related to “permission” and “security” might now be potential vectors for dimensional analysis.

IV. PROMISE, LIMITATIONS AND FUTURE WORK

The preceding example highlights how close attention to practitioner activities can reveal deeper relationships between seemingly disparate preservation targets and points to the potential for subject agnostic knowledge sharing. In the example above, the RAs were working with data from disparate sources but they all still needed to find some way to get that data, once acquired, into the emulated environment. The GT approach required that the raw details of the process be reconsidered in comparative and generalized contexts, and it was through this consideration that patterns started to emerge. However, this work is developing as there are hundreds of codes to aggregate and process.

Contrarily, some limitations of the current study must be noted, including items that will change for future studies. The sample size, while extensive in activities, was limited in participants. The RAs worked for a combined 960 hours, and the resulting notes are rich in specific details relating to a variety of emulated environments. However, since the RAs were students and not trained preservationists, it is unclear if some of the specific procedures or issues encountered might simply not occur with more experienced practitioners. A caveat here is that GT methods are designed to address sampling issues by allowing for “theoretical sampling” based on progressive findings. It would be feasible to add the subject position of the individual as a dimension of the analysis and compare practitioner experience with the execution of preservation tasks. Additionally, embedding more self-reflection into the process would be beneficial. The researchers did not proceed with GT analysis until after the initial data collection interval ended. It would have helped the study to begin coding and analysis during data collection to steer the RAs toward fruitful pathways. The next steps for this research are to proceed with constructing a model of both the dependencies and related processes incumbent on the emulation of software and software-dependent data objects. Current progress is promising and there are likely to be more unlikely commonalities discovered across the documented use cases, effectively creating theory from practice.
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The digital preservation community has been developing approaches to preserving the meaning of digital content for a number of decades. But questions still remain as to the most accurate, practical, timely and cost effective way of keeping our data usable. Collating and presenting file format policies from several organizations triggered a lively panel discussion in early 2023. This panel session will build on the success and popularity of that debate by bringing in new voices and topics raised by the audience. This subject is a critical one to understand if we are to be successful in preserving our data for future generations.

Keywords – File formats, file format policy, file format assessment, preservation planning, preservation strategy

Conference Topics – Sustainability: Real and Imagined, From Theory to Practice

1. BACKGROUND

The International Comparison of Recommended File Formats [1] collates file format policies from 28 organizations from around the world. Paul Wheatley published a blog post which questioned a number of aspects of this work [2]. On February 9th 2023 Sam Alloing (KBNL) moderated a panel debate between Valentijn Gilissen (DANS) and Paul Wheatley (DPC), entitled “Do unacceptable file formats exist?”. The event drew a crowd of 200 people and provoked an almost overwhelming degree of comment and engagement from the audience. This panel session aims to build on the success of that debate by bringing an extended panel of diverse opinions to the iPres Conference.

2. CONTRASTING APPROACHES TO PRESERVATION STRATEGY

A strategy used for file format preservation is the use of preferred file formats. In this strategy a file format is identified as preferred if it complies with some defined criteria. DANS has such a Preferred Formats policy [3], as does NARA [4], the LoC [5], KBNL [6] and others. For both DANS and NARA, a file acquired in a non-preferred file format is migrated to a preferred file format if possible and the original retained. At the KBNL, all file formats of a publisher are allowed and preserved. The KBNL's policy is to assign file formats a 'knowledge level'. This is the status of a file format in the repository and indicates what preservation operations are possible. For example the first level is 'stored file', this means that the file is only bit-preserved. The third and last level is known ‘file format’, where the results of identification, validation and technical metadata extraction can be interpreted and guidelines for each format have been formulated. Preferred formats are typically identified through generic criteria such as...
age, tool support, complexity, documentation, risk and context. Examples include the LoC Recommended Formats Statement evaluation matrix and the NARA Risk Assessment Matrix [5, 7]. The resulting data would then be used to determine file format policy and ultimately which formats to migrate. An opposing view was offered by van der Knijff who argued that such risk factors were largely theoretical [8]. Rosenthal argued that "format obsolescence is a rare problem" due in large part to the availability of open source rendering tools [9]. Just Solve has focused on documenting and web archiving sources of information on file formats [10].

3. BROADENING THE DEBATE

The variety of perceptions in the world of digital preservation may seem to conflict with each other. Having an open debate about these subjects provides a fruitful basis for sharing knowledge and gaining consensus. This panel session will continue, broaden and extend the debate held in February 2023. It will incorporate the diverse viewpoints of several members of the audience of that original debate. Leslie Johnston (NARA) brings the stark challenges of the long-term preservation of an ominously large range of different file formats. Kate Murray (LoC) brings experience of researching and accessing file formats through her leadership of the Sustainability of Digital Formats and Recommended Formats Statement. Tyler Thorsted (BYU) brings a track record of contributions to the PRONOM and Just Solve registries. Leslie, Kate and Tyler will join the panelists of the original debate: Valentijn Gilissen oversees the file format guidelines of the Dutch national centre of expertise and repository for research data (DANS) in his role as preservation officer. Paul Wheatley is Head of Research and Practice at the Digital Preservation Coalition. Sam Alloing (KBNL) actively contributed to the Guide to Preferred File Formats of the Dutch Digital Heritage Network (DDHN) and the analysis of the File Format Lifecycle also from the DDHN.

4. FORMAT OF THE PANEL

Following short introductions from each of the panelists the session will move to a question and discussion format, moderated by Sam Alloing. It will focus primarily on questions of file format policy and digital preservation strategy. The considerable text chat from the February panel discussion will be used as a source of topics for discussion. The panel will ensure strong audience participation by both accepting questions from them and posing live poll questions to them. This will provide an impression of the state of play for preservationists represented at iPRES alongside the viewpoints of the panel members. Activating the audience with poll questions demonstrated a meaningful and active discussion in the February debate, so we would like to replicate that approach here. The format allows remote and in-person participation.

Key questions for discussion by the panel members include: 1) What are the criteria for file format assessment in the global and institutional contexts? 2) Is there such a thing as a “good, bad or unacceptable” format? 3) What goes into risk assessment for file formats? 4) How do file format risks compare to other risks in the field of digital preservation? 5) What strategies are used for assessing file format risks?
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Abstract – How do we apply the lessons of ongoing evaluations of digital preservation sustainability within single institutions to the products and services on which this sector increasingly depends? The speakers will look at this key question from different viewpoints to pool best practice and explore the issues to ensure the community can expect more durable systems however they are delivered.

Keywords – Sustainability, Products, Services, Standards

Conference Topics – Sustainability: Real and Imagined

1. INTRODUCTION

Sustainability is of course critical in the field of Digital Preservation and has been the subject of many surveys, reports, evaluations, standards and papers, almost always applying to individual preservation programs. However, as the field has evolved, almost all preservation initiatives will select from the products available and implement one of these, placing a burden on the providers of these systems to ensure that what they provide delivers the sustainability demanded.

The sad demise of the DPN system in 2018 [1] demonstrated that even well-funded, widely applied systems are not immune from failure and such events reflect badly on the whole sector.

This panel will discuss the sustainability of these products and services, where sustainability is considered in its widest form. It will take input from academic studies, product suppliers and standards experts to examine the approaches adopted by these providers, comparing models and setting expectations for the whole sector. The speakers have been selected to represent different approaches to achieving the same endpoint – digital preservation products and services that sustain for the long term.

2. PREVIOUS SUSTAINABILITY EVALUATIONS

Many approaches exist to evaluate the quality of specific digital preservation programs. Most of these center around standards as summarized by the Digital Preservation Coalition [2]. These cover many alternatives, from heavyweight specific and general ISO standards, sector specific standards, standards on part of the challenge like metadata or storage, to lighter weight evaluations such as the DPC Rapid Assessment Model, NDSA Levels of Preservation, and CoreTrustSeal.
These all have their place, but they are mainly aimed at organizational program sustainability rather than that of a product or service that will be offered to tens, hundreds, or thousands of organizations. They also don't cover supplier longevity issues like financial stability, internal knowledge management, or environmental impact. Most importantly they are not appropriate for the evolving market of new users who just want to have confidence that a system works and do not have the funds or knowledge to do a full audit.

3. PRODUCT AND SERVICE SUSTAINABILITY FACTORS

The sustainability of a digital preservation product or service should be judged against the following criteria:

- Data. How is the content sustained?
- Software. How is the software used kept in production and up to date even after the supplier ceases to exist?
- Operations. How do the processes required to operate the product or service continue?
- Knowledge. How does the organization avoid relying on a few key individuals?
- Financial. What is the commercial model to ensure the long-term viability of the services?
- Governance. How does the organizational structure ensure good practice is maintained?
- Environmental. Is the organization demonstrating their responsibility to ensure a minimum environmental footprint?

These questions apply to all organizations active in this field, whether the source code is open, closed or escrow, whether the ownership is commercial, community or academic, and whether the solution is delivered as installable software or a hosted service.

4. PANEL SPEAKERS

Oya Rieger (Senior Strategist, ITHAKA)

Oya has authored several reports on the state of the Digital Preservation landscape [3] and will use the findings of her recent paper “The Effectiveness and Durability of Digital Preservation and Curation Systems” [4] to show how organizations with very different commercial models deliver sustainability with the digital preservation context. Oya also contributed to the report on the failed DPN initiative.

Thib Guicherd-Callin (Program Manager, LOCKSS)

Thib will present on the sustainability of the community of services built around LOCKSS, the open-source software, which has served distributed digital preservation to scholars, libraries, memory organizations, and publishers for two decades.

Jack O'Sullivan (Innovation Engineering Lead, Preservica)

Jack will present on how Preservica has delivered sustainable digital preservation technologies for 20 years, drawing on their recently published Sustainability Charter [5].

Kelly Stewart (Chief Archivist, Artefactual)

Kelly will present on Artefactual's approach to sustainability as a company providing commercial services around the open-source software it stewards.

David Giaretta (Director and Lead Auditor, Primary Trustworthy Digital Repository Authorisation Body Ltd)

As one of the leaders in Digital Preservation international standards, David will draw on ISO 16363 (Audit and certification of trustworthy digital repositories) to highlight those elements that should apply to product and service providers.

William Kilbride (Executive Director of the Digital Preservation Coalition (DPC))

William will moderate the session, reflecting his role making sure that the DPC members can rely on all products and services across this emerging sector.
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Abstract – The creation of Digital Preservation Plans requires leveraging a wide range of archival expertise. Our panel will discuss each of the components we have identified for inclusion in our preservation plans, along with specific skills and knowledge we depend upon from different parts of our team. Learn how we use a standard framework and leverage the expertise and enthusiasm of our Appraisal, Transfer, Ingest, and Arrangement and Description teams to create thorough and functional Digital Preservation Plans. Session will include recommendations of how to apply our approach at your institution.

Keywords – digital preservation, leveraging expertise, digital preservation planning

Conference Topics – From Theory to Practice

I. INTRODUCTION

The World Bank Group Archives (WBGA) has developed an approach for creating Digital Preservation Plans for each record type slated to be ingested into the Digital Vault (the WBGA's digital preservation platform). We define a record type as the intersection of a digital format and source business unit. For each record type, we want to ensure that we have done our due diligence to define and document the processes that will guide us from identifying records for preservation through to long term access to those records.

Building on the iPRES 2019 panel in which two WBGA’s staff participated (The People and Processes of Digital Preservation), this panel will discuss how we have transitioned from the design phase to the implementation phase for the Digital Vault.

Much of the hands-on work of digital preservation takes place outside of technical platforms. It requires methodical coordination and a deep understanding of each record type we need to preserve. The Digital Preservation Plans discussed by this panel seek to both distribute the work necessary to preserve born-digital permanent records, but also to acknowledge that we need all the branches of archival expertise in our organization to be successful. We will discuss methods used to gain buy-in from our broader team and how having a formalized structure for contributions helps us in our ongoing work to ingest and preserve key digital records of the World Bank.

A. Digital Preservation Plan Components

Creation of a Digital Preservation Plan requires the following components:

- Sample Data: a set of representative sample data.
- Appraisal and Selection Criteria: While the WBGA depends on our record schedules to identify records for long term preservation, digital records often require additional criteria be applied during the selection process.
- Metadata Profile: list of attributes that we would like to assign at the object level in Digital Vault.
- Content Manager Digital Transfer Values: Values needed to create a Digital Transfer in Content Manager (our union catalog of both analog and digital records in custody of the WBGA).
• Transfer Technical Design: How to transfer records to a WBGA controlled staging area
• Ingest Technical Design: Any special requirements for ingesting records into Digital Vault.
• Digital Vault Destination Folder: Where should records be placed in the Digital Vault hierarchy?
• Arrangement and Description Unique Guidelines: guidelines unique to this record type that will support arrangement and description, often an extended time after the original ingest.
• Format Preservation Research: Preservation challenges related to the format of files associated with this record type, along with recommended action plans to ensure long-term access.

The first portion of the panel will focus on defining each of the components listed above and how we came to determine that each component was a necessary part of a Digital Preservation Plan.

B. Drill Down into Details

In the second section of our panel presentation, we will deep dive into selected examples of a few of the more complex components, such as:

• Appraisal and Selection Criteria
• Metadata Profile
• Arrangement and Description Unique Guidelines

This will give our panelists the opportunity to highlight a success story of how each of these components demonstrated their value in our digital preservation program.

We will also review the final product of all the Digital Preservation Plan work for a single record type: a “Digital Preservation Action Plan” which combines all the decisions into a single reference document for that record type to be used by staff across the WBGA team.

We will also discuss:

• An overview of the WBGA team configuration
• Tips on getting buy-in from our team
• Examples of each component

• The evolution of this living process to create these plans. We are learning as we work and still have many plans yet to be created.
• Suggestions on how this approach might be implemented at other organizations

C. Q&A

Part of the panel time will be reserved for discussion and answering questions from the audience.
FROM THEORY TO PRACTICE: UNDERSTANDING THE EVOLUTION OF A DIGITAL PRESERVATION PROJECT FROM CONCEPTION TO FINAL REPOSITORY
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Abstract - Usually, the resulting digital preservation project is very different from its conception.

The theory defined before starting a digital preservation project serves as a guide for the beginning of the project, but must be flexible enough to be adapted throughout the implementation to fit the real needs of the organization.

In this panel, representatives of institutions from different GLAM-UR sectors from different countries will speak from their own experience about the evolution of a digital preservation project from its theoretical conception to its real practical implementation.

Keywords – Digital Preservation Project, Digital Repositories, Implementation

Conference Topics – From Theory to Practice, We’re All in this Together

A Digital Preservation Policy [1] is the mandate for an archive to support the preservation of digital records through a structured and managed digital preservation strategy. The policy details why selected material needs to be preserved; the strategy defines how this will be implemented. But this strategy must be flexible enough to allow organizations to tailor their decisions to their needs during the implementation process.

Planning and implementing a digital preservation project requires consideration of many aspects. There are some manuals such as the DPC Digital Preservation Handbook [2] or the CHIN Digital Preservation Toolkit [3] that provide practical and internationally authoritative guidance to help organizations assess their own digital preservation needs and guide them in developing digital preservation policies, plans and procedures. However, it is important to understand that a digital preservation project is not a closed endeavor, but will evolve throughout the process.

In this panel, professionals responsible for digital preservation from the following institutions will exchange their experiences implementing a preservation project in different kinds of libraries and archives: Universidad Complutense de Madrid, Spain; The Churchill Archives Center at the University of Cambridge, UK; and University of Calgary, Canada. They will share the evolution of a digital preservation project from its theoretical conception to its real
practical implementation, their workflows, and some useful insights for anyone in the same situation.

LIBNOVA is the common denominator among the different organizations, and its role will be to serve only as a moderator of the panel session.

1. PANEL DISCUSSION TOPICS

The panel will discuss the following topics and questions:

- Key aspects to consider when planning a digital preservation project.
- Organization of the preservation team, roles, and coordination between the different areas involved.
- Process and methodology adopted to select the material to be preserved.
- Workflows and how they have been defined.
- General overview of how the project has evolved from its initial conception to the present time.

2. REFERENCES
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Abstract – What happens to the devices that host digital objects – hard drives, monitors, computer peripherals, storage media – when it is time to upgrade digital preservation environments and workflows? Each step of the production and stewardship of digital objects requires devices and software that have short life cycles and multiple drivers of ever faster obsolescence. These devices flow out of digital repositories and contribute to the fastest growing waste stream of the 21st century: electronic waste or “e-waste.”

The Center for Innovation in Teaching and Learning (CITL) at the University of Illinois at Urbana-Champaign is currently working with the head of the university’s Sustainable Design program to perform a case study of the sustainable management of its large volumes of digital video and image content production and preservation, within an analysis of its institutional purchasing and waste management paradigms. The purpose of this analysis is to determine how device obsolescence at CITL can be mitigated to avoid future costs and to minimize the department’s contribution to the global e-waste problem.

Keywords – Media Asset Management; Sustainability; Electronic Waste

Conference Topics – Sustainability: Real and Imagined; From Theory to Practice

I. INTRODUCTION

Over the past five years, the Center for Innovation in Teaching and Learning (CITL) at the University of Illinois at Urbana-Champaign has been developing a system called the Curricular Asset Warehouse (CAW), which is a suite of software that serves as the backbone of its production and archival needs. CAW uses several open-source software tools to serve as an all-in-one production, cataloging, preservation and discovery tool. CAW is useful to CITL’s media producers and archivists because it helps facilitate collaboration on media production projects while also minimizing extraneous data in CITL’s digital storage.

Digital audiovisual files are large and resource-intensive to manipulate and store. Because CAW integrates software and hardware to maximize the efficiency of its audiovisual production and storage, CITL is participating in a case study to determine how environmentally friendly the CAW software is. The sustainability case study also assesses CITL’s media production and preservation workflows as well as the hardware the department uses for these purposes.
This panel lays out the development of CAW and describes the current case study of CITL’s incidental and intentional sustainability practices. The study began with a general analysis of the three classic pillars of sustainability: environmental impact, social equity, and economic benefit that preserve the potential of sustained economic, environmental and social benefit into the future. The primary area of inquiry was e-waste impacts related to hardware and software choices. Many of these choices for procurement and responsible stewardship of electronic devices at CITL were rooted less in a conscious selection for lowest environmental impact but instead were driven by access to reusable or repurposable, high-quality electronics and the ability to maintain uniformity across team access. The case study depicts the choices made by the CAW development team, within specific budget constraints, as an accretive process over time, within a state institution. The findings are a start at analyzing many of the current methods of e-waste management, how and why organizations make the choices they do for device procurement, reuse and discard, and where there can be greater flexibility of choice toward more sustainable outcomes.

The case study analysis focuses on hardware, core devices and peripherals, and software used by CAW between the (hot) production stage, in the accessible distribution and archive stages and, through the long-term (cold) storage process. The environmental impacts are determined by the length of time electronics are used before they need to be replaced and the energy efficiency of devices and electronic resources. The equity part cannot be overlooked though it is a fixed feature; everything they do is open source. The team is committed to making their methods and documentation of equipment accessible and usable by people across multiple organization types, within primary and higher education spaces and other organizations. This research grows from that spirit of collaboration and open access.

II. ABOUT THE PANEL

This panel will feature professionals from the University of Illinois at Urbana-Champaign, who will discuss the digital media asset management practices at the Center for Innovation in Teaching and Learning (CITL), a high-throughput video production unit, and how those practices relate to environmental sustainability.

Robyn Bianconi will talk about the history of asset production and management at CITL, from the days of mini-DV tape video capture to the current era of tapeless production and LTO tape storage. Robyn will give context for the development of CAW.

Jimi Jones and Liam Moran will talk about how CAW’s role in the digitization and preservation workflows at CITL are an effective strategy for minimizing CITL’s digital storage needs, and, by extension, the amount of electronic waste produced by the department. Jimi will also discuss CITL’s choice of LTO for digital preservation, its utility as air-gapped storage that needs little maintenance and how it helps to save space (and write-cycles and longevity) on CITL’s production servers.

Karin Hodgin Jones will talk about CAW as a case study in sustainable management of large volumes of digital video and image content production and preservation, within an institutional purchasing and waste management paradigm with foresight into the drivers of device obsolescence to mitigate future costs and redundancies.

While this panel is in dialogue with current waste study and standards development theory, the panelists will also give participants real-world sustainability tips and solutions that they can implement. These tips and suggestions will be informed by the design of the CAW hardware and software suite and can be a roadmap for how to locate reuse strategies at multiple scales within and between institutions.
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Abstract – Operating from a foundation of shared values, the community-supported digital preservation services represented in the Digital Preservation Services Collaborative (DPSC) empower stewards of digital content to make informed decisions by offering transparency and accountability. These values have become increasingly important as resources for digital preservation fail to meet the needs of organizations, forcing many mission-critical digital preservation activities to be outsourced to commercial providers. In the DPSC Planning Project, this group of mission-aligned service providers are working to establish closer and more intentional collaboration between their organizations, in order to guarantee the continued availability of services that prioritize transparency and accountability to the cultural heritage organizations they serve. In this interactive panel, partners from the DPSC Planning Project will discuss the importance of the shared values for digital preservation good practice, how they have enacted these values within their organizations, and other project findings.
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Conference Topics – We're All In This Together; From Theory to Practice

I. INTRODUCTION

The Digital Preservation Declaration of Shared Values, first put forth in 2017, sets aspirational but achievable standards for the efforts of the Digital Preservation Services Collaborative (DPSC) [1]. The DPSC is a volunteer alliance of representatives from community-supported digital preservation service providers, including APTrust, Chronopolis, CLOCKSS, LYRASIS, MetaArchive, and Texas Digital Library. These collaborating organizations are united in their commitment to preserve the cultural, intellectual, scientific, and academic record for current and future generations, using community-supported approaches. For the past six years, the values in the Declaration have established a foundation for these organizations to work together with a sense of trust and mission alignment.

Community-supported digital preservation initiatives foster community empowerment through governance, transparency, and accountability. These services also empower the organizations that are stewarding digital content to make informed decisions by providing them with much more than “black box” solutions. The organizations and the practitioners they serve, however, operate in a challenging technological and economic landscape where there are fewer and fewer resources for digital preservation. In the 2021 NDSA Staffing Survey, almost 70% of respondents stated that their
organization did not have the staffing needed to manage the digital content that they steward [2]. This has fostered a landscape where digital preservation functions are increasingly outsourced to commercial providers. Outsourcing these activities, without proper mechanisms for governance, transparency, and accountability, carries inherent risks for digital cultural heritage. Despite the benefits of values-centered approaches, however, community-based digital preservation service providers are operating in the face of claims that community-based approaches cannot innovate quickly enough to keep up with marketplace demands due to governance structures that are overly burdensome [3].

Within this neoliberal landscape, members of the DPSC desired closer and more intentional collaboration between their organizations, and they embarked on an IMLS Planning Project to propose a feasible service model for this collaboration [4]. The digital preservation community has long supported and recommended more collaborative approaches. The NDSA's 2015 National Agenda for Digital Preservation noted the need for a more coordinated ecosystem of distributed services [5]. This project is an effort to translate the DPSC's set of shared values into action, exploring exactly how much and what kind of collaboration among like-minded service providers is possible. In addition to finding strategic alignment and potential efficiencies between their services, the partners aim to demonstrate that the community governance and accountability offered by their services are not hindrances to innovation, but rather preconditions and catalysts for digital preservation good practice. The continued availability of services that prioritize transparency and accountability to the cultural heritage organizations they serve is necessary for these organizations to grant broad and sustained access to their digital material.

In this panel, three of the DPSC partners will discuss the importance of the shared values for digital preservation good practice, how they have enacted these values within their organizations, and other project findings.

II. PANEL FORMAT

This panel will explore the topic of operationalizing a set of community-supported and supportive values into digital preservation practice. The format of the panel will be interactive, with panelists both reflecting on this topic and posing questions to the audience about their own digital preservation values and needs. Questions posed during the panel will include:

- How are these shared values being challenged?
- How can library executive-level staff contribute to value- and good practice-centric digital preservation programs?
- How can digital preservation service providers best support digital preservation staff in libraries, archives, and special collections?
- What are the risks of dependency on commercial providers of digital preservation services?
- How can non-commercial service providers incentivize community-based digital preservation partnerships?

III. PANELISTS

Hannah Wang is Program Officer for Digital Infrastructure at Educopia Institute, where she facilitates the work of the MetaArchive Cooperative and serves as Project Director for the DPSC Planning Project.

Jess Farrell is a Community Facilitator at Educopia Institute. She will moderate the session.

Courtney Mumma is the Deputy Director of the Texas Digital Library consortium, where one of her roles is managing Digital Preservation Services using Chronopolis and DuraCloud@TDL. She has worked in web archiving at the Internet Archive and is one of the creators of the Archivematica open source digital preservation workflow system.

Sibyl Schaefer is the Chronopolis Program Manager and Digital Preservation Librarian at the University of California, San Diego. She coordinates digital preservation activities across the UCSD Library and manages the Chronopolis distributed digital preservation system.
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Abstract – This panel asks the question “how can collective action build global capacity for digital preservation?” Drawing on their own experiences participating in community-driven initiatives, panelists will describe and showcase how collective action efforts have created shared opportunities for advancing digital preservation goals. Following this discussion, panelists will reflect on the individual challenges and opportunities they faced in participating in such work. The panel will conclude with suggested next steps that can move the field globally towards a shared articulation of digital preservation work in practice.

Keywords – Best practices; education; collaboration; shared research

Conference Topics – We’re all in this together; From theory to practice.

1. INTRODUCTION

Born-digital stewardship in contemporary GLAM settings presents information professionals (scholars, practitioners, educators, and students) with a multitude of ongoing, persistent and intersectional challenges. Born-digital materials, defined as “items created and managed in digital form” [1], carry inherent risk (of obsolescence, degradation, bit rot) and thus a more urgent timetable for preservation actions [2]. The frequency and speed of changes in the born-digital collecting sphere underscores the need to build community support mechanisms that provide collaborative environments for shared learning, troubleshooting, and skill building.

At the same time, community-driven efforts to address commonly experienced digital preservation problems through collective action have proven to be particularly effective in advancing practice. Collective action is broadly defined as measures taken by a group working toward a common objective. In the last decade, the formation and growth of many international, distributed
community networks have coalesced around the challenges and opportunities of current digital preservation work. They have created sustainable pathways for transitioning work from theory to practice by collaboratively developing resources and best practices, learning from the lived experiences of one another, and supporting rising professionals in learning the tools and skills to be successful. Showcasing the efforts of these communities has not been addressed comprehensively and efforts to map the terrain globally are underway [3].

2. PROPOSED PANEL

In response to the iPRES 2023 call for proposals related to the conference topic “We’re All In This Together”, this panel highlights the experiences of six community facilitators working in community-driven international digital preservation networks. Each panelist will be invited to contribute and reflect on topics such as the following:

- How does your community fit into the digital preservation landscape?
- How does your community define and approach “collective action”?
- How has your community collectively addressed a shared preservation challenge?
- How has your community balanced theory and practice?
- What challenges has your community faced in working collaboratively?
- Are there any upcoming projects or activities your community is hopeful to examine?
- How have you addressed sustainability in both your project and community formation?

The panel will be moderated to encourage both active discussion and audience participation.

3. INVITED PANELISTS

Invited panelists along with their affiliation and represented network (bolded) are described below:

- Alexandra Chassanoff, Assistant Professor at the University of North Carolina at Chapel Hill, will moderate the panel.
- Stacey Erdman is the Digital Preservation Librarian at the University of Arizona and currently serves as Project Director for the Digital POWRR Peer Assessment Program, and as an instructor for the Digital POWRR Institute training events.
- Jess Farrell is a Community Facilitator for the Software Preservation Network at the Educopia Institute.
- Andrea Goethals, Digital Preservation Manager at National Library of New Zealand, represents Australasia Preserves.
- Sharon McMeekin is Head of Workforce Development with the Digital Preservation Coalition.
- Mikala Narlock is the Director of the Data Curation Network based at the University of Minnesota.
- Hannah Wang is the former Community Facilitator for the MetaArchive Cooperative.
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Abstract – Policy is an important component of a successful digital preservation program. For example, CoreTrustSeal [1] suggests that a policy statement would be appropriate evidence to demonstrate that a repository has an explicit mission to provide access to and preserve digital objects, and the DPC’s Rapid Assessment Model [2] suggests that a digital preservation policy should be in place in order to reach the ‘Basic’ level of the ‘Policy and Strategy’ section. While resources exist [3] to assist organizations in developing their first digital preservation policy, these formative strategic documents are intended to hold relevance beyond their initial publication. This panel session highlighted challenges and opportunities in the development and ongoing maintenance of digital preservation policies across three organizations: U.S. National Archives and Records Administration, National Library of Ireland, and National Library of New Zealand. Panelists reflected on learnings from different stages of the policy lifecycle, including initial development, initiating revisions, and re-engaging with dormant policy documents. These efforts are contextualized within broader policy education resources, including the DPC’s revised Digital Preservation Policy Toolkit [4].

Keywords – policy, outreach, documentation, advocacy

Conference Topics – From Theory to Practice; We’re All in this Together

I. INTRODUCTION

Digital preservation policies represent many things to many organizations. For some, publication of a policy represents a foundational event in a digital preservation program; for others it is an aspirational document that guides developing operations; for others it indicates a level of operational maturity and stability. For many organizations, it serves more than one of these roles.

Because digital preservation policies are so specific to an organization and its setting, it can be challenging to transfer generalized policy guidance to a unique organizational context. This panel was put together to explore the challenges in developing and maintaining digital preservation policies across different stages of the policy lifecycle, drawing lessons learned and recommendations from practitioners across the world: from those contemplating their first policy to those who may have inherited a policy that no longer meets the needs of their organization.

II. THE PANELISTS

The panelists for this submission were selected for their diverse policy experiences; a short description of each panelist and their work in policy development is provided below. This session was organized in collaboration with Jenny Mitcham and facilitated by Sharon McMeekin, both of the Digital
The Digital Preservation Policy Toolkit was revised this year by the Digital Preservation Coalition (DPC). The DPC have revised and republished their Digital Preservation Policy Toolkit this year and are developing training materials on the topic of digital preservation policy development.

**Elizabeth England** is Senior Digital Preservation Specialist at the U.S. National Archives and Records Administration (NARA), where she participates in strategic and operational initiatives and services for the preservation of born-digital and digitized records of the U.S. federal government. The NARA digital preservation strategy was first published in 2017 as a largely aspirational document, and Elizabeth led revisions to the document in 2022.

**Martin Gengenbach** is Digital Preservation Policy and Outreach Specialist at the National Library of New Zealand (NLNZ). His role is focused on developing and communicating policy to support digital preservation throughout the Library. He began this role in 2022, and has been driving revisions to the Library’s digital preservation strategy and digital preservation policy, which were originally published in 2012.

**Kieran O’Leary** is Digital Preservation Manager at National Library of Ireland (NLI). He is responsible for coordinating the implementation of digital preservation throughout the Library. NLI has drafted previous digital preservation policies in 2017 and 2020, and will publish their first digital preservation policy in 2023.

### III. PANEL DISCUSSION TOPICS

During this session, panelists reflected on what they have learned in their work developing, maintaining, and updating digital preservation policies. The topics and questions chosen for discussion constitute “lessons from the future,” providing guidance for policy development rooted in past experience and common challenges.

**Building internal support for policy development** - Administrators and funders may not understand the purpose and value of a digital preservation policy, particularly if there are already operational procedures in place for working with digital materials. Panelists discussed their experiences in cultivating support for policy publication and revision, and where new internal champions were needed to move forward with policy goals.

At NARA it was noted that a gap analysis based on ISO 16363 was carried out in 2017 and identified the need to have a digital preservation policy in place. Knowing that at that stage, the document would be largely aspirational, it was eventually agreed with colleagues that framing it as a strategy would be more appropriate than having a policy document that NARA didn’t meet in practice. It was noted however that having a document (even if not policy in name) was better than not having one at all.

At NLNZ there has been a lot of support for the development of a digital preservation policy and to a certain extent this has been supported by the presence of digital preservation in the institutional risk register. Once the risks around digital preservation are flagged up to senior management it becomes more pressing to find ways to mitigate them. This was a key step in gaining necessary buy in and support from colleagues. Another important step was to form a steering group of key stakeholders who could review and have oversight of the policy. At NLI an existing group was transformed and repurposed and this has been key to moving the policy forward.

Martin Gengenbach noted that at NLNZ support can take many different forms. The very fact of his job role being supported suggests that policy is a priority within the organization. Challenges around gaining support have been in getting individual units within the organization to engage with policy work around other operational priorities. He has discovered that the ‘outreach’ aspect of his job title is equally important to the ‘policy’ element, with the two parts going very much hand-in-hand.

**How policy can be aligned with organizational strategy and vision** - Connecting a digital preservation policy to organizational priorities is one way to gain administrative support by demonstrating how digital preservation goals further other organizational initiatives. Panelists were encouraged to discuss some of the broader organizational strategy elements that played a role in their digital preservation policy development.

At NLNZ digital preservation policy work has been tied in to ongoing initiatives that directly impact business units across the organization. It has been
incredibly valuable to be able to demonstrate how digital preservation policy work is applicable to wider organizational goals and initiatives.

At NARA, Elizabeth England expressed an intention to firmly tie policy revision into the timeline of the organizational wide strategic plan. The current plan runs until 2026 which marks a key change in digital collecting for the organization. Digital preservation policy needs to align with, and support, this wider plan. Review cycles for these documents will also be aligned in future.

Kieran O'Leary noted a similar situation with policy aligning with wider organizational strategy. It is early days for the new digital preservation policy at NLI and anticipated that an annual review may be necessary initially, but that it may be possible to align policy review with the five-year strategic planning cycle in the future.

Communicating policy, internally and externally - How policy is communicated both internally and externally will have an impact on implementation. Panelists explored different communication strategies and their efficacy in their unique organizational contexts, highlighting the need for ongoing communication throughout the development process to ensure all stakeholders remain informed and engaged.

Communication is a key part of Martin Gengenbach's role at NLNZ. As a relatively new employee, his first year has largely been about communication – talking to key stakeholders and finding out what their challenges are, as well as understanding how policy has been created and maintained in the library in the past. He noted that it is OK to over-communicate and that providing multiple opportunities for comment and feedback is not a bad thing. He recognizes that whilst he may think about policy all the time, other stakeholders within the organization are being pulled in many different directions. Frequent communication in a number of different ways helps to keep policy in their minds.

Elizabeth England described how NARA keeps stakeholders informed and engaged through their digital preservation guidance group. This group includes representatives from across the organization, including the custodial units responsible for records received from three different areas of government that supply records to NARA. Having input from all of these different areas (all with different regulations) helps to keep the digital preservation strategy broadly relevant to all stakeholders.

Framing policy as present state or aspirational - Depending on the existing state of digital preservation operations, the digital preservation policy may be framed as an aspirational statement of intent (“we will”), or an articulation of current practice (“we do”). Panelists shared their perspectives on the factors that impact how an organization may choose to frame their policy.

The most recent digital preservation policy developed at NLI was intended to reflect present state, but external feedback given on an early draft highlighted that use of the future tense in policy statements led to it being misunderstood as aspirational. This issue has been resolved in its latest version. Whilst most of the policy reflects current state, there are a few areas within the policy that mention areas of work that will be developed in the future. NLI plans to implement annual check-ins using DPC’s Rapid Assessment Model and ensure that continuous improvement is at the heart of their digital preservation work.

Martin Gengenbach’s initial impressions of the existing NLNZ policy manual when first encountering it was that it reflected the present state. In this case, the policy statements were very specific and granular. In actual fact, it had been developed as the organization tried to understand how they would use their digital preservation repository rather than based on processes that were actually operational. The rewrite of this policy will more closely reflect the fully functional digital preservation program and will aim to be present state. It was also noted that the new policy will be higher level, leaving out much of the procedural detail which is more suited to other forms of documentation.

Elizabeth England noted that the original 2017 strategy was deliberately aspirational. It had been developed after a gap analysis was carried out, and the policy was very much intended as a way of committing to bridge those gaps that had been identified. In the more recent revision of this policy, many of those aspirational statements now reflect the current state. The updates made to the policy
included reframing the language to use “we do...” instead of “we will...”.

**Turning aspiration into operation** - Ensuring the successful implementation of a policy demonstrates accountability and builds trust in an organization’s digital preservation program. Panelists were asked to reflect on how new policy can support existing procedure; where policy and implementation combined can identify and resolve gaps in current practice; and how thoughtful implementation can support later policy goals.

The NLI policy has an implementation and next steps section which is aimed to help move any aspirational goals forward. The close alignment of their policy with DPC’s Rapid Assessment Model has also helped with highlighting concrete steps that could be taken to improve, and the planned yearly cycle of RAM assessment will continue to move this forward over time.

At the NLNZ the current priority is to make sure the policy is in alignment with current operations.

Elizabeth England described a “push versus pull” between policy influencing practice versus practice influencing policy. She noted that her revision process includes creating documentation about elements that have moved from aspiration to operation.

**Lessons from the future** – This panel discussion was all about lessons from the future and the panelists have clearly all learned much from their work in this area. They were asked to summarize the key messages they would pass back to their past selves at the beginning of their digital preservation policy journeys.

Martin Gengenbach noted the importance of setting goals from the outset. He stressed the benefits of ensuring that you have a clear understanding of why a change to policy might be necessary in your specific context. Reviewing these goals regularly is also key.

Elizabeth England chose to flag up the value of documentation. Documenting the process of creating or revising your policy or strategy will be a huge help to your future self. Recording why you made particular decisions, why you worded something in a particular way, and of course, whether your policy is aspirational or present state will be incredibly helpful to anyone who comes to revise it.

Kieran O’Leary recognized the value of engaging all relevant stakeholders as early as possible in the policy creation or review process. Having a steering group with all the right people around the table was hugely beneficial to the work on preservation policy at NLI.

IV. **Conclusion**

While generic good practice guidance (such as that found in the DPC’s Digital Preservation Policy Toolkit) can be helpful for those who are getting started with writing or reviewing policy, it is also helpful to hear the experiences of different organizations who have tackled this challenge. There is no one-size-fits-all approach to preservation policy and each organization must find a unique approach to meet their own needs. This panel session provided an opportunity to learn about how this task was approached in practice and to discuss key themes across different contexts, highlighting both contrasting approaches and parallels.
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Abstract – The world today is faced with an insurmountable problem. There is too much digital “stuff” in existence for us to even handle in any sort of meaningful way, let alone curate and preserve. We have reached (or perhaps even gone beyond) the data processing tipping point. There is an enormous amount of data already in existence and unimaginably more being generated every day. This panel proposal (and accompanying poster) is intended to explore this doomsday data scenario with a group of experts in the field of Digital Preservation and related disciplines with a view to deciding if it is true and what can be done about it.
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I. INTRODUCTION

Some facts about the data-verse we currently inhabit.

There is an enormous amount of data existing in the world today. According to the International Data Corporation (IDC), the amount of digital data created, captured, and replicated in 2020 was approximately 64.2 zettabytes (1 zettabyte = 1 trillion gigabytes)[1]. This figure is expected to grow to 181 zettabytes by 2025, which represents a compound annual growth rate of 23%[1]. It is interesting to note that this figure is constantly being revised upwards. Publications from as recently as the late 2010's had this figure estimated as just over half that figure.

A report/infographic from the World Economic Forum based on data from by Seagate and IDC found that the amount of data generated each day is expected to reach 463 exabytes (1 exabyte = 1 billion gigabytes) by 2025, up from 23 exabytes in 2018[2]. This represents a CAGR of 29.4% over the seven-year period. The rate of world production of digital data is increasing at an extremely fast pace, with the amount of data generated each year growing by tens (possibly even hundreds in the future) of percent.

Why is this something to be worried about? Well generating the data is just beginning of the potential problem. The data needs to be transported, copied, and stored (and in some cases, curated and preserved), all of which require resources (including power) that are finite... and not keeping pace.

More facts.

As of 2022, it was estimated that the world had approximately 6.7 zettabytes (ZB) of data storage capacity and that this would rise to around 16 zettabytes by 2025 according to statistia[3]. This estimate includes all types of data storage, including hard disk drives, solid-state drives, optical storage, and tape storage. This number is constantly increasing, but not at the same pace as data production. Yes, there are newer and denser storage media on the horizon (or even in production) such as DNA and storage on atoms, but even that is finite. An estimate published in the Straits Times gave a figure of about 180 years before all the atoms on earth were used for storage at the current rate of data production[4]. This is quite clearly a nonsense scenario, but it gives a flavour of the problem.
And what about manipulating the data. Ingesting it into a digital preservation system for instance. Doing it manually at high speed and large volumes is out of the question*. Semi-automated ingest (possibly enhanced by AI) should be faster. However, even this style of ingest is clearly several orders of magnitude slower than the rate at which data is being produced. Anecdotally, a growing number of data stewards are reporting that they are receiving data deposits faster than they can process them. As a result, the unprocessed data is being put into (at best) bit preserved long-term storage for processing “at a later date...” a later date that keeps moving further away. Automated ingest helps, but is still not going to keep pace.

So have we reached the tipping point? Are we past the point at which we can meaningfully process the deluge of data being generated? Is there anything that can be done to mitigate against data doomsday? That’s what we’d like to explore in this panel.

II. THE PANEL

We see this as an interactive panel session utilizing the expertise of up to 7 authorities from the field of Digital Preservation and related disciplines. Each will be asked to briefly put forward a point of view / opinion relating to the veracity (or otherwise) of the data doomsday scenario. The statements will be followed by a series of questions designed to explore how the situation could be either avoided or mitigated.

The audience will be invited to participate through a series of interactive polls and questions/observations from the floor (both those in attendance and those attending virtually). In particular, the audience will be polled at the beginning and the end of the session to see if they have been persuaded to shift their pre-extant opinions regarding the data doomsday scenario by the arguments presented in the session.

The following panelists have expressed a willingness to take part:

- William Kilbride—Executive Director of the DPC
- Matthew Addis—Chief Technology Officer at Arkivum
- Stephen Abrams—Head of Digital Preservation at Harvard University
- Kate Murray—Digital Projects Coordinator at Library of Congress
- Nancy McGovern—Director of Digital Preservation at MIT Libraries
- Tim Gollins—Director of Vanderbilt University Special Collections and University Archives
- Helen Hockx-Yu—Enterprise Architect at University of Notre Dame
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*A moments consideration of the wide number and variety of processes and systems involved in the ingest process (multiple carrier types, multiple file types, multiple processes on multiple different infrastructures) leads us to the conclusion that a definitive, quantitative measure of manual ingest rate is impractical.
Abstract – This panel will explore provenance: as theory and practice; as a tool for sustainability; and as a space of shared struggle and challenge for digital preservation and those in fields ranging from archives to cluster computing. In digital preservation, provenance tells us where an object has come from, the myriad preservation actions we could take to care for it, and where we predict the object will need to go in future. This panel is intended for anyone who is interested in the world of provenance: defining it, understanding it, modeling it, addressing the vague dissatisfaction practitioners often have when researching and documenting it. Provenance is more about the journey than the destination: this panel aims to surface a variety of experiences with provenance and to facilitate discussion and a community of practice around the relationship between digital preservation and provenance.

Keywords – provenance, authenticity, evidence, archival values, information theory

Conference Topics – SUSTAINABILITY: REAL AND IMAGINED; WE'RE ALL IN THIS TOGETHER; FROM THEORY TO PRACTICE

I. INTRODUCTION

The OED defines “provenance” as origin, source, and ownership, tied tightly to the ability to determine authenticity. Provenance can be used to describe what did happen (retrospective provenance), what could happen (subjunctive provenance), and what will happen (prospective provenance). Provenance has many faces in different fields: the tree of life in phylogeny; ancestry of families in genealogy; layers of sediments in stratigraphy. Provenance transcends disciplines. In digital preservation, the custodial chain, audit trails, iteration reports, and change logs are building blocks for establishing authenticity in the face of managed change over time. Measurable properties and questions about the identity of digital objects engender challenges in modeling and recording different stages of computational projects. The lack of provenance information for born-digital objects in each stage of a research pipeline can reduce the transparency, trustworthiness, and reproducibility. Xu et al. [6] state that reliance on process has actually changed and expanded traditional uses of the term provenance:

“The notion of provenance has been adopted and extended in the field of Computer Science and applied to concepts such as data, computation, user interaction, and reasoning. In this context, provenance is no longer limited to origin or history, but also includes the process and other contextual information.”

Technologies like blockchain are bound up with procedural provenance in their very form and function [5,3]. Provenance stories will play an increasing role as AI artifacts may impede the ability of archival materials to accurately represent the historical records [4].

We define provenance broadly as how something has come to be, and we incorporate the following key concepts into our exploration of provenance [1,2]:

- Provenance is fluid and transcends time;
- Creating provenance descriptions is both a conceptual modeling, a metadata recording exercise, and a persuasive exercise;
- Working with provenance is both a ubiquitous and field-agnostic act.

As they became more commonly encountered in archives and other information institutions, digital
records destabilized commitments and assumptions of traditional preservation. The lack of provenance information for born-digital objects in each stage of a research pipeline can reduce the transparency, trustworthiness, and reproducibility. Archival concerns over the mutability of digital records eventually gives way to a realization that their particular affordances may support additional techniques for ensuring provenance than physical records, such as embedded metadata, blockchain technologies, and digital forensics approaches.

Provenance becomes an intellectual and moral concern as collections of digital objects are managed through their life cycles, migrated, emulated, and remediad in new formats and interfaces, such as virtual and augmented reality. How does our conceptualization of provenance adapt to these new conditions and ensure that we can continue to trust the authenticity and integrity of copies over time?

II. PANEL STRUCTURE

We have assembled a panel to have an exploratory discussion about the concept of provenance. This 90-minute panel brings together participants from across the ASIS&T community to represent concerns from information organization, research data management, metadata, cultural heritage, archives, digital curation, data curation, and digital preservation.

A. Part I: Establishing a Baseline

Each panelist will share their thoughts on provenance and how it intersects with their work.

B. Part II: Interactive Q&A

The panel will address topics posed by a moderator. These topics include:
- PREMIS as a provenance standard
- Workflows as prospective provenance
- Subjunctive provenance as a mediator with future audiences

III. PANELISTS AND COORDINATORS

Karin Bredenberg (invited panelist) is the Metadata Strategist at the Kommunalförbundet Sydarkivera, a local federation of 37 municipalities in Sweden.

Dr. Alexandra Chassanoff (invited panelist) is an Assistant Professor at the School of Library and Information Sciences at North Carolina Central University.

Dr. Zack Lischer-Katz (invited panelist) is Assistant Professor in Digital Curation and Preservation at University of Arizona's School of Information.

Dr. Rhiannon Bettivia (coordinator) is faculty at Simmons University in Library and Information Science.

Dr. Yi-Yun (Jessica) Cheng (coordinator) is faculty at SC&I at Rutgers University.

Dr. Michael R. Gryk (coordinator) is Associate Professor of Molecular Biology and Biophysics at UCONN Health.
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Abstract – This panel explores the possibilities and challenges of volumetric video capture for digital humanities research and pedagogy, particularly in terms of documenting and representing the stories of BIPOC Americans who have lived through historical eras of global conflict. The panel will focus on the panelists’ experiences working with volumetric video and their work on a multi-institutional National Endowment for the Humanities-funded project. Panelists will offer perspectives on the benefits of volumetric video and its preservation challenges.

Keywords – volumetric video, immersive media, digital storytelling, inclusion, preservation

Conference Topics – Digital Accessibility, Inclusion, and Diversity; Immersive Information

I. INTRODUCTION

Volumetric video techniques offer new possibilities for immersive storytelling, producing an experience of realistic presence of people and objects in augmented reality (AR) and virtual reality (VR). This emerging technology has the potential to transform research and teaching for a range of areas, including cultural heritage preservation, oral histories, and spatial understanding of historical spaces and people [1, 2].

Volumetric video is one of the most recent media formats to be considered for use by digital humanities (DH) scholars, historians, and digital media producers. It has emerged at a time when VR, AR, and XR (extended reality), are becoming increasingly affordable for scholarly use and cultural heritage preservation [3, 4, 5]. Volumetric capture produces 3D content that has a time-based, cinematic dimension. Each frame of volumetric video is a 3D model of the subject, which enables full rotation and viewing of the subject in space [6], enhanced presence of the subject and engagement for a variety of potential users and applications. Using an array of multiple depth-sensing cameras arranged around the subject, volumetric video captures visual and depth data. The resulting assets can be integrated into XR environments [7]. Investigating volumetric capture from a DH perspective entails both exploring its possibilities for humanities research, digital storytelling, and cultural heritage preservation, as well as interpreting how volumetric video, integrated as it is into other media, such as feature-length Hollywood films or the AR apps on our smartphones, shapes our lived experiences in the 21st century.

This panel will focus on panelists’ experiences with volumetric video and their partnership on a multi-institutional project funded through a grant from the National Endowment for the Humanities (NEH) - Digital Humanities Advancement Program.
(with University of Arizona, Williams College, and the company Volucap, GmbH). The project team is exploring how volumetric video can be used to uniquely preserve narratives and cultural memories of BIPOC (Black, Indigenous, & People of Color) World War II era American veterans, as well as developing best practices for capturing and preserving more inclusive digital histories.

II. PANEL STRUCTURE

Each of the four panelists will speak briefly about their role in the project and their experiences working with volumetric video as an immersive medium. The audience will be brought into the conversation through a moderated discussion with panelists, guided by audience-supplied questions.

A. Volumetric Video for Immersive Digital Humanities Storytelling (Dr. Bryan Carter)

Volumetric video technology is still very expensive; however, recent prosumer level hardware and software now make it possible for humanities researchers with a medium-sized budget to use. This talk explores the hardware, software and knowledge base necessary to make use of volumetric video capture for digital storytelling.

B. Connecting Black World War II Memories to Black Futures through Volumetric Video Capture (Dr. Rashida K. Braggs)

This talk will consider questions, insights and challenges that have arisen in interviewing African American WWII veterans and family members for this digital storytelling project, asking: Which narratives will resonate most with young American students in danger of their multicultural histories being erased from their curricula? What are best practices for ensuring authentic representation of their stories? How can immersive technologies be used to explore these questions?

C. Volumetric Video Capture from the Film Industry Perspective (Sven Bliedung von der Heide)

Sven Bliedung von der Heide will discuss Volucap’s work on The Matrix: Resurrections and the narrative possibilities for volumetric technology. Volucap is known for its volumetric studio in Potsdam, Germany, where it has developed novel approaches to capture cinema-quality 3D images of actors moving on real sets. Applications also lie in new forms of interactive storytelling for representing history in immersive and engaging ways.

D. Challenges of Curating and Preserving Volumetric Video (Dr. Zack Lischer-Katz)

Digital curation and preservation guidelines are still being developed for volumetric video. This talk extends recent research on the preservation challenges of VR and 3D data [8, 9, 10] to explore its digital preservation and curation challenges, including file formats, appraisal and selection criteria, legal and ethical issues, and repositories.

III. CONCLUSION

Volumetric video is being “democratized” through decreasing costs and increasing use in humanities research [1]. By starting a discussion in the preservation community, this panel hopes to encourage further research on best practices for the curation and preservation of volumetric video.
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Abstract – According to Gilman (1917), food problem is related to three questions: First, “how to produce the most food with the least cost in time, labor and money,” second, how to swiftly, efficiently and economically distribute it to consumers, and, third, how to prepare and serve healthy food, without spending too much money, time, and effort. Since then, considerable progress has been made in improving food supply and facilitating meal preparation. This paper looks at the importance of digitizing the indigenous farming methods that can be incorporated with the emerging trends in present agriculture playing a significant role in ensuring food security. This paper is submitted to iPRESS 2023 as a poster aimed at improving indigenous agricultural knowledge with a base for new capabilities in providing solutions matters food security. The paper addresses the conference topic: Digital accessibility, Inclusion, and Diversity.

I. INTRODUCTION

African Indigenous Foods Systems were clear and properly designed to ensure that households fed themselves. In the Kenya coastal region, many activities took place to ensure that families were food secured and this include: Shifting cultivation on food crops, cash crops and horticulture crops; Intercropping involving annual (mostly food crops) and perennial crops (coconut and cashew nuts); Rain water harvesting to water crops; Farming activities like digging, planting, weeding and harvesting done by both men women and children (i.e. family); and preserving harvest for use before the next season using traditional methods like wooden barns (Were, 1988). Indigenous knowledge of preserving cereals, vegetables and meat were applied to ensure that there was enough food even during drought season. All these ensured food security at house level. With the current climate change issues and recent draught experienced in Kenya for the past six years, some indigenous methods of agriculture can play a crucial role in reversing the problems. This can only happen if the indigenous methods are digitized and shared with an aim of transforming food security.

Usually, farmers, either on their own or cooperatively in conjunction with other members of their neighborhoods, develop their respective knowledge base through time as a product of their interaction with the environments in which they practice their livelihoods. Knowledge and skills are derived through a system of experimentation, spatial cognition and perceptions that lead to the selection of the most adaptive and useful practices. Successful adaptations and practices are preserved and passed on through generations mainly through oral tradition and on-farm practice.

A. Indigenous Agricultural Knowledge

It has become essential for scientists to comprehend traditional agriculture and the knowledge base that it offers due to the ongoing production issues facing crops and livestock, such as the regular crop failures brought on by drought, flooding, and insect infestations. It is clear that a complex farming system has improved traditional farmers' grasp of their
surroundings, cropping and livestock movement networks, and helped them manage severe conditions to meet their subsistence needs without relying on contemporary agricultural technologies. The shortcomings that modern agriculture is currently experiencing might be fixed by comprehending these knowledge systems.

Indigenous agricultural knowledge include:
1) Well-established calendars for crops and livestock movement, productivity linkages between soil and drainage, climatic changes, and the function of natural plants and wildlife as environmental vitality indicators.
2) Farmers’ knowledge of the environment profoundly influenced their decision-making about the site and timing of their produce.
3) Inter-cropping, which involves farmers having a thorough understanding of the types of plants, animals, insects, and birds that can or cannot coexist, as well as the functions of insects and other related arthropods as crop pests, disease-causing agents, food sources, and medicinal agents in their production systems. Inter-cropping increases production and guarantees food security.
4) Knowledge of environmental factors, including fauna and flora, leads to proper farming techniques in the face of floods, droughts, pests and diseases, and low soil fertility, which improves their ability to cope.
5) Traditional farmers mix a large number of species with structural variety throughout time and location (both through vertical and horizontal organization of crops). Some crops act as supports or provide shade to others by being grown together.
6) Farmers take full advantage of the variety of micro-environments present in a field or region, which include those with varying soil, water, temperature, height, and slopes.
7) Crop-livestock alliances, in which livestock graze in vacant fields and leave manure behind, are another typical method used to preserve soil fertility and guarantee the availability of cropland throughout the growing season.
8) The traditional crops are high nutrition foods that are eaten at home or traded locally. Many of these crops along with numerous wild plants are also used medicinally. What might be considered a weed in some communities is often eaten as a salad by others. Every house hold lists several unique medical plants

B) Digitization of Indigenous Agricultural Knowledge

At the farm level and throughout the value chain, digitizing agricultural knowledge improves efficiency, productivity, and sustainability (Aubert et al., 2012; Wolfert et al., 2017). Agriculture information is being digitized in order to preserve it for future generations and to lessen the difficulties that farmers are having with contemporary agriculture. Digital platforms and applications have the power to fundamentally alter how information is processed, shared, accessed, preserved and used. Digital applications will enable hitherto impractical decision-making for farmers, potentially resulting in fundamental changes to farm management (Sonka, 2014; Wolfert et al., 2017).

The team has come up with a project of identifying this agricultural knowledge in the Kenyan coastal region and digitize it. The project is as a result of ideas that cropped up during the cooperative's education days and farm field visits where farmers shared their agricultural knowledge thus the need for digitization and preservation for easy sharing and retention. So far, the team has formed a farmers’ cooperative (Pwani Ufanisi Farmers’ Cooperative Society – PUFCO), that currently has slightly over six hundred farmers clustered depending on the crops that they farm and possess the crucial indigenous agricultural knowledge needed for digitization. A community of practice group has been formed via a WhatsApp group whereby the farmers share knowledge freely. Physical farm visits are usually organized for physical knowledge transfer out of which some have been digitized. Several indigenous seeds including maize, sesame, cassava cuttings, and cashew nuts have been collected and are being reproduced by various farmers with the guidance and professional help from Kenya Plant Health Inspectorate Service (KEPHIS). PUFCO has started the process of producing documentaries on the various types of indigenous agricultural knowledge. The farmers are also trained on how to take videos of the various farming activities they are undertaking in their farms and how they are applying indigenous agricultural knowledge. The photos, videos and WhatsApp chats are exported into the PUFCO
website (www.pwaniufanisi.co.ke) digital repository for preservation and where members can access, share and learn.

C. Conclusion

Digitization of indigenous agricultural knowledge and sharing the same to various stakeholders will play a crucial role in in ensuring sustainable food production and supply in Kenya and other parts of Africa. Great knowledge will also be shared on various ways of improving traditional crops as sources of income thus eradicating poverty. Documenting, digitizing and preserving indigenous agricultural knowledge will also add value in understanding the nutritional value of respective crops, combating climate change issues, promoting health, education and promoting sustainable consumption and production. Foreseen challenges on this project will be expertise, funding and lack of equipment.
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Abstract – Jisc are considering implementing a Dynamic Purchasing system for members to use when procuring a Digital Preservation System. This poster shows what a DPS is and the process we’re undergoing to decide if we will provide a DPS. In effect, how we’re building a robust business case to provide a DPS for our members.
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Conference Topics – SUSTAINABILITY: REAL AND IMAGINED; FROM THEORY TO PRACTICE.

I. INTRODUCTION

What is a DPS?

A Dynamic Purchasing system is a procurement framework that simplifies the purchasing process for both buyers and suppliers.

Buyers can quickly procure a digital preservation system using an OJEU compliant process from a pre-qualified set of suppliers.

All the suppliers on the system are verified against a base set of requirements—in this case a base set of requirements for a Digital Preservation System. Jisc recruits the suppliers, ensures compliance with the relevant legislation, and takes care of the required due diligence. Suppliers have reduced cost of sales—the standard due diligence information and base requirements are collected only once and they only need to respond to the requirements that go beyond the base set when bidding—and relatively easy access to Jisc members.

How does it work?

When the time comes to procure a system, buyers run a mini competition using their own overarching set of requirements. They only need to specify requirements that go beyond the base set. Suppliers bid against those requirements. The buyer then selects their chosen supplier and contract directly with them.

For the buyers, a DPS is free to use. It’s also considerably cheaper (in terms of resources need to run the procurement) and faster than running an open procurement.

Dynamic?

Unlike traditional frameworks, suppliers can qualify to join a DPS framework at any time in its lifetime. If a supplier is not on the DPS, the buyer just needs to tell the supplier they want to use the DPS and ask them to complete the application. Assuming the supplier meets the criteria, they can be added very quickly.

II. MAKING THE CASE

In essence we need to show three things:

1. Evidence of demand, both from our members and from the suppliers. A number of complementary channels are being employed including:
   • formal interviews
   • ad hoc discussions
• surveys

2. **A market niche** with sufficient numbers which would support such a service.

3. **Economic viability.** This doesn’t necessarily mean it should be a profit centre, but there needs to be a good reason for deploying the resources needed to run it.

III. **THE POSTER**

The poster will show what a DPS is and the process we have undertaken to make the case including key decision points and information. At the time of writing, the process is still in progress. It is anticipated that it will be completed by the time the poster is published and the final conclusion included.
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Abstract – Born-digital archives, managed in a repository, are accessible thanks to the delivery of Dissemination Information Packages (DIP). While the DIP is a machine-readable format, it is not easily intelligible for the end user. In practice, making DIP truly accessible appears like a riddle. To make it more human-readable, a DIP must undergo some processing outside the repository and be converted in a new form, which should be discussed. These operations call into question the integrity of the archives, which was ensured until their delivery by the system. How, then, can archivists keep data trustworthy? Following recent requests for access, the Archives nationales (France) have provided some answers that could be used as a basis for discussion to solve this OeDIPus riddle. Their experience was one of moving from theory to practice, leading to the creation of an in-house proof-of-concept (POC) and tool: OE-DIP (Objets et Empreintes de DIP, Objects and Checksums of DIP).
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Conference Topics – Digital accessibility, inclusion, and diversity; From theory to practice

I. MAKING DIP TRULY ACCESSIBLE: A NEW RIDDLE FOR OEDIPUS

A. How Digital Archives Are Accessed At The Archives Nationales: Let Oedipus’ Journey Begin!

At the Archives nationales, the digital archiving platform, put into service in 2018, is based on the Vitam software (as a back-end). Vitam is an open-source software meeting French and international exchange standards and norms (DEPIP, SEDA, NF Z 42-013) to ensure the ingest, management, preservation and long-term access to digital records of administrative as well as archival value [1]. It is interfaced with the Archives nationales’ archives management software (as a front-end). The platform can deliver digital archives in a DIP, consisting of a zipped container made up of a directory, without any further structure, containing on one hand the retrieved files, which are renamed in a non-meaningful way, and on the other hand their structural, descriptive, technical and management metadata encoded in a XML file (a “manifest”), in accordance with the SEDA (Standard d'échange de données pour l'archivage, Data exchange standard for archiving) [2].

The DIP must be delivered in compliance with the Code du Patrimoine access rules [3]. Archives are on principle accessible to all. Therefore, they can be consulted on special workstations in the reading room at the Archives nationales, copied on hard drive disks or provided through a secure transfer platform. However, there are many exceptions that prevent archives from being immediately accessible, in order to protect the privacy and safety of individuals or national security. In that case, the reader can ask...
their producer for an exemption. If it is granted, the reader can be allowed either consultation in the reading room only or full access (consultation and copy).

**B. And Then The Sphinx Asks: “How Can Humans Read And Trust The DIP?”**

The DIP, meant to be interpreted by a machine, is not easily intelligible for end users unfamiliar with digital archiving concepts and data exchange standards. As a result, a transformation is necessary to make the data and their metadata more human-readable. This requires handling of the DIP contents, which can only be carried out outside the repository, after the delivery. However, such an operation is only acceptable if archives can be proven not to be altered in the process. The chain of integrity must not be disrupted [4].

In order to tackle this double challenge - to meet the concrete needs of users while guaranteeing the integrity of the archives they access – the Archivess nationales have worked on a proof of concept (POC).

**II. OEDIPUS HAS SOLVED THE RIDDLE (AGAIN!)**

**A. From DIP To Tree**

The first stage of the POC consists in exporting the archives using ReSIP [5], a tool for processing information packages, usually to prepare SIP (Submission Information Packages), developed by the Vitam program. By interpreting the manifest, ReSIP enables the importation of a DIP and its exportation as a tree of directories and files with their original and meaningful names. A CSV file containing the SEDA descriptive metadata is also exported alongside the tree. This new way of retrieving the archives is easier to understand and seems to meet generic needs, common to all types of users.

**B. OE-DIP: Proving The Archives’ Integrity**

The second step of the POC consists in proving that this treatment has not altered the fixity of the accessed archives. To do so, the Archivess nationales have developed an in-house tool called OE-DIP (Objets et empreintes de DIP, Objects and checksums of DIP). OE-DIP performs comparisons between the DIP delivered by the repository on one hand, and the archive tree and its CSV metadata file exported from ReSIP on the other hand. The sequence of instructions first extracts the object hashes from the DIP manifest. It then uses the manifest and the CSV metadata file to locate the corresponding objects in the archive tree, calculates their checksums and compares them with the hashes it has extracted from the manifest. As a result of this comparison, OE-DIP issues an integrity report informing of the outcome of the operation. A positive report acts as a guarantee that the files’ fixity was maintained despite the transformation of the DIP. The tool has been tested on various types of digital archives and on large volumes.

**III. SOLVING THE OEDIPUS RIDDLE, LET'S NOT MAKE A COMPLEX OUT OF IT**

**A. DIP VS Tree: And The Winner Is...**

In the context of this POC, the Archivess nationales have deliberately delivered digital archives in this double form to researchers: DIP and tree structure. In spite of this double delivery mode, researchers have so far always chosen to access the files in tree form, demonstrating a clear preference for a mode that differs as little as possible from their usual way of browsing. This feedback clearly demonstrates the need to process the DIP and the relevance of delivering the OE-DIP fixity report to users, as a guarantee of trust.

**B. Expected Aftermath**

As of now, ways of improving the OE-DIP tool are under consideration, especially regarding the related issue of metadata integrity. It should be noted that it remains experimental and can only be used in the technical and functional context of the Archivess nationales. However, if the process meets a need shared by the archives community in France, it could either lead to the development of a hash-calculating feature in the ReSip tool, or to the integration of tree form exports to the Vitam software. The digital archives could then be rendered both as a DIP and directly in a tree form, in order to avoid handling outside the repository, which would enable greater trust and possibly negate the need for the integrity report. In this manner, giving access to digital archives delivered in DIP will no longer represent an Oedipus riddle... nor a complex!
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(Extended) Abstract - Many Linux-based operating systems use a package management system that enables users to install a wide range of applications using one or more simple workflows, without needing to find and download the applications from their original publishers. The package management systems also resolve dependencies for users by finding and installing any dependent-applications or “packages” that are needed in order to run the application that the user is trying to install. These workflows greatly improve the experience of working with the operating systems and save a great deal of time for the end-users. When setting up the Emulation as a Service Infrastructure (EaaSI) platform to work with Linux-based operating systems we have encountered a number of issues when working with the operating systems’ built-in Package Management Systems (PKMS). The PKMSs usually include a list of servers that host the packages that the PKMS can install for the user. We have found that often those lists are out-of-date and point to servers that no longer exist. In some cases, it is impossible or nearly impossible to find alternative servers that are still actively serving the packages, and where they are available the speed/bandwidth is often much slower/limited for packages for older operating system versions than it was when the operating systems were current. Even when an alternative server can be found that is still actively serving the packages for a legacy operating system, the average end-user can often struggle to understand how to point the PKMS at a custom server as this often requires editing relatively obscure configuration files within the Operating System.

To address these issues the EaaSI program of work and Yale University Library have launched a spin-off project to create a central “archive” of compiled, open-source software packages. The “archive” will host copies of packages for many versions of legacy operating systems and make them freely available to any users, whether working with EaaSI or using the legacy operating systems in other contexts. The archive is hosted directly on a public S3-compatible bucket without an additional frontend server to improve availability, reduce maintainability, allow for practically limitless scaling, and enable users to easily explore and clone its contents (or parts thereof). In addition, the EaaSI software is being updated to enable instance administrators to configure the platform to automatically re-route connections being made to the package servers configured as defaults in legacy Linux-based operating systems and dynamically and seamlessly re-map the connections to the appropriate locations in the new package “archive”. This is achieved either by automatically manipulating the DKMS’s configuration files or by transparently routing network requests to the originally configured domain to an emulated version of the DKMS’s server in a virtual network running in EaaSI.

Unlike Software Heritage [1], the world’s preeminent archive of software source code, this project aims to primarily maintain an archive of compiled binaries and not the application source code. While there are some operating systems that use a PKMS that dynamically compiles from source...

---

1 This term is used very loosely in this context
code when installing applications, these are rare and we are comfortable with the possibility of overlapping with the work of the software heritage team in this limited area.

There is a wide scope of future work for this project. In spite of being comfortable mildly overlapping on the work of the Software Heritage team, we are also interested in potentially creating reproducible builds of the packages in our “archive” within the EaaSI platform, using source code Sourced from Software Heritage. Doing the compilation from source within the EaaSI platform would provide an audit trail to further strengthen the trustworthiness of the packages provided in our “archive”.

Another future extension will be enabling sourcing packages from multiple sources, so that users can use one URL for any version of the same operating system, even if the packages were originally collected from different origin servers by our project. Here, a useful addition could be to seamlessly provide provenance information in S3 for individual packages, i.e., individual files in a directory sourced from multiple different origins.

In the regular use and development of repositories used by PKMSs the specific versions of the packages supplied by the repository are regularly updated and changed. It is conceivable that users of our archive would need access to a specific version of a package, something that might not be possible if we only included the last version made available in the original repository. Therefore, a further (but much more elaborate) future extension could be to include different versions of the same package, a service offered for Debian at https://snapshot.debian.org/.

Further developments could include archiving the repositories of other package managers used in non-operating system contexts, e.g., PKMSs used for acquiring libraries for programming languages, for example, the Python Package Index (PyPI), Node.js’ npm, or various Docker registries (e.g., DockerHub, GitHub Container Registry). Here, a particular focus could be on providing time-travel functionality (as offered by snapshot.debian.org) as software projects often do not fully specify their required library versions (e.g., by only specifying a minimum version instead of an exact version) and do not work anymore when newer versions of their required libraries become available at a later time and are selected by the package manager. Here, a bigger focus would probably be on the integration into the system than on duplicating the archive.

In this poster, we will provide a visual overview of the plans outlined in this extended abstract and hope to use it to raise awareness of the “archive” in order to ensure extensive use of it once it is available.

Keywords – emulation, software preservation, open-source
Conference Topics – Sustainability: Real and Imagined; Immersive Information
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2 Many of these PKMS will still serve the automatic build instructions as a special source package as well that would not fall under the scope of Software Heritage.
This poster presents one of the final outputs produced from a collaborative project between the Digital Preservation Coalition and the Nuclear Decommissioning Authority in the UK, “Digital preservation requirements for procuring IT systems”. This addition to the Digital Preservation Coalition’s Procurement Toolkit proposes the requirements that should be considered when procuring an IT system (for example an EDRMS, DAMS, or GIS) that may ultimately contain at least some records or digital content that needs to be retained beyond the life of the system.
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I. INTRODUCTION

This poster will summarize the set of six key requirements to consider when procuring any IT system which might contain data of long-term value. It was developed to inform IT procurement practices at the UK’s Nuclear Decommissioning Authority (NDA) and was published as an addition to the Digital Preservation Coalition’s (DPC) existing Procurement Toolkit [1].

By enabling content extraction in a managed way from IT Systems, organizations can avoid costly barriers to preservation and/or migration of content when an IT system is retired at the end of its life and ensure continued access to valuable information.

The DPC’s Procurement Toolkit is intended to provide straightforward advice on how to get the best result out of a procurement process. The bulk of the Toolkit focuses on the procurement of a digital preservation system, but the joint NDA-DPC project “Reliable, Robust and Resilient Digital Infrastructure for Nuclear Decommissioning” (2019-2023) [2] both highlighted the challenges of accessing and secure critical data in legacy systems and aimed to enable the NDA to commission future data and systems with long term resilience from the outset. It seemed helpful to develop some general principles which could be applied to the procurement of any IT system which might contain data of lasting value, and it was apparent that advice such as this would benefit many other organizations as well as the NDA.

II. USAGE

The result was a set of six proposed statements of requirement [3] which might usefully be incorporated into the procurement of any IT system – rather than one which was specifically intended for digital preservation. That being said, we encourage users to adapt the language used in these statements to match their organization’s particular circumstances, and also to add additional requirements as necessary. These requirements are underpinned by some basic principles, and also accompanied by a statement emphasizing the importance of acceptance testing; these are repeated below.

III. PRINCIPLES

The following principles should be applied to ensure that any content ultimately selected for long-term preservation is managed effectively before transfer to a digital preservation system:

- Appropriate records management policy and procedure should be put in place and fully documented, including clear criteria...
and related processes for record disposal, retention, and long-term preservation.

- Data and metadata should be structured in a way that makes it straightforward to use and re-use beyond the life of any particular IT system. Open data standards, metadata standards and file formats that facilitate data interoperability are encouraged.
- Robust processes for backing up current data should be applied.

IV. ACCEPTANCE TESTING

It is essential to verify that a product selected during a procurement process does in fact meet the specified requirements in practice. The inclusion of a content import, extraction, and preservation scenario as part of user acceptance testing is therefore recommended. Testing with a sample set of content and metadata that has been extracted from the IT system can be useful in flagging up any issues before it is too late to make significant changes.

V. REQUIREMENTS

The six statements of requirement are given below, each with an associated rationale:

1. The system should use appropriate open data standards to structure and store data.  
   Rationale: Data standards facilitate subsequent data interchange and interoperability without the need for costly and/or complex data migration.

2. It must be possible to import and store content and associated metadata, if the system is to be populated with existing data.  
   Rationale: If the system to be procured will initially be populated with data from an existing system that it is replacing then it will be necessary to ensure that the data as well as accompanying metadata can be effectively imported and stored.

3. The system should enable digital content to be selected for disposal or retention/preservation as appropriate: a. Flagging of content by users for action or for specific retention periods. b. Selecting content for extraction using search on content and/or metadata.  
   Rationale: Not all content held within a system will be of equal value or will need to be kept for the same period of time. Being able to manage retention periods and mark content for deletion or for preservation are important features to help ensure that the right content is managed for the right period of time.

4. The system must provide a practical mechanism for the extraction of digital content, such as via an API and/or user interface.  
   Rationale: An IT system has a finite lifespan. Suitable export options must be available if the content held within the system has a retention need beyond the life of the system itself.

5. The system must enable appropriate metadata, structural and contextual information to be extracted along with the digital content.  
   Rationale: Digital content may be of little value without metadata that helps it to be located, understood, and trusted.

6. The system must allow the extraction of digital content and metadata in formats that will permit its use outside of the system.  
   Rationale: Dependence on an obsolete IT system may hamper or prevent the understanding and use of digital content and metadata.

VI. CONCLUSION

Presenting these requirements as a poster at iPres 2023 will open them up to scrutiny and adoption by a wider audience, and will empower digital preservation practitioners to provide valuable input into procurement processes within their own organizations to ensure that digital preservation requirements are factored into IT system procurement.
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Abstract – As part of a research project, a small team of preservation experts has been embedded within publisher workflows to analyze the challenges associated with preserving complex scholarly publications. As the project reaches the midway point, patterns are emerging regarding preservation-friendly practices that could potentially be incorporated into production processes and platforms to support preservation at scale. One common threat to the preservability of the analyzed publications is the inclusion of web pages that are hosted by a third party (e.g., YouTube videos, ArcGIS visualizations) within the text using iframes. The team is exploring methods to improve preservability in such instances while considering the constraints of the project partners and the requirement that preservation services can scale their processes across numerous publications.
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I. BACKGROUND

A new generation of scholarly publications and publishing platforms are leveraging technology to support the integration of complex features, such as embedded streamed audio or video, interactive visualizations, and features for user feedback, into articles and monographs. These dynamic publications create challenges for preservation. The Embedding Preservability for New Forms of Scholarship project [1], which is funded by the Mellon Foundation and led by NYU Libraries, is investigating methods to make these publications more preservable at scale. They are doing this by embedding a team of preservation experts from NYU Libraries, University of Michigan Library, LOCKSS, and Portico into the publishing workflow. For three years, the embedding team will shadow the publication production process while engaging with the platforms used by those publishers, interviewing each, and providing feedback as they work on new publications. While an earlier research project developed a framework for understanding the scope of the challenges for preserving complex publications at scale and produced a set of guidelines that publishers could use to improve the preservability of them [2][3], the current project focuses on implementation of the guidelines. Where can the guidelines be integrated into the platform design, user documentation, and publisher workflows? What preservation-friendly practices are most effective, and most likely to be adopted by publishers? As the project approaches the midway point, early patterns indicate some common challenges for preservation and the team is exploring options to manage them. One of these challenges is the use of iframes.

II. IFRAMES AND LINK ROT
In the publications analyzed, it is common to incorporate complex features from third party platforms using an iframe. An iframe is an HTML tag that allows the author to embed a view of a third-party web page into another web page - in this case, into the text of a publication. Typical examples include 3D ArcGIS visualizations and YouTube videos.

These embedded pages are rarely associated with a persistent URL and are at risk of link rot, where the page moves or is taken offline causing a broken link. This can happen at any time, sometimes before any preservation activity takes place, making these features vulnerable to permanent loss. In addition, the content embedded using an iframe tends to include the most complex and dynamic features in the publication, making them a significant piece of the work, but also sometimes technically difficult to replicate at high fidelity even with the latest web archiving techniques.

III. NEED FOR A STANDARDIZED APPROACH

The embedding team is considering ways to minimize the loss of these resources where they are a core intellectual component of the publication. The team has observed that platforms rarely have sufficient standards or guidance around these integrations to ensure reliable scalable preservation. They are not uniformly managed within or between platforms and often have inadequate or missing captions and/or references. The team’s initial suggestions for circumventing loss (e.g., implementing a local web archiving workflow, linking raw data and documentation) were not feasible in the short term for most publishers and platforms, so the team is considering ways to deconstruct these recommendations into smaller steps that require less effort and reduce the impact of this issue.

1) Use of Captions: The convention of adding context and rights information under a figure graphic has not been well adapted for embedding dynamic content. Even though these features are visually displayed, they are often missing captions, and so improving captions for third party content would be a positive step. The team is considering recommendations for appropriate caption content standards, and whether a tool to generate and format a caption, possibly to include machine-readable metadata in the HTML, might be useful. The goal is to include information useful for discovery and understanding of the missing material if the link breaks and leaves a gap in the publication.

2) Alt Text: The practice of adding alt-text to describe non-text features is helpful for accessibility and many publishers are already considering this in their workflows. Alt-text can provide information about embedded content even if it is no longer available. This recommendation would ask that publishers ensure that the iframes’ title attribute is populated.

3) Data Citation, Archive References: The use of data citation practices to cite the published or archived data source for a visualization using a persistent link is a helpful practice to support preservation. In the case of a GIS visualization, a DOI link might point to a data repository containing the raw data and/or related software. For a non-persistent link to a website, if the resource is compatible with web archiving, this could be a persistent URL to an archived webpage.

4) License Tags: Publishers are used to clearing rights for re-use on graphics embedded in a published analogue work. The nature of the web, however, permits embedding of many resources using iframes without permission. This is convenient, but consequential if the preservation service for that content requires permission from copyright holders or an appropriate license to copy material to the archive. Determining the license of this content at scale requires machine-readable metadata for the object. One proposal is to use the rel="license" property in an appropriate HTML tag to designate a license to the embedded content [4]. This would enable the archive to take measured risks when copying the content by automatically reading the tag. It would allow publishers to tag content that should not be copied or be copied but kept in a dark archive until the copyright expires. This property could pair well with URIs from RightsStatements.org, whose purpose is to provide “standardized rights statements that can be used to communicate the copyright and re-use status of digital objects to the public.” [5]

IV. CONCLUSION

The embedding team continues to engage with publishers and the developers of their platforms to explore ways to ensure third-party resources hosted outside of the publisher platform can be preserved.
The second part of the project will determine which of these ideas for managing iframes are practical for publishers and can be easily implemented.
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Abstract – A poster describing the functionality of the Curations Costs Exchange and the Cost Comparison Tool (outputs of the 4C Project), how they’ve been used by the community, considerations underway regarding their future, the mechanism used to consult the community and (assuming the consultation and considerations are complete) their ultimate fate.
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I. INTRODUCTION

The Curation Costs Exchange (CCEx) is a website [1] created as an output of the 4C project [2].

Understanding the type and magnitude of the costs relating to digital preservation (“digital curation”)—both at the time of ingest into a preservation system and ongoing—is one of the thornier problems in digital preservation. The CCEx site addresses this problem. It has two main purposes. It provides information about some fundamental concepts relating to costing digital preservation and it provides a tool that allows registered users to analyse a breakdown of their own costs and make comparisons, either with their own previously entered data or with peer organisations (anonimised).

To these ends the site has 2 main branches, ‘Understanding Costs’ and ‘Comparing Costs’.

1. Understanding Costs

A signposting area that covers the underlying principles and problems associated with costing current and future digital preservation. The four core themes in this section are:

- Basic cost concepts—What are the basics you need to know to get started with costing curation activities?
- Cost models—Are there existing cost models that can help you describe your organisation’s activities?
- Cost drivers—How can you be sure that your costs are justifiable? What is that is compelling you to preserve?
- Sustainability planning—What do you need to consider to sustain your organisation’s investment in curation?

2. Compare Costs

This area is where the interactive comparisons take place using the Cost Comparison Tool (CCT). Users are prompted for information about their institution, the nature of the digital assets, their preservation practices and resources, and their costs in a number of pre-defined areas.

The information is analysed and normalised in such a way as to allow comparisons, both with peers and with historical information previously entered by the user.

The tool allows users to analyse their costs in a standardised way as well as address the thorny question “how do my costs compare to those of my peers?”

2. THE FUTURE...
The CCEx was launched in 2014. Technologies (both web and preservation) have moved on since then and new (additional) concerns have arisen in the area of digital preservation (carbon cost for instance). There are new ‘good practice’ resources and methodologies available to be signposted.

Currently the interactive cost comparison area of the site (the CCT) is offline. The underlying web framework and modules need to be updated to restore functionality. It could be left in that state. However, there is still cost data in the system which could be updated and/or used by researchers if the appropriate permissions were obtained. It’s also worth mentioning that even now, many years after the project concluded, 4C and its outputs are still being referenced in contemporary publications and products.

So, the members of the 4C post project consortium are currently considering the future of the CCEx and the CCT. Broadly speaking there are 4 options:

- Extract the data, back-up the site, and take it off line
- Do nothing—leave the CCEx site operating without the CCT
- Fix the basic problems that prevent the CCT from operating and then do nothing
- Redevelop the CCT to add new functionality

All of these options require the use of resources to a greater or lesser extent. If we're to invest those resources, we need to build a case to do so. With that in mind, we are seeking to gauge the community's interest in the CCEx and CCT by asking the following questions:

- Were you aware of the CCEx/CCT before now?
- Have you used the CCEx/CCT?
- If you’ve deposited data in the CCT, would you be okay with that data (suitably anonymised) being used as a resources for research purposes?
- Would you like to see the CCT brought back on-line?
- Would you like to see new functions added to the CCT? If so, what?
- Would you be prepared to commit funds to the maintenance/hosting of the CCEx?

Would you be prepared to commit funds to the maintenance/development of the CCT? If yes, what would your preferred mechanism be?

3. The Poster

At the time of writing this survey and considerations regarding the fate of the CCEx and CCT are ongoing. This poster is intended to describe the evaluation process and ultimate fate of the site and tool.

4. References

[3] A more in-depth discussion of the CCEx, CCT and the underlying technology can be found in the 4C deliverable D3.3—Curation Costs Exchange Framework—https://www.4cproject.eu/d3-3-curation-costs-exchange-framework/
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Abstract – The University of Minnesota Libraries journey with preserving digital materials has been a long one. After completing an RFP for a preservation system, and then testing that system for multiple years, we decided it was not the system for us. Over 2021 and 2022, we took our requirements along with the lessons we learned from testing, and began to design our own preservation system. Our main goal with this new system is to preserve the unique materials of the Libraries and to be able to provide access to staff that need copies of preservation files for publication or research requests. This poster highlights the development process of Tabula, our digital preservation system.
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I. INTRODUCTION

Digital preservation at the University of Minnesota Libraries is managed by the Digital Preservation & Repository Technologies Department (DPRT). DPRT works with a variety of stakeholders across the Libraries and beyond to manage and preserve over 350 TB of materials in all formats.

When we shifted to developing our own digital preservation system, we began by reviewing our requirements and ensuring that we understood the goals and purpose of the preservation system. We focused on five main areas of development utilizing an iterative process: metadata requirements, ingest processes, the hardware/software environment, reporting functionality, and preservation activities.

II. DEVELOPMENT AREAS

A. Metadata Requirements

Existing descriptive metadata schema from multiple sources were studied and crosswalks were developed. The goal was to create a minimal set of descriptive metadata that would assist with the preservation of the materials. With this approach, only two out of 16 various descriptive metadata fields are required, making the system an accessible and effective tool for materials across Library repositories and departments. Administrative and technical metadata requirements were also developed with the goal of long-term preservation activities in mind.

B. Ingest Process

When testing the previous repository, we found that other organizations were performing ingest processes prior to system ingest because it was ‘easier’ than having the system do it. We wanted to make sure our system did the work for us. Tabula’s current ingest process walks through 18 steps that work to add content to the database by assigning ids, associating metadata to the content, verifying that files exist for ingest, performing an anti-virus check, creating/verifying checksums, extracting technical metadata, copying files to multiple storage locations, creating derivatives if needed, and producing a report of the ingest process. Our user interface allows us to build and ingest a SIP as well as check the status of individual SIP steps.

C. Hardware And Software Environment

Encompassing both a web-based graphical user interface and command line menu driven tool, Tabula utilizes the RESTful API Design Methodology [RADM]. At Tabula’s core a series of microservices written in the Python scripting language interact with
a MySQL database employing a string of RESTFUL APIs built on Spring Boot, a Java-based Framework. Tabula's web interface is built upon Python Flask, a lightweight web application framework, also known as a Web Server Graphical Interface [WSGI].

The modular design of Tabula at the highest level has an external Web Proxy Server, a primary Application Server, secondary Application Servers, an internal proxy server, the RESTful API server, and the MySQL Database Server. The application Servers run Red Hat Enterprise Linux 8 and have 128 GB of RAM and 8 CPUs. The working application space is 10 TB and our “permanent storage” has twin 1 PB of storage and a Tape Library with three LTO9 drives and 100 slots.

D. Database Tables

A series of database tables work together to build the foundation of Tabula. The Element table records information about the ‘things’ that we want to preserve. Elements are classified as either an Asset or a File. An asset represents one or more files. Both assets and files have their own unique ID numbers.

The Affiliation database documents the names and contact information of organizations, institutions, and repositories for which the elements are related. For example, at the point of ingest we associate materials with the organization from which they came from as well as the access repository in which the materials can be found.

A Metadata table documents descriptive and technical metadata elements available for use within the system. Title, author, description, date of creation, publisher, and geospatial information are some of the descriptive metadata fields. This database also records the technical metadata elements that are captured during the ingest process using DROID.

All actions taken on the Elements are tracked within the Event database. Creating and verifying checksums, performing a virus scan, creating a copy, and moving a file from one location to another, are some of the events that are tracked. We record the type of event, what tool was used, who initiated the event, and the outcome of the event.

Organizing the system with these database tables offers flexibility to develop new tables as needed for additional functionality or needs. We expect to add new tables to assist with our preservation activities.

E. Reporting

We are in the process of developing both internal and external reporting functionality. We want to be able to understand what happens to objects and when, so we document these internal events on SIPs and objects. We also want to be able to answer questions such as: How much content is being preserved? What file formats do we have? When did we receive the materials? We intend to utilize Tableau (a reporting software) to query our databases to produce not only standard reports for our own use but to also create on demand reports in response to questions from our stakeholders about the contents of the repository.

F. Preservation Activities

We are currently building a workbench area where ‘problem’ objects will be sent to be addressed. The workbench area will be used to address issues discovered upon ingest as well as issues discovered at a later point. It will also be used if a stakeholder needs to review an object. A preservation planning area, an area that will be used to monitor and address preservation concerns, will be developed in the future. We expect to use this area to address objects associated with at risk formats. The preservation planning area will have access to tools to assist with file format identification, migration, and more.

III. ONGOING WORK

Developing Tabula continues to be an iterative process. To date, our main focus has been on the environment and ingest process, so we can at minimum preserve our materials. We continue to improve and add functionality to our reporting activities, preservation actions, and the user interface. The end goal is to have a responsive design with UMN branding that will allow users to ingest a set of objects, perform and complete preservation work on one or more of those objects, and allow for non-preservation staff to search, find, and download objects when needed.
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Abstract – This poster presents the preliminary findings of a project that analyzes archival materials about the 1885 Rock Springs Massacre to understand archival silences around the experiences of Chinese people in the United States. We observed that metadata contributes to the exclusion of Chinese people through absent categories, overly narrow subject descriptions, and an emphasis on foreignness and otherness. Future work will identify points of intervention in digital preservation to address these issues.
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I. INTRODUCTION AND BACKGROUND

Trouillot [1] argues that silences enter history at four crucial moments: fact creation, fact assembly (the making of archives), fact retrieval, and retrospective significance. The Rock Springs Massacre occurred in Wyoming in 1885, involving racial violence as white miners attacked Chinese individuals, resulting in the death of 28 Chinese people and displacing hundreds more [2]. The archival silences surrounding this massacre start from fact creation, through witness intimidation and the absence of criminal indictments. The continued lack of evidence and curated collections functions as an “archival amnesty” [3] that enables the United States to evade collective responsibility.

We are library and information scholars working to understand how digital infrastructures can reinforce archival silences. Metadata, an essential element of digital collection infrastructure, shapes the narratives about resources. Giving resources names [4], assigning subject descriptors and designing knowledge organization systems [5] and transcribing historical names into metadata [6] have all been critiqued for their impact on marginalized groups. Studies on reparative and inclusive description have recently gained prominence in archival description and cataloging [7] – [11]. For example, metadata recommendations from the Archives for Black Lives in Philadelphia's Anti-Racist Description Working Group equip professionals to create “ethical, respectful, and accurate description of records created by and about Black people” [11].

As a part of a larger project, we are assessing and reflecting on archival materials about the Rock Springs Massacre collected by four mainstream archival repositories: the Library of Congress, the American Heritage Center (AHC) at the University of Wyoming, the Wyoming State Archives, and the National Archives and Records Administration. We wrote structured reflections for each item about its repository context and metadata, affective responses of ourselves and our imagined audience, and our own motivations and assumptions. Through this process, we examined existing metadata records and contemplated potential interventions within the current descriptive infrastructure. We report initial findings from the critical reflections that focus on metadata and its role in reinforcing archival silences.

II. PRELIMINARY FINDINGS: METADATA AS EXCLUSION
A. Absent Categories

The issue of uneven representation in navigation categories and topical collections is evident in the Library of Congress’s digital collection page. While there is a category for “African American History,” there is no equivalent category for Asian American History or other ethnic/racial groups and immigration history. While there is an Asian Division within the “World Cultures & History” topical category, those collections focus on cultural material created in Asia. The observations align with arguments around the invisibility of Asian Americans in archival collections [12], curricula [13], and knowledge organization systems [14].

B. Overly Narrow Subject Descriptions

In examining items from the AHC, we observed subject descriptions that primarily focused on the labor dispute aspect of the Rock Springs Massacre. These descriptions highlighted terms such as “Coal Mines and mining,” “Chinatowns--United States,” and “Immigrants--Wyoming.” While these subject headings are not inaccurate, they emphasize a specific narrative surrounding the massacre, centered on industrialization and labor. Alternative subject headings such as “Racism” or “Xenophobia” could provide different perspectives. Future descriptive metadata should incorporate elements embracing counternarratives regarding racism of the massacre, such as narratives about the xenophobia experienced by survivors or victims and presenting a broader perspective from Chinese Americans.

In the Wyoming History Day virtual collection, newspaper clippings from the 1920s mention Chinese men who died in the Rock Springs Massacre. One of these, titled “Lao Chung Dead” includes the metadata Citation “Subject File: Chinese, American Heritage Center, University of Wyoming” and a descriptive note of “The article states that Lao Chung was shot in the back during the 1885 riot and ‘carried the bullet to his grave.’”. Another clipping tells the story of a man who “hid in a bake oven for three days” during the massacre. We suggest adding subject headings such as “Survivors” or “Survival Narratives”.

C. Othering and Emphasis on Foreignness

Our examination of digital repositories revealed examples of metadata that emphasized the foreignness and otherness of the Rock Springs Massacre victims. This emphasis, coupled with the focus on labor relations, creates an “archival amnesty” surrounding the event and aligns with arguments around the “perpetual foreigner” status of Asian people in the United States [14]. Five items in the Wyoming History Day virtual collection are categorized under “Photo File: Wyoming-Rock Springs-Foreign Population, American Heritage Center, University of Wyoming”, including an engraving from Harper’s Weekly, two photographs of the Chinese community’s escape route during the massacre, and two pictures of Chinese men returning to China in 1925 and 1926, respectively. Categorizing these items in a “Foreign Population” photo file reflects and reinforces the notion that foreignness is the core theme that ties them together. Especially for the first three items directly related to the massacre, emphasizing the foreignness of the victims in the metadata not only contributes to othering them—it also lacks sensitivity and empathy.

III. Conclusion and Future Work

These initial findings show how metadata structures and terms contribute to the ongoing exclusion of Asian people in the United States through absent categories, overly narrow subject descriptions, and an emphasis on foreignness and otherness. Metadata is not neutral—it shapes our ability to find and understand materials. As we continue this work, we are exploring representation and archival practices around historical materials that foreground radical empathy [15], decolonization, and community. Future work will continue this dialogue between critical examination of digital collections and digital preservation workflows. We aim to identify points of intervention in digital preservation, such as reviewing metadata at ingest, transfer and access and developing processes for community participation around metadata.
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I. INTRODUCTION

The research community in Qatar has been producing increasingly large volumes of research output, including both traditional publications and non-traditional scholarly content, such as datasets, over the past decade. This steady growth in Qatar’s research landscape is a vital part of the country’s effort to transition its economy from a hydrocarbon-based to a knowledge-based one, characterised by innovation, entrepreneurship and excellence in education, to achieve a society capable of sustaining its development and providing a high standard of living for its people.

1 Over 4,000 projects funded that produced over 12,000 publications and 3,000 datasets since 2007. https://app.dimensions.ai/discover/grant?and_facet_funder=grid.507658.9 (Last accessed on 09 March 2023)


3 Qatar National Library - https://www.qnl.qa/ (Last accessed on 09 March 2023)

Qatar National Library (QNL) supports Qatar’s transition from a natural resource-dependent economy to a diversified and sustainable one through the Library’s core values and portfolio of services that include long-term stewardship of and Open Access to Qatari research outputs.

The poster presents the work done by the Library to establish a sustainable research repository for Qatar. The poster highlights the underlying technical and operational model that facilitates sharing the responsibility of long-term digital curation and preservation of Qatari research outputs between the Library and other key stakeholders.

II. THE MAIN CHALLENGE AND STRATEGY

At a very early planning stage, the Library recognised the unique challenges of setting up a national repository service to support various aspects of research output curation, including data and metadata management, handling copyrights and complex licensing models that underpin sharing and publishing different research outputs as well as their long-term digital preservation. These challenges are further magnified by the pervasive lack of awareness regarding the significance of digital preservation, both at a national level and within the broader regional context. This became particularly evident during an online event in 2022 hosted by the
Qatar National Library, which brought together repository managers from the region who collectively acknowledged the gap in both comprehension and implementation of digital preservation [2]. Exceptions to this trend include King Abdullah University of Science and Technology (KAUST) in Saudi Arabia for their commendable efforts in this area⁴. Similarly, QNL is the only organisation with an established digital preservation service in Qatar.

In addition, designing a research repository for Qatar requires striking an optimum balance among the diverse needs of the research community, encompassing individual researchers, affiliated institutions, and funding bodies. The complexity of the service infrastructure directly correlates with the wide-ranging nature of the research community. To tackle this challenge, the Library has adopted a strategic approach that involves collaborative partnerships with key stakeholders and the implementation of adaptable and future-proof technical solutions. This approach aims to forge a robust and sustainable service model for a national repository platform for research outputs.

III. MANARA – QATAR RESEARCH REPOSITORY

In November 2022, the Library, in cooperation with Qatar National Research Fund (QNRF)⁵, soft-launched a new repository service called Manara⁶ (Eng. lighthouse) with the ambition to capture, curate, preserve, and provide (open) access to all research outputs created in Qatar.

The repository provides a range of efficient and user-friendly features designed to support curating and publishing research outputs. It achieves this through a customised version of an institutional instance of Figshare⁷, a widely adopted cloud-based repository platform. To ensure the long-term preservation of the deposited content, the repository integrates with the Library's Archivematica⁸-based digital preservation system. This strategic combination of off-the-shelf products, loosely integrated with the existing technical infrastructure, reflects a deliberate design approach. It enables adopting a more suitable repository solution in future while safeguarding against potential vendor lock-in concerns.

A. A Consortium-based service model

The sustainability element of the technical architecture of Manara is effectively reinforced by the service model that leverages a national-level E-resources Consortium that the Library has been coordinating since 2016, ensuring optimum licensing and financial terms for subscription-based access to research and educational content for ten major institutions. Additionally, the consortium actively supports Open Access publishing through read-and-publish agreements. The collaborative nature of this consortium has demonstrated its ability to deliver significant benefits to its members, allowing them to achieve results that would be unattainable if they acted individually.

From an operational viewpoint, Manara is designed as a service which can be operated through a broad partnership, with the Library operating it and any Qatari research-oriented institution using it as its institutional repository. Each participating institution will get a dedicated sub-portal within the repository, necessary training, and content management rights along with digital preservation support from the Library. These dedicated sub-portals can serve as institutional repositories for the partner institutions, facilitating self-archiving (through the Library’s digital preservation system) and enabling green Open Access routes for their research outputs.

From a curation standpoint, this consortium-based service model provides a sustainable and cost-effective way of sharing the responsibility of content curation and publishing with the participating institutions. This model places the decision about what to publish within the sub-portals in the hands of the participating institutions and thus fosters a strong sense of responsibility for and ownership of the repository.

---

⁵ QNRF - https://www.qnrf.org/en-us/ (Last accessed on 09 March 2023)
⁶ Manara, Qatar Research Repository - https://manara.qnl.qa/ (Last accessed on 09 March 2023)
⁷ Figshare - https://figshare.com/ (Last accessed on 09 March 2023)
The Library aims to provide guidance and recommendations regarding content quality, best practices in research data management, copyright and licensing of resources, but participating institutions are ultimately responsible for the content they upload through their designated sub-portals.

IV. FUTURE WORK

Manara is a new service that will initially operate as a pilot. The long-term goal is to develop Manara as a core Library service that is strategically important for the Library's long-term mission and vision, including developing a sustainable ecosystem for managing and disseminating all research outputs in Qatar. The exact long-term sustainability model will be developed in cooperation with participating institutions after the initial pilot period (by mid-2024).
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Abstract – The Gulf Coast LGBT Radio and Television Digitization Project launched in 2020 to digitize, preserve, describe, and make accessible thousands of hours of Houston's LGBTQ broadcast history. The authors explain the significance of the programs selected for inclusion in the project and describe the steps taken to balance the goal of equitable access to unique materials created by and for a marginalized community, while maintaining adherence to copyright restrictions.
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1. INTRODUCTION

The University of Houston Libraries (UHL) received the multi-year grant for The Gulf Coast LGBT Radio and Television Digitization Project in 2020. This grant, funded by the National Endowment for the Humanities, Division of Preservation and Access, Humanities Collections and Reference Resources Program, supports the digitization, preservation, and online publication of Houston's LGBTQ broadcast history. The selected programs cover a wide range of topics, including politics, activism, health, and LGBTQ identities. This poster provides an overview of the project, its historical context, and the steps taken to ensure access, with a particular focus on our approach to redacting copyrighted content in access copies.

2. PROJECT OVERVIEW

Now in its final year, The Gulf Coast LGBT Radio and Television Digitization and Access Project, through post-custodial and traditional archives relationships, has reformatted and is in the process of transcribing and describing over 3,500 hours of locally produced radio and television created by and for Houston's LGBTQ community.

The project includes various radio programs produced at Houston's listener-sponsored Pacifica radio station, KPFT, such as “Wilde ‘n’ Stein,” “Lesbian & Gay Voices,” and “After Hours.” Each program contributed to the representation and empowerment of the LGBTQ community in Houston. The earliest program included in the project, “Wilde ‘n’ Stein,” focused on community outreach, activism, and education about safer sex during the AIDS crisis. “After Hours,” a late-night program that aired for thirty years, offered a blend of music, news, activism, entertainment, and an intersectional perspective on the LGBTQ experience.

One television program is included in the project. Broadcast between 1998 and 1999, “TV Montrose” was designed to appeal to all audiences, with a particular focus on LGBTQ life and culture.

A. Project Partners

By combining existing collections with post-custodial collaborations, our goal was to assemble a comprehensive collection of Houston's LGBTQ media history. Donors and project partners had not only collected and housed the source materials, but also contributed to the creation of these unique recordings.

B. Project Workflow
As our project launched in May 2020, the challenges caused by the COVID-19 pandemic necessitated significant changes to our work plan; however, the broad strokes of our plan and the goals of the project remained the same: to make Houston's LGBTQ media history accessible.

**Inventory:** Due to the University's hiring freeze, the project PIs took on the task of shifting and inventorying assets from our partner, GCAM. Following safety protocols, we moved analog recordings from GCAM's storage to UHL custody. To expedite the project, we brought tapes home for inventory, transcribing show notes from cassette labels. For digitization, we outsourced to George Blood Audio Video Film, receiving files in various formats with technical metadata and checksums. Samples were assessed for quality assurance.

**Redaction:** In our planning phase, we obtained permissions from KPFT and the Pacifica Network Archives, but including third-party content in the show episodes posed a challenge for online publication. Licensing agreements held by KPFT did not extend to UHL's digital collections repository, especially concerning commercial music and rebroadcasted news briefs. However, considering the historical significance of the shows, we decided to redact the third-party content to make the recordings available online worldwide. We conducted a fair use analysis and believe that the educational and informational nature of the recordings justifies their online display. The transcripts, descriptive metadata, and transformation of the original works enhance their educational value and promote scholarship.

Though we considered using an AI-based approach to identify music for redaction, we found that most shows included hosts and guests talking over music and original mixes. In order to not remove original show content, we developed a workflow with three student staff members. Over 3,600 files were evaluated for content to be redacted using visual inspection of the waveform and spot-checking the sound. Student employees determined which content required redaction, such as commercial music or news briefs, and which did not, such as the show's theme music. For redacted music, we included a few seconds of the intro and outro with a few seconds of silence in between. These redactions are also noted in the transcripts.

Redacted versions are edited access copies available for online public access. Preservation master files remain unedited, and unedited access copies are accessible in the UHL Special Collections Reading Room or upon request online with restricted access.

**Accessibility:** Accessibility was a priority, and we aimed to include transcriptions and/or captions for all materials. Machine-generated transcripts alone proved inadequate, leading us to allocate a portion of the budget to professional transcription services. 3PlayMedia was selected to create captions for the television program and transcripts for a portion of the radio programs. For the remaining radio programs, we used an in-house workflow where redacted audio files were submitted to the Otter.ai platform and corrected by student employees. To enhance accuracy, we created vocabulary term lists based on tape label transcripts and shared spreadsheets to track names, places, and acronyms. These terms also inform the descriptive metadata, ensuring consistency throughout the project.

**Preservation:** We are committed to preserving the media and transcription files included in the project. We have incorporated the project files into the UHL digital preservation program, which follows the OAIS reference model. For each item in the project, we generate a submission information package (SIP) that includes the preservation master file(s), the caption or transcript files, a metadata CSV, and a persistent identifier/permalink. These SIPs are then exported to Archivematica for preservation ingest and storage.

**Descriptive Metadata:** In collaboration with the UHL metadata unit, we've strived to balance the demands of a large project with the need for descriptive metadata. We include label transcriptions in descriptions when available, and for those without, keywords and host names from transcripts serve as the basis for our metadata records. To ensure inclusive language, we consult subject matter authorities such as Homosaurus and project partners. Metadata records, along with a streaming link to the UHL repository, will be shared with the American Archives of Public Broadcasting for enhanced discoverability.

**Publication:** UHL's media collections are available online through our instance of Avalon Media System. This system allows us to upload captions for videos.
and transcripts for audio recordings in bulk. To support new research methods, such as “collections as data,” we will make all transcripts available as plain text files in the UHL Dataverse Repository. This will allow researchers to explore the collection using computational analysis.

In addition to making the recordings accessible to the community that created them, we also hope to increase their reach by connecting with faculty and researchers who may use them for teaching and scholarship. It is only through preservation, long-term access, and reuse of these important collections that we help to diversify the historical record for generations to come.
Abstract – This poster from the PREMIS Editorial Committee will provide a high level overview of the PREMIS data model, aimed at providing an introduction to those who are unfamiliar with it.
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I. INTRODUCTION

PREMIS (PREservation Metadata: Implementation Strategies) is a de facto international standard for describing Preservation Metadata, i.e. the information that a repository uses to support the digital preservation process. Since its inception, it has been the result of international collaboration between many organizations and institutions, with representation from digital preservation practitioners and from producers and vendors of digital preservation systems.

It is formally defined by the PREMIS Data Dictionary[1], which runs to over two hundred pages. It is also described in an XML Schema and an OWL Ontology. The length and complexity of these three documents presents a high barrier to entry for anyone trying to learn and understand the PREMIS data model.

The core ideas of the PREMIS data model can be presented more succinctly, and independently of either the XML or OWL implementations. This poster will aim to provide an easy-to-follow overview of the most important aspects of the PREMIS data model, without introducing too many technical details of XML or OWL.

II. Description of The Poster

The Data Dictionary itself provides very high level diagrams of the main PREMIS entities, and detailed descriptions of them. It also provides some examples of how specific content can be modelled, however these are also at a detailed level.

This poster is intended to bridge that gap between the very high level, and very detailed. It will consist of a diagrammatic representation of the data model, with brief explanations of each entity, and their relationships to each other, using the diagram in the Data Dictionary as a base for expansion.

It will contain a similar diagram expanding on each of the PREMIS Object types and an explanation of how they are linked together to describe digital content. Again, this will start from the base of the diagram in the data dictionary, but will expand to demonstrate the key, and mandatory attributes of each.

Finally, these concepts will be further illustrated with easy to follow examples, using similar diagrams for consistency.

III. Intended Audience

This poster is mainly targeting digital preservation practitioners (digital librarians and archivists, digital curators, repository managers and those with a responsibility for or an interest in preservation workflows and systems) who are not familiar with PREMIS and are seeking a high level overview.

1. REFERENCES
Abstract – This workshop functions as a meeting ground for PREMIS practitioners, researchers, and curious onlookers. As opposed to PREMIS tutorials, which focus on introducing the data model and data dictionary, the PREMIS Implementation Fair focuses on work currently undertaken by the Editorial Committee as well as on real-world implementations, projects and open questions that the digital preservation community has around preservation metadata.

Keywords – PREMIS, Preservation, Metadata, Preservation Metadata
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I. INTRODUCTION

The PREMIS Data Dictionary for Preservation Metadata [1] is the international standard for metadata to support the preservation of digital objects and ensure their long-term usability. It is maintained by the PREMIS Editorial Committee and the PREMIS Maintenance Activity is managed by the Library of Congress [2].

The PREMIS Implementation Fair Workshop is one of a series of events organized by the PREMIS Editorial Committee and in conjunction with iPRES conferences. While the PREMIS Tutorials focus on giving in-depth understanding of what PREMIS is and how it can be used, the PREMIS Implementation Fairs bring together digital preservation practitioners and researchers who are already using PREMIS or are planning to do so and want to share their thoughts and projects or pose a question to an audience of PREMIS implementers.

With the last iPRES PREMIS Implementation Fair having been held as a “pop-up event” during iPRES 2018, much has happened in the digital preservation field – and in PREMIS - since. At iPRES 2023, the workshop will give implementers, and potential implementers, of PREMIS an opportunity to discuss topics of common interest and find out about latest developments. The event will pick up on three topics which the digital preservation community has voiced particular interest in: PREMIS and emulation, PREMIS in end-to-end systems, and PREMIS implementations for rights.

II. FORM OF THE TUTORIAL

The Implementation Fair will be held as a 90-minute on-premise workshop. The workshop is planned in two parts: set presentations, which focus on different themes for which potential speakers have already been identified as well as an “open” session, for which short presentations / questions will be solicited from workshop participants as well as the wider digital preservation community before the event. Reasoning behind these two parts is balancing open workshop participation and flexibility with mitigating the risk of little participatory input.
III. SUMMARY OF THE WORKSHOP

The workshop starts with a brief introduction to the Implementation Fair format and the plan for the next 90 minutes. The Implementation Fair will focus on real world implementations and existing questions that practitioners have been facing in the integration of preservation metadata into their workflows and practices. The first three showcase presentations will focus on one or more of three strands. These strands will be briefly introduced in the beginning of the workshop:

- **PREMIS in emulation**
  While PREMIS has the means to capture preservation metadata for emulation, few real-world implementations are known. How is PREMIS currently used for emulation? What are barriers to not use it?

- **PREMIS in end-to-end systems**
  A lot of users use PREMIS without knowing it. This is especially true in big graphical user interface heavy end-to-end systems. What does a PREMIS implementation look like under the hood? Where does it work or where does it currently fall short?

- **Implementations of using PREMIS for rights**
  Do institutions currently use PREMIS to capture rights information about digital objects? If so, how? If not, why not? Are there cases where users are not sure if PREMIS is a fit for rights or not?

The introduction is followed by three presentations who each touch on at least two of the three strands:

- An Archivematica community user will showcase the PREMIS in METS implementation used in Archivematica.
- Micky Lindlar of TIB will showcase how PREMIS is used in TIB's Rosetta-based digital archive and give insight into current limitations in capturing rights.
- An Preservica community user from Yale will showcase how PREMIS is used in Preservica and the status-quo of PREMIS for emulation.

While these three speakers are pre-identified, the Implementation Fair is planned as a very interactive workshop which should allow for widest possible community participation. Upon acceptance of the workshop proposal, the organizers will solicit contributions to the workshop via an open community call. The organizers will try to accommodate all community proposals in the workshop session. If it so happens that more proposals exist than time allows for, the organizers will ensure that the selection of contributions represent the diversity of the digital preservation community in regard to institutional types, sizes and maturity of the digital preservation implementations ranging from "planned" to "in production". In the case that not enough contributions are submitted, the organizers will make strong use of interactive methods such as Mentimeter polls and open discussion sections during the workshop to allow different participation methods for the audience.

IV. AGENDA

1. Introduction to the Workshop
2. Showcase presentations
3. Open Participation
4. Summary and Conclusion by Workshop facilitators

V. INTENDED AUDIENCE

This workshop is mainly targeting digital preservation practitioners (digital librarians and archivists, digital curators, repository managers and those with a responsibility for or an interest in preservation workflows and systems) and experts in digital preservation metadata and preservation risk assessment with the aim of providing a platform to discuss topics of common interest and find out about latest developments.

1. REFERENCES


Abstract – Current client-side, or “static,” web archiving crawlers have been tremendously successful in capturing and archiving millions of pages of the internet. Unfortunately, over the decades the web has evolved beyond the reach of many of these crawlers, and today’s static crawlers fail to capture the look, feel, and functionality of a significant amount of interactive web content, including maps, visualizations, database-reliant projects and social media feeds. Archiving these dynamic websites requires a different approach, including a server-side web archiving option.

ReproZip-Web is an open source, grant-funded [1] web-archiving tool that can address this need. It builds on the high-fidelity crawling tools of Webrecorder by also encapsulating a dynamic web server software and its dependencies. The output is a self-contained, isolated, and preservation-ready bundle, an .rpz file, with all the information needed to replay a website, including the source code, the computational environment (e.g., the operating system, software libraries) and the files used by the app (e.g. data, static files). Its lightweight nature makes it ideal for distribution and preservation.

This interactive workshop will be particularly useful for web archivists, digital archivists, digital humanities scholars and others seeking to archive and preserve complex web projects. Attendees, who should be familiar with the command line interface, will practice packing and tracing a web application and recording the front-end of the site using ReproZip-Web. They will then be able to test replaying the site from the newly created and preservable .rpz file.

Keywords – Dynamic web archiving, Server-side web archiving, ReproZip-Web, Webrecorder

Conference Topics – We’re All in This Together; Immersive Information
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I. WORKSHOP CONTENT

Email increasingly forms a core portion of many archives, and while tools are available for basic preservation of email messages, less consideration has been given to archival preservation and control of email attachments. It is essential to future research that these important records are preserved in the context of their associated messages.

With the generous support of an “Email Archives: Building Capacity and Community” grant from the University of Illinois, the University of Chicago Digital Library Development Center has created a free and open-source tool called Attachment Converter. Attachment Converter utilizes file format conversion utilities already installed on a user’s system to batch-convert common email attachments to formats recommended for archival preservation and access, retaining the connection between the migrated attachments and their associated messages.

In this workshop, iPres attendees will learn the basic backend anatomy of an email, how to convert email from PST to MBOX, and inspect and analyze the contents for common attachments. We will demonstrate how to migrate attachments to preservation formats using Attachment Converter and discuss how archivists without UNIX/Linux experience can collaborate with their institution’s IT staff to implement the tool.

II. WORKSHOP AGENDA

The workshop will have two parts. First, we will explore the basic technical components of email and share techniques for working with them. The full email specification is too complicated for a 90-minute workshop, but we will provide everything that an archivist needs to know for the purpose of working with email attachments. The goal is for all attendees to walk away with the ability to convert email from Outlook PST to MBOX format, open the MBOX in a text editor, and inspect the raw contents of the mailbox, regardless of their technical background. Second, we will teach attendees how to set up and use Attachment Converter.

The workshop is designed to be interactive and attendees are encouraged to follow along on their computers using a sample mailbox that will be provided to them. The sample emails will contain attachments in file formats archivists may commonly wish to preserve: JPEG, GIF, PCX, PDF, DOC, DOCX, RTF, XLS, and XLSX. We will show participants how to
open a mailbox in a text editor and identify where the attachments are in an email, how to guess the file format of an attachment, and also explain why that has to be a guess. We will then demonstrate how to convert all the attachments in a single email to archivally stable formats using Attachment Converter. Following that, we will show how to batch-convert attachments in an entire mailbox.

Finally, we will explain how to set Attachment Converter up to use a utility of the user's choice to convert attachments in their emails. This process requires more technical expertise—so we won't go into full detail—but we will explain that feature at a high level and stress that any archivist working somewhere with an IT staff that knows UNIX/Linux system administration should be able to make use of this feature.

III. LEARNING OBJECTIVES

At the end of this workshop participants will be able to:

● Understand the structure of an email;
● Convert email from Outlook PST to MBOX format;
● Open and analyze MBOX email in a text editor;
● Install and run Attachment Converter on a sample MBOX (provided);
● Communicate with IT staff about configuring Attachment Converter for local needs.

IV. WORKSHOP REQUIREMENTS

This will be a 90-minute virtual workshop. Students will need the following:

● A computer (Mac or Windows) and internet connection, and the ability to download files from Box;
● A text editor (Notepad or Text Edit);
● Optional advanced: If students want to follow along, they will need admin rights on their computer, and will need to install Homebrew (Mac) or WSL Ubuntu (Windows). Installation guides will be provided beforehand via Box.

Attachment Converter will be demonstrated in a UNIX environment. Knowledge of how to use UNIX is not required for this workshop, but basic knowledge of command line would be useful for understanding the demonstration.
Abstract – The Digital Preservation Storage Criteria ("Criteria") are designed to provide community guidance for organizations that either use or provide digital preservation storage. Currently on its fourth iteration, the Criteria have been mapped to relevant information security and digital preservation standards such as ISO 14721 (OAIS) and ISO 16363 (Audit and certification of trustworthy digital repositories). This standards mapping exercise has led to many changes in the Criteria. The authors propose a workshop to get feedback from participants on key elements of the draft fourth version of the Digital Preservation Storage Criteria ("Criteria").

This workshop will provide participants with an introduction to the Criteria and then will lead the participants in group exercises designed to test the assumptions and work behind draft version 4 of the Criteria. The expected outcomes are a deeper understanding of considerations for digital preservation storage by the participants, and feedback to the Criteria working group on draft version 4 before it is published after the conference.
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I. INTRODUCTION

The Digital Preservation Storage Criteria [1] grew out of an iPRES 2015 community discussion on the various and evolving approaches to digital preservation storage. The discussion participants identified a gap in guidance for organizations that either use or provide storage for digital material that must be preserved long-term. An international working group of volunteers formed to develop what came to be the Digital Preservation Storage Criteria ("Criteria") and accompanying Usage Guide. From 2016-2019 the working group produced three iterative versions of the Criteria, each time gathering feedback at digital preservation conferences to improve the next version.

From 2020-2022 the working group mapped the Criteria to relevant information technology and digital preservation standards, such as ISO 14721 [2] and ISO 16363 [3]. The standards mapping process has resulted in many changes to the Criteria that will become Version 4. A review of these standards revealed where there were missing criteria, insufficient criteria definitions, and even missing categories of criteria. This workshop will give participants a chance to review and give feedback on draft Version 4 so that this feedback can be incorporated into the published version after the conference.

The target audience for this workshop are organizations that require or provide storage for digital content with long-term preservation needs. Because an introduction to the project will be provided at the beginning of the workshop, no prior knowledge of the Criteria is required to attend.
II. WORKSHOP DESCRIPTION

A. Format and Length

The authors propose either one or two ninety-minute blocks. If two blocks are provided, the first block will be an overview of the Criteria - how it came about, what it is intended for, how it is being used within organizations, and recent developments. After the break, the second block will be a series of group exercises to get feedback on draft Version 4 of the Criteria. If only one block is provided, the format will be the same, but the overview of the Criteria will be shortened to a thirty-minute introduction followed by an hour group exercise.

Props will be created for the group exercises, for example, printing the criteria and categories on cards that can be sorted and arranged. Participants will be divided into three to four groups (depending on the number of participants) to work through the exercises.

After the group exercises, the groups will come together to report back on results and discuss changes suggested by the groups. An open discussion will follow so that participants have an opportunity to give their overall feedback on draft Version 4. The feedback from the group exercises and open discussion will be incorporated into the published version after the conference.

B. Group Exercises

The Criteria are composed of 74 criteria, each with a name and definition. Each criterion is mapped to a single category, which also has a name and definition. Seven information security and digital preservation standards were reviewed, and excerpts of the standards were mapped to the relevant criteria. Group exercises have been designed to get feedback on the following questions.

1. Exercise 1 - Are the criteria well-named and well-defined?

Participants will be asked to match criteria names to criteria definitions to see if there are any difficulties in understanding the text used to name and define the criteria. Participants will also be asked if the definitions could be improved.

2. Exercise 2 - Are the categories well-named and well-defined?

Participants will be asked to match category names to category definitions to see if there are any difficulties understanding the text used to name and define the category. Participants will also be asked if the definitions could be improved.

3. Exercise 3 - Are the criteria placed in the appropriate categories?

Participants will be asked to match the criteria to the closest logical category to see where there is consensus and differing opinions. Where there are differing opinions, we will dive into the reasons for this.

4. Exercise 4 - Do the standards map well to the relevant criteria?

For key standards or excerpts, for example, key text from ISO 16363 [3], participants will be asked to map the excerpt to the relevant criteria. The purpose will be to see if participants mapped the excerpts to the same criteria as the working group in creating draft Version 4.

III. REFERENCES


I. INTRODUCTION

Fedora 6.x is the newest, most modern version of the software, representing a significant change in the preservation standards and backend infrastructure from previous versions. This modernization of the software provides users a more robust preservation platform, while giving the community back the data transparency they appreciated from Fedora 3. This workshop will provide participants with the ability to work directly with the newest version of Fedora through hands-on exercises as well as learning about the Oxford Common File Layout (OCFL) and its role in digital preservation within a Fedora ecosystem. We will complete a sample migration using the Migration Toolkit, a series of instructional modules created from an IMLS grant-funded project, and gain experience working with the migration utility and validator tools. Lastly we will explore several community-developed integrations that allow for additional functionality and visibility into the contents within a Fedora repository.

This workshop is intended to provide participants an opportunity to work directly with the software, understand its preservation features and become familiar with the recently developed tools for migrating from Fedora 3.x to 6.x.

Keywords: Fedora, Repository, Open Source, Migrations

II. HANDS-ON BREAKDOWN

We propose to break the hands-on portion down into the following segments for easier comprehension:

Section 1: Fedora 6 Technical Overview & Resources Management

- Highlight and test new features of Fedora 6.x and understanding how to work with resources within the Fedora platform.
- Outline and explain OCFL’s role in digital preservation within Fedora and how users
can view and interact with OCFL files on disk.

Section 2: Migration
- Participants will engage in a migration of a sample data set from Fedora 3.x to Fedora 6.3 using the migration tooling.
- Participants will be given an opportunity to work through components of the Migration Toolkit guided by the facilitator.

Section 3: Fedora and Community Integrations
- Understanding community-developed integrations like the Camel Toolbox and others, demonstrating how to integrate Fedora with your ecosystem using it.

This is a technical workshop for those with command line experience. While no explicit Fedora experience is required, a general understanding of the role, components and functionalities of a repository would be beneficial. Attendees who wish to participate in the hands-on sections will need to access an online sandbox via a URL which will be provided ahead of the workshop. Participants will be required to bring their own laptop for participation - tablets and handheld devices will not be supported.

III. LEARNING OUTCOMES
1. By the end of this workshop, participants will be able to comfortably manage resources within Fedora and understand how Fedora provides a digital preservation solution using the features available in the newest release - namely how OCFL provides a robust, transparent and long-lasting solution.
2. Participants will also be familiar with the Fedora migration tool suite and how to use it to execute a Fedora 3 - 6 migration as well as how to integrate extensions into their Fedora environments.
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Abstract – The ability to apply a carefully considered and well implemented approach to continuous improvement of digital preservation capabilities can greatly benefit practitioners when looking to set and achieve objectives. This tutorial aims to provide attendees with the skills and tools to develop and implement a methodology for continuous improvement at their organization using resources developed by the Digital Preservation Coalition. This will include assessing maturity with the Rapid Assessment Model and auditing skills with the Competency Framework and Audit Toolkit.

Keywords – Maturity modelling, skills, good practice, continuous development, benchmarking

Conference Topics – Sustainability: Real and Imagined, Digital Accessibility, Inclusion, and Diversity, From Theory to Practice.

I. INTRODUCTION

Digital preservation cannot be a static activity. Ensuring the longevity of digital content requires proactive management and maintenance of the organizational and technological infrastructures we deploy. But how best to structure this management and maintenance to ensure its success?

Since the early days of digital preservation, the community of practice has sought ways to benchmark an organization’s capabilities. An audit and certification approach was the original method championed, however, in recent years the more flexible approach of maturity modelling has started to gain popularity. A maturity model provides a framework for assessing the level of capability of an organization across defined areas relating to policy, processes, procedures, and infrastructure. Maturity models allow an organization to understand their current capabilities, set future targets, and plan for developments to meet those targets.

As part of their member support activities, the Digital Preservation Coalition (DPC) has created a number of resources to facilitate the continued development of digital preservation capabilities within an organization. These include the DPC Rapid Assessment Model (DPC RAM) and the DPC Competency Framework. These two resources are the focus of the proposed tutorial.

II. SUMMARY OF THE TUTORIAL

This aim of this tutorial is to empower practitioners by providing them with the tools and skills required to plan, advocate for, and assess their progress with developing digital preservation capabilities within their organization.

It will begin by providing them with a solid understanding of the importance and benefits of a continuous improvement approach to benchmarking their digital preservation capabilities. Following this, attendees will be introduced to and led through two practical exercises:

1 https://www.dpconline.org/digipres/implement-digipres/dpc-ram

2 https://www.dpconline.org/digipres/train-your-staff/dp-competency
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1. Using DPC RAM to assess an organization’s capabilities with reference to policy, processes, procedures, and infrastructure.
2. Carrying out either an individual or organizational skills audit using the DPC's Competency Framework and Audit Toolkit.

As well as practical exercises, attendees will be encouraged to engage with live polling to allow benchmarking of digital preservation maturity of the organizations represented within the tutorial cohort.

The tutorial will finish with an overview of other DPC resources that can help practitioners with planning and advocating for their digital preservation activities.

III. CONTENT OUTLINE

The following is a draft outline of the tutorial content, including proposed timings:

1. Intro. to Continuous Improvement (c. 30mins)
   a. What is continuous improvement?
   b. Benefits of a continuous improvement
   c. Introduction to continuous improvement tools from the DPC
2. Focus on DPC RAM (c. 60mins)
   a. Introduction to DPC RAM
   b. Exercise: completing a DPC RAM assessment
3. Break
4. Focus on the DPC Skills Framework (c. 60mins)
   a. Introduction to the DPC Competency Framework and Audit Toolkit
   b. Exercise: completing a personal or organizational skills audit
5. Feedback and Wrap-Up (c. 30mins)
   a. Overview of DPC resources to support continuous improvement
   b. Tutorial feedback

IV. INTENDED AUDIENCE

This tutorial will benefit individuals and organizations from across many sectors who wish to assess their current digital preservation capabilities and plan for future developments. It will also benefit researchers wishing to incorporate an understanding of these processes into their work, and educators who hope to expand or enhance their curricula on the topics covered.

V. LEARNING OUTCOMES

Tutorial attendees will be able to:
3. Explain the importance of continuous improvement.
4. Plan their approach to continuous improvement.
5. Complete a DPC RAM assessment.
6. Describe the skills required for preservation.
7. Undertake a skills audit of digital preservation staff at their organization.

VI. SHORT BIOGRAPHIES OF ORGANIZERS

Sharon McMeekin is Head of Workforce Development at the DPC, which includes acting as managing editor of the ‘Digital Preservation Handbook’, and lead author and project manager of the Novice to Know-How training resources. Sharon is an archivist and experienced practitioner, has contributed to international training and development projects, and is a frequent guest lecturer for information management courses.

Jenny Mitcham is Head of Good Practice and Standards at the DPC where she engages in a range of projects to develop good practice resources for digital preservation. This has included a project working with the UK Nuclear Decommissioning Authority, during which she co-created DPC RAM. Jenny has worked in digital preservation for nearly two decades, having previously held roles at the Archaeology Data Service and the University of York.

Amy Currie is Training and Grants Manager at the DPC, where she works on the development of digital preservation training and skills projects and manages the Career Development Fund. She completed her PhD at the University of Glasgow in 2021, where she previously worked as a teaching assistant and co-convenor in the Information Studies department.
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Abstract – This half day tutorial will provide participants with an introduction to the Metadata Encoding and Transmission Standard (METS) starting in METS version 1 and the METS Primer [1], but focusing on METS version 2. It will give a basic overview of METS and explore different models of implementation. The METS schema is a standard for encoding descriptive, administrative, and structural metadata regarding objects within a digital library as well as digital archives, expressed using the XML schema language of the World Wide Web Consortium. It is maintained by the METS Editorial Board, and the METS Maintenance Activity is managed by the Library of Congress [2].

Keywords – Metadata and information strategies and workflows; Infrastructure, systems, and tools; Case studies, best practices and novel challenges; Training and education for a new version

Conference Topics – We’re All in this Together; From Theory to Practice

I. INTRODUCTION

METS, the Metadata Encoding and Transmission Standard, provides a key piece of infrastructure for digital transfer as well as digital preservation activities, playing a vital role in enabling the effective management, discovery, and re-usability of digital information. METS continues to be widely used in digital preservation to describe the contents and structure of digital objects [3] and to provide descriptive, administrative, and structural information about these objects. By working in conjunction with other standards, METS gives information regarding documents preservation activity, identifies technical features, and aids in verifying the authenticity of digital objects. METS contains a set of metadata elements recommended for use in all transfer as well as archiving situations regardless of the type of materials being transferred or archived, the type of institution, and the transfer strategies employed.

II. SUMMARY OF TUTORIAL

METS can be used to describe objects in the role of Submission Information Package (SIP), Archival Information Package (AIP), or Dissemination Information Package (DIP) within the Open Archival Information System (OAIS) Reference Model. METS version 2 [4, 5] simplifies the schema, makes it more consistent, and removes reliance on the outdated XLink standard. It aims to retain a clear path for migration from METS 1 for most use cases.

This tutorial introduces METS with a focus on version 2 and its elements. The tutorial will introduce the elements of METS and the changes between version 1 and 2. It will include methods and examples for migrating from version 1 to 2. In addition, it will present examples of METS metadata and a discussion of implementation considerations, particularly using METS in combination with the other XML metadata standards such as the “Preservation Metadata: Implementation Strategies” (PREMIS) [6] standard. It will include examples of transformations from existing METS 1 objects to the new METS 2.

The tutorial aims to develop and spread awareness and knowledge about metadata that supports transfer and long-term preservation of digital objects, regardless of the version of METS in use.

III. CONTENT OUTLINE

The draft outline for the tutorial is below.

A. Introduction to METS
1) Background (brief history and rationale)

2) Status of METS

3) Benefits of implementing METS 2
   B. METS in detail with a focus on METS 2
   1) Core elements and a simple example
   C. Implementation
   1) METS 1 to METS 2
   2) The case of using PREMIS and other metadata standards in METS
   3) Support and the METS community
   4) Conformance
   D. Next steps and wrap up

IV. INTENDED AUDIENCE

This tutorial will benefit individuals and institutions interested in learning about METS but who have limited experience in implementation as well as those interested in potential migration paths to METS 2. The tutorial will cover implementing METS for transfer as well as for the long-term management and preservation of digital information. The potential audience includes cultural heritage operators, researchers and technology developers, professional educators, and others involved in management and preservation of digital resources.

V. EXPECTED LEARNING OUTCOMES

A. Participants will understand:
   1) What METS is and why it exists;
   2) The benefits of implementing METS;
   3) The differences between the two versions of METS;
   4) The nature of the existing METS community;
   5) The critical role METS plays in the digital preservation community for transferring digital objects.

B. In addition, participants will get insight into:
   1) How METS may be used with PREMIS and other metadata standards;
   2) How different organizations implement METS within their own repositories;
   3) The nature of conformance with METS.
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Abstract – This half-day (3-hour) tutorial is a pragmatic introduction to the Archival Resource Key (ARK), a 22-year-old, non-paywalled identifier scheme that is widely used for persistent access to cultural and scientific information. By the end of the tutorial, attendees will know when this highly flexible scheme is appropriate to use and how to create ARKs for their respective memory organizations. No prior experience is required.

Keywords – persistent identifier, open access, URL, URI

Conference Topics – sustainably: Real and Imagined; From Theory to Practice

I. INTRODUCTION

Archival Resource Key (ARK) [1][2] identifiers help web users and content providers combat the commonly observed fragility of web addresses (URLs). The average lifetime of a URL was once said to be 100 days [3]. At the end of its life, a URL link breaks, usually giving you the dreaded “404 Not Found” error that most of us have seen. Irritating at best, it’s a minor disaster for memory organizations.

In some ways ARKs are like DOIs (Digital Object Identifiers), URNs (Uniform Resource Names), and Handles. They have all been in use for over 20 years, they exist in large numbers (8.2 billion ARKs, 250 million DOIs, etc.), they are all repaired by vigilant updating of URL redirects, they support research and scholarship, and they appear in such places as the Data Citation Index, Wikipedia, and ORCiD.org profiles.

In contrast, ARKs come with no fees, no limits on how many you can create, and no metadata requirements. From the outset, ARKs were designed to be decentralized and to identify any kind of thing, whether digital, physical, or abstract.

II. TUTORIAL FORMAT

This 3-hour event (two 90-minute blocks) will be in-person or, depending on demand, remote.

The tutorial is aimed for learners who directly or indirectly manage workflows of objects used in digital libraries. The target audience includes people engaged in creating, publishing and processing web-referenceable objects from any domain in the sciences, humanities, education, law, etc. Typical attendees will be affiliated with museums, archives, libraries, data centers, and government agencies. No prior experience is required.

III. OBJECTIVES AND TOPICS

Attendees will learn when this highly flexible scheme is appropriate to use and how to create ARKs within their respective memory organizations. The following topics will be covered.

• Why ARKs – non-paywalled, decentralized, and flexible
• Use cases – Smithsonian, French National Library, Internet Archive
• Metadata for early and ongoing object development
• How to get started – one form to fill out
• Minting and assigning ARK identifiers
• Resolvers, resolution, redirection
• Object types – digital, physical, conceptual
• Persistence considerations
• Available tools
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Abstract – LABDRIVE is a Research Data Management and Digital Preservation platform that allows organizations to capture the research data they produce, helping them to properly manage, preserve and allow access to it, during the whole research data lifecycle, unifying and simplifying their research data management strategies.

The purpose of this tutorial is to introduce the design principles of LABDRIVE as well as explain how it works through a tutorial (a guided demonstration).

Keywords – Research Data Management, Digital Preservation, Software
Conference Topics – Immersive information, From theory to practice

I. INTRODUCTION

The EU-funded Archiver project [1] initiated a market consultation project looking for Research Data Management platforms capable to scale to the 100’s of PBs in 2019. The conclusion of the market consultation was that there were neither viable nor cost-efficient platforms in the market at the time.

With the objective of helping software/platform providers to meet the need and after requesting approx. 6M€ of EU funding, a consortium led by the CERN (European Center for Nuclear Research), EMBL (European Molecular Biology Laboratory), PIC (Port d'Informació Científica - MAGIC Radio telescopes) and DESY (Deutsches Elektronen-Synchrotron) created a set of large scale data sets and use cases and initiated a Pre-Commercial Procurement (PCP) approach to competitively procure R&D services from firms in three stages, covering design, prototyping and pilot over the following 3 years.

LIBNOVA has been one of the winners over all three phases of the project (design, prototype and pilot) [2], producing the LABDRIVE platform as the project result. LABDRIVE is a Research Data Management platform that supports organizations in their data management endeavors [3].

During the Archiver project, LABDRIVE has been tested and confirmed to work with High Energy physics, Astrophysics, Life Sciences and other types of large datasets (millions of files and tens of PBs) against 176 combinations of use cases, volume tests, researcher needs and organization requirements, confirming suitability and scalability of the platform for multiple Research Data Management use cases and needs.

LABDRIVE is cloud native, allowing Organizations to leverage the public/private cloud adoption if this is an objective. If not, the platform can also be deployed on premises or as hybrid cloud/on premises scenarios.

While the LIBNOVA LABDRIVE platform has been re-architected for massive scalability and specific Research Data Management use cases during the Archiver project, LIBNOVA has been the community’s trusted partner for digital preservation and data management for several years. Organizations like Stanford University (HILA), Princeton University, Oxford University, The British Library, Pennsylvania...
State University, Bayer and many other organizations in 17 countries are already LIBNOVA customers.

II. THE LABDRIVE PLATFORM

LABDRIVE is a Research Data Management and Preservation platform. It allows organizations to capture the research data they produce, helping them to properly manage, preserve and allow access to it, during the whole data lifecycle.

1. Design principles

1) LABDRIVE provides support over the whole data lifecycle: It allows organizations to capture the research data they produce at the initial stages of the project (“shared folder”), enabling them to properly manage, preserve, reuse and allow access to it.

2) LABDRIVE works with many research disciplines and content types: It includes a default processing workflow, but it can be extended –using python- to support any other use case. Metadata schemas, data structures, permissions, storage, etc. can also be defined per project, so it can be adapted to multiple scenarios.

3) LABDRIVE is fully aligned with most relevant and open standards: Fully aligned to the FAIR and TRUST principles [4]. Fully conformant with OAIS [5] and fully aligned with the ISO 16363 [6]. Likewise, ISO 27001, ISO 27017 and ISO 27018-certified. GDPR compliant.

4) LABDRIVE equally supports power users and simplified use cases: Every action in the platform can be carried out using the easy-to-use web browser interface or the 300-ish Open API methods and 80+ CLI tools available.

5) As a result, LABDRIVE allows organizations to organize, unify and simplify their research data management strategies, transitioning from a siloed approach to a unified and cohesive platform, obtaining lower risks and lower costs back.

TUTORIAL CONTENT
The contents would be divided into 3 blocks and would be roughly as follows:

1. LABDRIVE Introduction
2. How it works: LABDRIVE Configuration
3. How to preserve research data: LABDRIVE Operations
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